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Abstract

Model merging is a technique that combines multiple large pretrained models into
a single model, enhancing performance and broadening task adaptability without
original data or additional training. However, most existing model merging methods
focus primarily on exploring the parameter space, merging models with identical
architectures. Despite its potential, merging in the architecture space remains
in its early stages due to the vast search space and challenges related to layer
compatibility. This paper designs a hierarchical model merging framework named
HM3, formulating a bilevel multi-objective model merging problem across both
parameter and architecture spaces. At the parameter level, HM3 integrates existing
merging methods to quickly identify optimal parameters. Based on these, an actor-
critic strategy with efficient policy discretization is employed at the architecture
level to explore inference paths with Markov property in the layer-granularity
search space for reconstructing these optimal models. By training reusable policy
and value networks, HM3 learns Pareto optimal models to provide customized
solutions for various tasks. Experimental results on language and vision tasks
demonstrate that HM3 outperforms methods focusing solely on the parameter or
architecture space.

1 Introduction

Recent advancements in large pretrained models and large language models (LLMs) have demon-
strated remarkable performance and strong generalization abilities across various domains, such as
natural language processing (8} 84} 68]]. Open-source communities have provided many pretrained
models for various data types, as well as fine-tuned versions tailored to specific tasks. However,
fine-tuning large models is often a complex process that requires vast amounts of high-quality data
and computational resources [28} [16]. To address the challenge of building foundational models
capable of handling diverse tasks under limited computational resources, model merging has gained
increasing attention [35,[77]]. Model merging leverages existing pretrained models to flexibly transfer
and integrate knowledge without requiring the original training data or additional model training
[66 148} 1377]]. This approach enables the creation of new models with stronger generalization capabili-
ties, suited to multiple tasks and scenarios [[73]. In recent years, model merging has become a simple
yet powerful approach for large foundational model development, with merged models showing
significant potential on the Open LLM leaderboard [44]]. Current model merging methods primarily
focus on merging models with the same architecture in the parameter space [58}57]. They discard
most redundant parameters, and only need to design parameter adjustment strategies in the remaining
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space, which often obtain moderate performance [[72} 80, 27]. Thus, research in the parameter space
has become quite extensive and mature (24,39} 120 19, [18]].

However, focusing solely on merging models within the parameter space significantly limits their
practical utility [1} [73]. Models with different architectures exhibit broader diversity in representation
capabilities and task types [38 143} 85]], potentially expanding the performance boundaries of merged
models beyond those of a single architecture. Some approaches [[62, 61 [74] attempt to unify different
architectures via knowledge distillation before performing parameter merging. However, these
methods still operate within the parameter-space paradigm and typically incur substantial training
costs in distillation, especially for LLMs. Recent work has explored architecture-level merging,
such as Franken merging [22] and SOLAR 10.7B [29]], which stitches different layers from LLMs.
Nevertheless, merging models across different architectures presents several practical challenges
[L7,57]], resulting in limited research in this area. Primarily, architecture-level merging alters the
computational logic of the model, necessitating the design of coordination strategies to ensure internal
compatibility and seamless information flow within the new architecture. Moreover, jointly exploring
both the parameter space and architecture space increases the problem’s complexity [82], requiring
well-defined search spaces and efficient search strategies to identify the optimal model configuration.
Recently, evolutionary algorithm (EA) has been employed to search for optimal architectures [[1]].
However, they fail to reveal the mapping between architecture sequences and performance, making
them unsuitable for handling the complex, high-dimensional problem of merging multiple models.
Additionally, evolutionary processes are often one-time fusions, requiring a complete restart when
faced with new problems, leading to significant computational consumption [68),64].

To this end, merging large pretrain models in parameter and architecture spaces appears to be a
promising approach, which can enhance the representational ability of the merged models while
maintaining performance. However, research in this area is scarce, primarily because merging
models in both spaces without careful consideration can undermine their internal compatibility,
potentially causing a performance collapse. In addition, the complexity of the architecture space
further increases the difficulty of model merging and reduces the efficiency of existing search methods
[1]]. Additionally, users may have diverse preferences and expectations for the merged model, making
it crucial to weight tasks differently based on these varying preferences [34} 133, 36].

To merge models across both parameter and architecture levels and achieve efficient model merging
schemes, this paper proposes a hierarchical model merging method (HM3) that builds a bridge
for model merging in the parameter and architecture space. HM3 first defines a joint optimization
problem for model merging that spans both the parameter level and the architecture level. Compared
to existing methods, HM3 has also taken extra considerations on conflicts or trade-offs across
tasks by extending this problem to a multi-objective optimization perspective. In HM3, we sample
diverse preference vectors to decompose the multi-objective problem into multiple subproblems,
and simultaneously solves them to identify approximate Pareto-optimal merged models across tasks
To relieve the strong coupling between variables and the exponentially large search space of each
subproblem, HM3 transforms it into a bilevel optimization problem without compromising theoretical
optimality. At the architecture level, an actor-critic reinforcement learning (RL) method is designed
to explore inference paths with a Markov property in the layer-granularity search space, enabling
the reconstruction of these optimal models. To improve efficiency in the large discrete action space,
HM3 incorporate a Wolpertinger strategy for policy discretization. Once training is achieved, the
policy and value networks of this actor-critic strategy can be reused to predict optimal merging
architectures and parameters for different tasks. The final approximate Pareto merged models meet
different preferences based on specific needs and trade-offs. The main contributions of this paper are
summarized as follows:

* We propose the hierarchical model merging method (HM3), provide the definition of joint
model merging optimization problem that spans parameter and architect space and transform
it into a bilevel optimization problem without losing theoretical optimality to relieve strong
coupling and vast search space.

* The proposed HM3 is the first reusable model merging framework by integrating current
parameter-merging method and designing an actor-critic-based RL. method with Wolper-
tinger policy discretization to guide the search, exploring the optimal model configurations
in both the parameter and architecture spaces.



* We propose to incorporate a multi-objective optimization paradigm into model merging
processing, which allows users to prioritize the importance of multiple tasks based on task
needs by searching for the approximate Pareto front of merging strategy, enabling them to
select the most suitable merged model.

2 Hierarchical Multi-Objective Model Merging Framework

This paper aims to jointly optimize both the parameters and architecture of pretrained models to
obtain a set of approximately Pareto-optimal merged models that accommodate diverse preferences
under multi-task settings. Detail related work is provided in Appendix |A} Since there is lack of
the definition for architecture-level merging, we propose a unified mathematical formulation for
multi-objective model merging at both the parameter and architecture levels for the first time.

Problem Formulation and Challenge Discussion At the parameter level, existing works already
define the merging process via optimization over © = {0,,, ;, I, At the architecture level, we
consider the optimization of model architecture « as a inference path search problem, where a search
token traverses layers from multiple fine-tuned or merged models to identify an inference path with
total length not exceeding Ti,ax. This inference path is represented by a sequence {(my, )}~ .
where (my, ;) denotes the model index and layer index selected at the ¢-th search step, and T is the
total path length. To this end, the unified optimization problem is defined as:

max F(©,0) = (f1(©,a), [2(0,q),..., fk(©,«a)) (la)
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where fj () for k € {1,2,..., K} denotes the performance on the k-th task; P is the parameter space;
© is the parameters of the merged model; M = U;‘:’l" {a = {(mq, l,g)}tT:1 | m: € {1,...,K}, I €
{1,..., L}} is the architecture space; C1 enforces a maximum inference path length of T},,x; and
C2 strictly ensures that the output dimension of each selected layer matches the input dimension of
the next. Compared to the problem formulations of existing model merging methods, our approach
extends the formulation to the architecture level. By jointly considering both space, we elevate model
merging from a parameter interpolation problem to a more general structural composition problem.

In @, ‘P is constructed from multiple pretrained LLMs, which results in a high-dimensional, non-
convex, and piecewise linear geometric structure. Additionally, M is a discrete set of cross-model,
cross-layer inference paths, whose size grows exponentially with the number of models K and the
number of layers L. The strong coupling between © and « leads to an extremely large and complex
joint search space. Furthermore, multi-objective function 7 (0, o) = (f1,..., fx) exhibits non-
smoothness, non-convexity, and non-differentiability under such coupled variables, making it difficult
to solve for traditional convex optimization or multi-objective methods. A final challenge lies in
layers from different fine-tuned models must be stitched together while preserving dimensional
consistency across the output—input interfaces.

Transform the Problem Formulation into A Bilevel Framework To address the strong coupling
between © and «, we reformulate (T)) as a bilevel optimization problem [51L [13]]. In this problem, the
upper level searches for the optimal merged parameters ©* in P, while the lower level searches for
the optimal inference path o* under the static environment by the converged upper-level solution ©*.
This decomposition transforms the original joint search space of size |P| x | M| into two sequential
subproblems with complexity |P| + | M|, thereby significantly mitigating the combinatorial explosion



in the search process. The bilevel optimization problem is given as:

max F(©, a*(0)) = (f1(©, a*(0)), fo(©, a*(®)),..., fx(©, a*(©))) (2a)
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Lemma 1 (Stackelberg Equilibrium [31, |4, Thm. 3.1]). Assume the follower feasible mapping
0(O) = {a e M| |a| < Tmax, dimy,; = dimy,} is non-empty for all © (since cpuge € 1), and its
graph is closed due to (Al). Under Assumption[l} the bilevel optimization problem (2) admits at least
one Stackelberg equilibrium (©*, o). The associated leader-follower payoff corresponds to a global
optimum of the original problem (I). The proof of Lemma 1 is provided in the appendix|[B.1]

In the appendix [B.1] we further prove that the bilevel optimization problem can be modeled as a
Stackelberg game, for which an equilibrium solution exists. This ensures that problem transformation
does not incur any loss of optimality. In this bilevel optimization problem, the lower-level optimization
searches for the optimal merged model architecture. The resulting architecture determines the length
of the inference path (i.e., the number of layers to be merged). The upper-level optimization then
operates on the parameter set {0,,, ;, }7_; corresponding to this architecture. Consequently, the
optimal architecture found by the lower level dynamically determines the dimensionality and scale of
the parameter search space for the upper level. This naturally forms a hierarchical decision-making
structure, i.e., first optimizing the model architecture, then optimizing the corresponding model
parameters, which embodies the core hierarchical nature of the proposed HM3.

Model the User Preference into A Multi-Objective Optimization Problem After mitigating the
strong coupling between variables, we focus on the multi-objective property of (2)). To accommodate
diverse user preferences, we adopt a decomposition-based strategy that explicitly guides the solution
set to cover the Pareto front boundary under controllable preference vectors. Due to non-convexity of
the search space, we employ Tchebycheff decomposition strategy, which effectively approximates non-
convex Pareto fronts by transforming the original multi-objective problem into [V preference-weighted
scalar subproblems. By solving these subproblems in parallel, we obtain a set of approximately
Pareto-optimal merged models that satisfy varying user preferences.

Specifically, we begin by generating N preference weight vectors {)\(i)} N | from K-dimensional

probability simplex A% = {X € R | Zszl Ax = 1}. In this paper, we sample from the Dirichlet

distribution: A" ~ Dirichlet(1,...,1), 4= 1,..., N, which ensures uniform coverage over A%
——

K

with an unbiased mean E[\;] = +.

Then, we estimate the ideal point of each objective by computing the best achievable task performance
across all fine-tuned LLMs: 2} = max(g )cq fx (8, ). Finally, for each preference vector A®, the
upper-level subproblem using Tchebycheff scalarization is defined as:

() _ . (1) para %
(S} arg min {k_rgl’&'m.)fK Ay | FR(O) — 2 }, 3

where F}*"*(0) denotes the objective function value of the merged model on the k-th task, obtained
after solving the corresponding lower-level inference path problem with fixed ©.
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Figure 1: Illustration of architecture-level model merging. For each scalarized subproblem, we
construct a model-layer candidate pool consisting of all layers from the parameter-level merged
model, and K fine-tuned models. Then, HM3 design an actor-critic algorithm with Wolpertinger
discretization to search inference path. The final merged models approximate the Pareto front.
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Once ©(9) obtained, the corresponding lower-level subproblem is defined as:

} . “

where Q(©()) denotes the feasible set of inference paths that satisfy C1 and C2.

(1) _ . )\( 0 60 o
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Through this transformation, (I) is reduced to solving N scalarized bilevel subproblems, each
corresponding to a distinct preference vector A(?). The set of solutions to all subproblems forms an
approximate Pareto-optimal set of merged models.

3 HM3 Algorithm

Parameter-Level Optimization  After generating preference vectors {A® = {A{) .. AN |
we proceed to search for the optimal merged parameters in the parameter space for each preference
vector. Thanks to recent advancements, parameter-level merging methods have become relatively
mature and efficient. Our framework is designed to be compatible with these existing techniques , such
as DARE-TIES merging method. Concretely, for (), we begin by computing the residual vector:
8k = O} — Opase. We then apply the Drop-and-Rescale operation to obtain 628 = & /(1 — p). Next,
we perform the Ties Merging procedure for A(*): removing redundant parameters from each 6P,
generating a sign-consistent aggregation mask across tasks, and merging disjoint residual fragments
with consistent signs to form ;.. Finally, the optimal parameter for the i-th subproblem is:

K
0" = Ope + Y A - M @ 6y, (5)
k=1

where M, ,Ei) is a binary mask that controls which elements of d; are preserved and rescaled.

Architecture-Level Optimization As discussed in Section 3, architecture-level optimization is
formulated as searching for an optimal inference path across the merged model and its multiple
task-specific fine-tuned models. For each A(*), we have already obtained the corresponding optimal
merged model at the parameter level, denoted as ©(9*. We assign its model index as m = K + 1.
To further expand the search space and leverage external knowledge, we construct a model-layer
candidate pool that consists of: (1) the optimal merged model O)* from the parameter level, and (2)
all layers from the K task-specific fine-tuned models used in construction of ©(Y)*. The corresponding
architecture-level search space is then updated as:

MD =L (m®1D:00) me{l,....,K+1}, 1€ {1,...,L}}. (6)
Although prior research has demonstrated the potential of using search algorithms to optimize layer

sequences and enhance model merging performance [1]], the scalability of EAs suffers significantly
as the number of models and layers increases [20, [18]]. Moreover, EA-based approaches require



training from scratch for each preference vector and incur considerable computational cost due to
population-based evaluations in every generation. These inefficiencies motivate us to revisit the
nature of dynamic layer selection across multiple models [69, 67]].

This process entails selecting the optimal model-layer pair at each step while considering the long-
term impact of current decisions on future layer compositions and the final task performance—thereby
exhibiting the characteristics of a sequential decision-making problem. Furthermore, the combinato-
rial nature of the layer-path space, along with its discrete, structured constraints and well-defined state
transitions, naturally suggests formulating the inference path search as a trajectory-aware Markov
decision process (MDP). The overall process of architecture-merging is illustrated in Fig. |1} Then,
we formally define its state, action, transition, and reward components and design a RL strategy to
efficiently explore optimal architectural trajectories.

1) State Space Since every decision in the inference path dynamically alters the feasibility of
subsequent layer transitions and affects the accumulated representation distribution, we define the
state to retain full trajectory history for optimal distinguishability. Formally, the state at the tth step is
represented as a trajectory:

Sy ={(mj, lj, Om, ;) | mye{l,....K+1},l; €{1,....L},j=1,...,t} €8, (1)

where m;; denotes the model index, [; denotes the layer index, and @,,,, 1, € R% is the corresponding
parameter of the selected layer. To enable policy gradient-based learning, we use a set of learnable
encoders v,,,, ¥, and ¢ to encode model identity, layer index, and layer parameters, respectively.
The full trajectory is then embedded into a fixed-dimensional vector using a GRU encoder: h; =

GRU ( [ (m;); (1) (O, 1;)] j.:l) € R4 . The process on trajectory space S satisfies Markov
property.

2) Action Space At the tth step, the action A; is defined as selecting the next model-layer pair to
transition to:

At:(mt+1alt+1)€~’47 m€{137K+1}7l€{133L} (8)

3) Reward Function. The reward encourages the construction of efficient inference paths that yield
high-quality multi-task performance with minimal complexity:

K
R=>"MNfu(®, h)— BT )

k=1

where the second term penalizes path length to encourage shorter and more efficient inference
paths. The reward is computed only after the entire inference path is generated and the MLP-based
alignment is performed. This reward is uniformly assigned to all time steps in the inference path as
Ry = R/T,Vt € {1,...,T}. This uniform assignment is implemented to facilitate efficient storage
of transitions and subsequent updates of the policy and value networks in the actor-critic framework.

Actor-Critic Method To solve the MDP, HM3 employs an actor-critic-based RL strategy. In this
framework, a policy network parameterized by p outputs a probability distribution over the large
discrete action space, while a value network parameterized by ¢ serves as a baseline to reduce the
variance of gradients under sparse reward conditions. This design facilitates stable convergence of
layer sequence search under limited sampling [79,[78].

The policy function 7,(A; | S;) defines a stochastic policy conditioned on the current state Sy,
representing the probability distribution over candidate actions. The distribution is modeled using a
Gaussian parameterization with mean y and variance £2, from which actions are sampled to maximize
the expected cumulative reward:

T

> VB

max Em
" =0

T K
=max E., [Z ok (Z )\S)fk(e, h;) — 51t>‘| ) (10)
k=1

" =0

where v € (0, 1] is the discount factor, and R; denotes the reward at step ¢ as defined earlier.



The policy network generates a continuous proto-action A following a Gaussian-distributed stochastic
policy: A = fr(a5:0)(S) ~ N (px(S¢), diag 02(S¢)) , where fr(4s;0) is the state-to-action
mapping under policy 7.

Since the decision variables of (2) lie in a discrete action space W, the proto-action .4 must be
mapped to a discrete action A € W. Existing discretization approaches fall into two categories
(55 83]]: The simple projection method, which directly selects the nearest discrete action: A4* =
arg min4eyy ||.A — Aﬂ. However, this can result in suboptimal exploration and slow convergence.
The greedy method, which selects the action with the highest Q-value: A* = arg max ey Q(S, A),
but this is often computationally expensive and prone to local optima.

To balance exploration and exploitation, we introduce Wolpertinger policy mapping, which improves
efficiency by limiting evaluation to a local neighborhood:

A - {arg max gecw-(a,) @¢(St, A), with probability 1 — ¢, (11

UW*(As)), with probability e,

where U(-) is a uniform distribution, and the neighborhood set W*(A;) is defined as: W*(A,) :=
argmin Aew, d(A, A), with W = {A;,..., Ay,..., Ay} denoting the full discrete action set,
d(-,-) rél‘)r_ej\senting Euclidean distance, and M’ is the number of nearest neighbors.

The value function is modeled by a state-value network V;,(.S;), which estimates the expected cu-
mulative reward of S;: Vi, (S;) = Eq, [Z;io Y Ry ’ St} , where Z;io 7 Ry j is the discounted
return starting from the ¢-th step .

Network Updates To stabilize policy optimization, HM3 constrains the update step size and adopts
a policy gradient approach for training. The policy network is updated using the clipped surrogate
objective by proximal policy optimization [49]:

LCLIP(N) =E; [min (pt(u)Ata clip(pe(p), 1 —€,14¢) At)} ; (12)

where pi (1) = % is the importance sampling ratio between the new and old policies, and

A, is the estimated advantage. We compute A, using the generalized advantage estimation method:

Ay = Z;’io(’yﬁA)iCmy G = Ry + YV (St41; diter) — V(St; direr), Where (; is the temporal
difference residual at ¢-th step.

The value network is updated by minimizing the value loss:
A\ 2
£¥(6) = B | (Vals - (va(s) - A1) )] (3

The overall training objective is:

L(p, 6) = LM (1) + 1 LY(¢) — e2H (), (14)
where H () denotes the entropy of the policy, and ¢, co are weighting coefficients.

Lemma 2 (Advantage of Wolpertinger discretization). Let Q(S, A) = 7(S,.A) + 7Vy(S') de-
note the one-step proxy score derived from the value network V. Consider a candidate set
We = {Ay,..., Ay,..., Ap}. Assume there exists a constant & > 0 such that: Q(S, Ay) ~

u (Q(S, A -, Q(S, AL + f) , VU #£ U, and that the proxy error is bounded as:

Qs A -S| <o vaew. (15)

When M > land$ < & (1 — 2(]\2/[]\@;,1) ) we can confirms that Wolpertinger is expected to outperform

simple nearest-neighbor projection in terms of the true Q-value. Moreover, by reducing the candidate
space from |W)| to |W*|, Wolpertinger achieves greater efficiency than full greedy search over all
actions. The proof of Lemma 2 is provided in the appendix|[B.2}



Dimension Alignment via Statistical Matching To accommodate distributional shifts across layers
from different models, we introduce a feed-forward MLP network that generates a scaling matrix
Wi The input to the MLP consists of the layer index pair (m, ) and the current time step ¢, and its
output is defined as:

Wi, = MLP,(m, 1, 1), (16)
where MLP,, is parameterized by 1 and optimized via actor-critic method. This design is motivated
by the theory of moment matching [S3]]. Further theoretical details are provided in the appendix
[B.4] It is worth that the proposed HM3 is in its early exploratory stage, and we discuss the existing
limitations and possible future directions in the appendix [D}

4 Experiment

4.1 Experiment Setup

Baselines We evaluate the proposed parameter-and-architecture hierarchical merging framework
HMSEI against three types of baselines on both language and vision tasks: fine-tuned models, three
classical parameter-level merging methods, including Task Arithmetic [27], Ties-Merging [72], and
DARE-Ties Merging [80], two SOTA parameter-level merging methods, including PCB Merging
[19] and Consensus Merging [65]], and an architecture-level merging method named EA [1]].

Benchmarks and Metrics For language tasks, we used LLAMA-2-7B [60]], Qwen-2.5-1.5B [75]
and LLAMA-2-13B [60] as backbones across four subtasks: generative task, text translation, math
reasoning, and code generation. For generative task, we used GLUE benchmark evaluate the
general capability of large pretrained models. For translation, we used WMT14, WMT16 [50], and
IWSLT2017 [7] (WMT&ISWT), evaluated by the chrf metric as well as Xnli [15] evaluated by the
accuracy metric. For math reasoning, we used GSMS8K [12]] with the flexible match metric,
and used MathQA [3]] with the accuracy metri. For code generation, HumanEval [9] and MBPP
[5] was used with the pass@1 and pass@100 metric. Additionally, Qwen-2.5-1.5B was evaluated
on four 3090 GPUs (24GB each), while LLaMA-2-7B and LLaMA-2-13B were evaluated on four
A6000 GPUs (48GB each). All models can also be deployed on a single GPU. For vision tasks,
we adopted ViT-B/32 and ViT-L/14 from CLIP [46]] as backbones, and evaluated on eight datasets:
DTD [11], GTSRB [52], RESISC45 [10], SUN397 [70], SVHN [45]], MNIST [32], Cars [30], and
EuroSAT [23]), using classification accuracy. Additional details are provided in Appendix [C.1] Other
settings and details are summarized in the appendix [C.1}

4.2 Performance of Multi-Task Scenario

Merging LLAMA-2-7B LLMs Table|l|summarizes the performance of various merging methods
across three language tasks on LLAMA-7B series LLMs. Among the fine-tuned models, WizardMath-
7B [41]] excelled at math due to task-specific training, while CodeLlama-7B [47]] dominated code
generation. Llama-2-7B-Chat [60] showed relatively balanced performance, particularly in translation.
Across merging methods, Task Arithmetic provided moderate gains across tasks, whereas Ties
Merging and DARE + Ties Merging achieved better trade-offs, especially in translation and code.
However, EA underperformed, likely due to its unguided architecture search, which struggles to
find optimal layer combinations with limited evaluations. Our proposed method, HM3, significantly
outperformed all baselines, achieving top scores in all tasks. These results highlight the effectiveness
of jointly optimizing both parameter fusion and architectural composition.

Merging Qwen-1.5B LLMs To assess the robustness of HM3, we conducted merging experiments
using the Qwen-2.5-1.5B series LLMs. As shown in Table 2] each fine-tuned model performed
best on its own task but showed clear limitations on others, reflecting the trade-offs of single-task
fine-tuning. In contrast, HM3 consistently outperformed all baselines, achieving top results in math
and code, and competitive performance in translation. EA performed worst across all tasks due to its
unguided structure search. An interesting observation from Table|l|and Table [2|is that the models by
HM3 sometimes outperform fine-tuned models, which are typically considered performance upper
bounds for their respective tasks. We discuss this in the appendix Additionally, we also take the
experiment on LLAMA-13B, and the results and analysis is provided in the appendix [C.2]

’The implementation of HM3 is available at https://github.com/Rainy-Zhou Yu/HM3



Table 1: Comparison of merging methods for Llama-7B series LLMs on language tasks

General Translation Math Code
Merging Methods -

Glue WMT&ISWT  Xnli GSM8k MathQA HumanEval MBPP

Fine-tuned Model - Chat 55.97 40.23 4321 1539 25.33 19.51 24.47
Fine-tuned Model - Math ~ 29.32 34.97 3893 4579 27.09 20.73 16.96
Fine-tuned Model - Code 18.39 33.86 4037  12.89 28.76 43.21 52.67
Task Arithmetic 35.32 31.30 3292 3783 17.30 21.36 22.20
Ties Merging 38.62 34.15 3572 29.73 22.40 26.35 31.48
DARE-Ties Merging 37.03 33.93 3747 3820 22.70 28.20 30.11
Consensus Merging 47.52 37.97 40.74  37.95 27.99 30.15 37.93
PCB Merging 49.11 39.29 3335 3925 28.14 32.53 39.05

EA 21.33 37.51 27.07  25.51 22.64 25.17 16.84

HM3 51.04 41.68 40.24  45.62 28.08 43.62 44.62

Table 2: Comparison of merging methods for Qwen-1.5B series LLMs on language tasks

Generative Translation Math Code
Merging Methods -

Glue WMT&ISWT Xnli GSM8k MathQA HumanEval MBPP

Fine-tuned Model - Chat 57.76 39.01 41.39 14.32 28.67 12.11 40.60
Fine-tuned Model - Math 41.95 23.08 3536 32.61 43.33 13.90 44.05
Fine-tuned Model - Code 28.30 24.71 41.60 15.60 32.67 34.42 52.34
Task Arithmetic 42.76 27.40 30.90 19.73 37.71 17.63 21.45
Ties Merging 42.72 29.07 2846  22.66 36.07 16.32 19.61
DARE-Ties Merging 38.25 2791 30.87  20.63 40.33 19.61 24.84
Consensus Merging 46.42 29.82 38.09 2398 37.84 22.59 34.08
PCB Merging 47.25 30.05 38.31 24.29 36.90 21.87 41.33

EA 29.77 21.36 23.87 17.40 35.68 15.33 23.27

HM3 48.22 32.26 41.73  28.05 40.13 34.31 51.80

Merging ViT-B/32 model As shown in Table[3] HM3 outperforms all baselines with an average
accuracy of 66.91%. It achieves 77.21% on EuroSAT, 77.62% on SVHN, and 68.21% on GTSRB.
While slightly lower on DTD, HM3 still surpasses Ties Merging and Task Arithmetic.

Merging ViT-L/14 Table 4] shows that HM3 consistently achieves the best results across most
datasets, with 90.48% on SVHN and 83.43% on GTSRB. The overall average accuracy reaches
80.30%, significantly exceeding all other methods. Detailed analysis is in the appendix

4.3 Performance of Multi-Objective Model Merging

HM3 generates a diverse set of approximately Pareto-optimal merged models, enabling flexible
adaptation to different user preferences. Unlike existing methods that output a single solution, HM3
provides multiple high-quality candidates. To evaluate solution quality, we compute Pareto dominance
relations by pooling all solutions. A solution x, is dominated by z;, if x} is no worse in all objectives
and strictly better in at least one. Figure [2] shows that every baseline is dominated by at least one
HM3 solution (S1-S15), demonstrating HM3’s superiority in objective space. We also compare
HM3 with a multi-objective evolutionary algorithm (MOEA) baseline using the hypervolume (HV)

Table 3: Performance of different model merging methods for ViT-B/32 series models on vision tasks.

Method Average SUN397 RESISC45 SVHN GTSRB DTD MNIST Cars EuroSAT
Task Arithmetic 69.44 61.41 72.42 73.74 66.12  49.82 9381 62.14 76.09
Ties Merging 69.00 62.34 71.49 73.68 62.69 4852 9691  61.06 75.30
DARE-Ties Merging  69.86 60.22 71.36 76.56 65.94 50.84 97.05 60.84 76.05
Consensus Merging 72.06 64.73 73.51 79.46 69.03 5263 96.89  63.06 77.20
PCB Merging 73.80 63.58 75.71 82.31 7257 5478 9742  64.42 79.63
EA 59.45 53.27 62.14 59.32 56.16 3297 9534 54.03 62.33
HM3 73.83 63.42 76.27 82.11 7311 5460 96.85  64.63 79.66




Table 4: Performance of different model merging methods for ViT-L/14 series models on vision tasks.

Method Average SUN397 RESISC45 SVHN GTSRB DTD MNIST Cars EuroSAT
Task Arithmetic 79.48 69.56 83.60 80.51 70.58  65.88  98.02  82.13 85.53
Ties Merging 81.28 68.53 81.89 87.42 81.72  58.07 98.89  84.97 88.77
DARE-Ties Merging ~ 83.72 72.07 87.19 88.03 8450 6449  99.01 8593 88.53
Consensus Merging 83.75 73.39 88.05 87.43 81.16  66.04 98.88  84.26 90.81
PCB Merging 85.23 75.04 88.75 86.46 86.55 69.13 9891  86.01 91.01
EA 69.48 61.95 58.11 76.32 6636  50.04 96.77  75.04 71.24
HM3 85.34 74.76 88.43 90.02 85.17 7021  98.44  86.33 89.32
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Figure 2: Illustration of metrics for different Figure 3: The illustration of different model
merging methods, where S1 represents solu- merging methods in the math reasoning and
tionl obtained by HM3. code generation tasks.

metric [56]], which reflects both convergence and diversity. HM3 achieves an HV of 1.8120,
significantly higher than MOEA’s 1.5111, highlighting the limitations of unguided evolutionary
search in complex multi-objective scenarios. Detail analysis is provided in the appendix [C.3] The
effectiveness of HM3 on different numbers of objectives is provided in the appendix [C.4]

4.3.1 Ablation Study

To evaluate the effectiveness of jointly optimizing parameter and architecture spaces, we conduct
ablation studies on three variants: (i) HM3, (ii) HM3 w.o. arch (no architecture optimization), and
(iii) HM3 w.o. para (no parameter optimization), with results shown in Table [6]in the appendix [C.3]
In the single-objective setting, HM3 outperforms both ablated versions on all tasks, especially in
code generation, highlighting the synergy between parameter and architecture optimization. In the
multi-objective setting, HM3 achieves the highest HV score, followed by HM3 w.o. arch, while HM3
w.o0. para performs the worst. This demonstrates that parameter optimization is critical for overall
performance, and architecture optimization further enhances solution quality. Detailed analysis is
provided in the appendix [C.5} We also analyze the computational cost of HM3 compared to the
conventional pretraining and fine-tuning paradigm in the appendix [C.6] convergence analysis of RL
is provided in the appendix [C.7]

5 Conclusion

In this paper, we proposed HM3, a hierarchical model merging framework that jointly optimizes
parameter and architecture spaces. By leveraging an actor-critic strategy and preference-guided
multi-objective optimization, HM3 efficiently generates customized, high-performing merged models.
Extensive experiments on translation, math reasoning, and code generation tasks demonstrate HM3’s
superiority over existing methods. The framework learns Pareto-optimal solutions tailored to diverse
user preferences, offering a flexible and scalable approach to model merging. Future work will
explore applying HM3 to larger-scale pretrained models for broader generalization and adaptability.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in both abstract and Section 1 accurately reflect the
paper’s contributions and scope.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: Please check discussion.

Guidelines:

The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The full set of assumptions and a complete (and correct) proof are detailed in
Appendix.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the code for reproduction.

Guidelines:
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The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We specify them in our code.

Guidelines:

The answer NA means that paper does not include experiments requiring code.

Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We take some analysis.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The required computer resources are decided by the structure of the models to
be merged.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The required computer resources are decided by the structure of the models to
be merged.

Guidelines:

* The answer NA means that the paper does not include experiments.
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9.

10.

11.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research is conducted with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: Not applicable to societal impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.
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Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

13.

14.

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite the original papers or websites that produced the code package or
dataset.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

¢ Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,

or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human

16.

subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA] .

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix of HM3

A Comprehensive Related Work about HM3

A.1 Model Merging

Model merge refers to combining the parameters and features of multiple large pretrained models
to generate a unified model that can perform better across multiple tasks. Existing model merging
approaches rely on task vectors constructed from fine-tuned models and their common base model.
These approaches typically perform parameter-level interpolation (e.g., Task Arithmetic [27], TIES
merging [/2], PCB Merging [19]], CAT Merging [54] and Consensus Merging [65]) or apply parameter
manipulation strategies such as drop and rescale in DARE [80]. Formally, given a base model with

parameters Op,se, and K task-specific models fine-tuned from it with parameters {©1,0,,...,0x},
the model merging process can be expressed as [14]:
6merge = g(ebase;el>e2a---76K) (17)

where O e denotes the parameters of the merged model, and G(-) represents the merging method.

These methods have demonstrated significant improvements in the performance of merged models.
In particular, recent works have introduced evolutionary search algorithms such as evolutionary
algorithms (EAs) to enhance model merging. For example, GENOME [81] employs one of classical
EA named differential evolution to evolve new models within a shared architectural weight space
through crossover—mutation—selection operations, and further performs ensemble inference. Similarly,
Evolver [20] directly applies EA to the weight spaces of multiple fine-tuned models, mutating and
crossing their parameter vectors to select higher-performing combinations—achieving parameter
fusion without gradient-based fine-tuning. Both methods emphasize low-cost and high-efficiency
strategies that yield competitive performance across different scenarios. However, they primarily focus
on adjusting parameter configurations within a fixed architecture. In practice, models with diverse
architectures may exhibit stronger representational capacities, and potentially extend performance
beyond the limits of a single-structure model under multi-task scenarios. Motivated by this, Akiba et
al. [[1]] recently explored the use of EA to search for optimal architectures in model merging. While
promising, this approach faces scalability issues: as model size increases, the architecture search
space becomes substantially more complex, often resulting in performance degradation. Furthermore,
EA is population-based and requires expensive evaluations in each iteration. They are also typically
designed for one-shot merging, which means that the search must be restarted from scratch for every
new task. This leads to prohibitively high computational costs. In this work, we unify the strengths
of both parameter-level and architecture-level merging by designing an efficient joint framework.
Importantly, we train a reusable model that can generalize to new tasks without requiring full re-search
from scratch.

Multi-Objective in Model Merging Existing methods typically rely on the model designer’s
domain knowledge or intuitive understanding to manually determine these weights, resulting in
a single trade-off solution for the merged model. However, task preferences may differ across
users, or even for the same user at different times, thereby demanding merged models that reflect
diverse preferences. Recent works [34} 33] have begun to explore the flexibility of multi-objective
optimization in assigning weights across tasks. Nonetheless, these efforts remain in their early stages,
and often fail to fully exploit the nature of multi-objective trade-offs, falling short of achieving
high-quality Pareto-optimal merged models. In this paper, we design a multi-objective strategy to
obtain approximate Pareto optimal parameters and architectures and meet different preferences.

A.2 Multi-objective Optimization

A.2.1 Definition

Generally, a multi-objective optimization problem can be formulated as:
mlnf(z):(f1($)7f2(z)71fK(m)) s.1. zGX, (18)

where = (1, 22, ..., 24) is a decision vector, and f(-) : X — Y represents k objective functions.

Here, X denotes the decision space, and Y denotes the objective space. To compare the quality of
solutions obtained by the multi-objective problem, the concept of Pareto dominance is introduced.
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Pareto dominance Given two solutions z; and x5 belonging to X, z; is said to Pareto dominate
o (denoted as 1 < x2) if and only if the following two conditions are satisfied:

1. For all objectives i € {1,2,..., K}, fi(z1) < f;(x2), meaning that 2; is not worse than
Z5 in every objective.

2. There exists at least one objective j € {1,2,...,m} such that f;(z1) < f;(x2), indicating
that ; is strictly better than x5 in at least one objective.

A solution z* € X is considered Pareto optimal if no other solution € X Pareto dominates 2*. The
set of all Pareto optimal solutions is known as the Pareto set:

PS={rcX|fz c X, 2’ <z} (19)

The collection of objective vectors corresponding to the Pareto set is referred to as the Pareto front.
The aim of multi-objective optimization is to approximate the Pareto set by identifying solutions that
achieve both strong convergence and a diverse spread within the objective space.

In multi-objective optimization methods, since the true Pareto optimal solution set is unknown, we
employ the commonly used metric called hypervolume (HV) [56] to comprehensively assess the
diversity and convergence of the generated approximate Pareto optimal solution set. Let a point set
P C R and a reference point r € R%, where d = 3 is the number of optimization objectives. The
HV of the set P is computed as follows:

HV(Pr) =L, | | {alp=<a=r} (20)
pEP

where L.(-) represents the Lebesgue measure of a set: L.(S) = [,_g 1s(s)ds Here, 15 is the
characteristic function of the objective space S. If s € S, then 15(s) = 1; otherwise, 1s(s) = 0. In
the calculation of HV, the non-dominated solutions obtained by each algorithm are normalized using
the same reference set, and the reference point is typically set at (1.1, 1.1). It is important to note that
a larger HV indicates a better approximation of the Pareto optimal solution set and, consequently,

better performance of the corresponding multi-objective optimization method.

As for multi-objective optimization in model merging, there are two early explorations. The first
paper [34] introduced a novel method called model merging with amortized Pareto fronts, which
approximated evaluation metrics using a quadratic surrogate model derived from a set of pre-selected
scaling coefficients. However, while this approach primarily focuses on reducing computational
complexity, it does not thoroughly explore how to accurately obtain the Pareto-optimal merged model.
The second paper [33]] employed parallel multi-objective Bayesian optimization to systematically
explore the parameter space for optimal merging configurations. However, these works are only in
the early stages of exploration. They merely use multi-objective optimization methods to facilitate
model merging but do not fully consider the multi-objective and multi-task characteristics inherent in
the models during the merging process.

B Detail of the proposed HM3

B.1 The Proof of Problem Transformation

To handle the K -dimensional vector-valued objective f = (f1,. .., fx), we adopt a standard linear
scalarization approach. Specifically, for a given task preference vector A € A sampled from a
Dirichlet distribution, the scalarized objective is defined as:

K
Fa(©,0) =Y Afu(©, ). (21)

k=1
We write F' := F) for brevity. Solving the Stackelberg game for each A produces a set of solutions
that approximates the Pareto front.

Assumption 1 (Compactness and Continuity). 1. The parameter space P C R% is nonempty
and compact. The architecture space M is finite and contains at least one feasible base
path apase-
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2. For any © € P, the follower’s feasible set
Q(G) = {Oé eM | |Oé| S Tmaxa dim(m,(mt, lt;amhlt) = dim,-n(mt+1,lt+1;0mt+1ylt+1), Vt}
(22)

is nonempty (since aase € Q(0)) and has a closed graph.

3. The scalarized utility F(©, «) is jointly continuous in (0, «v).

Proof. (a) Follower-level solution existence. Since M is finite, the constrained set Q(@) C M is
finite and nonempty for any fixed © € P. Hence, the follower-level optimization

*(©) := F(© 23
a*(©) arg max, (©,q) (23)

admits at least one solution. Furthermore, by Berge Maximum Theorem [6]], the best-response
mapping «*(©) is upper hemicontinuous with compact (finite) values due to the closed graph
property and continuity of F.

(ii) Continuity of leader’s objective. Define the upper-level objective:

F(©) := IEH&X)F(G , Q). 24)

Because o*(0) is upper hemicontinuous and F is continuous, it follows from [2} Corollary 17.32]
that I is continuous on the compact domain P. Therefore, by Weierstrass’ Theorem, there exists a
maximizer ©* € arg maxgep F(O).

(iii) Equilibrium construction. Select any a* € «*(©*). Then the pair (©*, o*) satisfies the
definition of a Stackelberg equilibrium [31, Def. 2.2], and achieves the same optimal value as the
original joint objective. O

Remark. Assumption (A2) is typically ensured in practice by guaranteeing at least one dimension-
compatible base path (e.g., through 1x1 projections when needed). Each choice of A induces a
scalarized subproblem, and the collection of corresponding equilibria approximates the Pareto front.

B.2 The Proof of Wolpertinger Policy in Actor-Critic Framework

Let the discrete candidate action set generated by the Wolpertinger policy be denoted as W* =
{A;, As, ..., Apr}, which contains the M nearest neighbors in Euclidean distance of the continuous

proto-action A € R?. Among them, define A;- to be the nearest discrete action to A, i.e., the one
selected by the simple projection method:

Ap- = arg min [|4 — Al. (25)

Assume the action-value function Q(S, A) under fixed state S satisfies the following statistical
assumptions:

* For all ¢ # ¢*, the values Q(S, Ay) are i.i.d. samples from a uniform distribution:

Q(‘S)AZ) NU(Q(SaAZ*) _57 Q(SaAe*) +£)5 (26)
where ¢ > 0 is a fixed constant.
¢ The value of the nearest action Ay~ is set as the reference:

Q(S, Ap-) = qo- 27

Let A? be the action selected by the Wolpertinger strategy, i.e., the one in WW* with the maximum
Q-value:

A,y = arg max Q(S, A). (28)
Then, the expected Q-value of the selected action is:
. 2(2M — 1)
Bl 4] =0+ (1- ). 9
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Let X1, Xs, ..., X1 denote the i.i.d. uniform random variables representing the Q-values of the
other M — 1 candidates:

Let Xypax = max{Xi,..., Xy —1}. Then the probability density function (PDF) of X,y is:

fraa) = (1~ 1) 2 (EZ @OV v an
Xmax 25 25 ) O b 0 -
The expected maximum is:
90+¢ 22M —1
E[Xmax] = / T [X (@) dr =0 + € - (1 - (M2M)) : (32)
q—¢§

Note that if X,,,x > ¢o, then the maximum selected action A7, will not be A,«, but one of the
other candidates. If all X; < qo, then Ay« is still chosen. Therefore, the expected Q-value of the
Wolpertinger-selected action is:

E[Q(87 A*w)} = E[maX{QOa Xl: teey XI\/Ifl}] = E[maX{QO, Xmax}]' (33)

By integrating over the support and using order statistics of uniform distributions, the final result is:

Bl A =0 +€ (1- ). (34
The proxy estimation error is bounded by:
QS A) - Q(S,4)| <6, vAew. (35)
Then the expected Q-value of the Wolpertinger-selected action satisfies:
BlQS. 4] > Q.4+ ¢ (1- 2022y - 30
When M > 1andd < & (1 - 2(13;\_42;,1)), we obtain:
E[Q(S, 4,)] > Q(S, A)), 37)

which confirms the superiority of the Wolpertinger policy even in the presence of bounded proxy
approximation error.

B.3 Algorithm Description

Based on the MDP, the execution of the RL is the following stages: Stage 1: Input and initializa-
tion: The algorithm begins by sampling preference vectors, each corresponding to a decomposed
subproblem in the multi-objective framework. For each preference vector, an existing parameter-level
merging method is applied to obtain an initial merged model parameter. Meanwhile, the parameters of
the policy, value, and the MLP network for alignment are initialized. Stage 2: Trajectory collection
and MLP alignment: For each preference vector, an inner loop is executed in RL. In each iteration,
the parameter-level merged model and the fine-tuned models are evaluated to compute the reward
and stored in the trajectory buffer. Then, at each step, the current trajectory-encoded state is used to
generate a proto-action, which is discretized via the Wolpertinger policy to select the next action. The
new state is converted, and the transition is recorded in the buffer. Once a complete path is collected,
the algorithm performs MLP alignment. Stage 3: Reward computation and network update: After
the alignment, the reward is computed and then is assigned to all time steps in the trajectory. Once the
iteration number exceeds , the algorithm enters the network update phase. In this phase, a mini-batch
is sampled from the buffer to compute GAE and target returns. The policy, value network, and MLP
alignment network are updated. The entire process continues until M ax;., is reached, yielding the
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Algorithm 1 HM3 in the architecture space

1: Input: A set of preference vectors {A},;A2,... AN} and their corresponding optimal merged
models at the parameter space.
2: for each preference vector A in {A},A2,... A"} do
3:  Input K fine-tuned models and the optimal merged model in the parameter space corresponding
to >\z
4:  Initialize the parameters of policy network as 1, of value network as ¢g, of MLP network as
MLP,,o.
5.  for each iteration iter = 1,2,..., Maz_iter do
6: Sample the current policy 7,,,,, (A¢|S) by interacting with the environment to generate a
trajectory of length T" as {S;, Ay, Ry, Spi1 )iy

7: Obtain the state S; = (my, ;).

8: Select the action As = (M¢g1, le1)-

9: Calculate the reward R; based on A; and the merged model in the ¢-th step.
10: Compute the advantage function A, and G,.
11: Update  the  policy  network by  maximizing — LEHP(y) =

E; [min (pt(u)At, clip(pe(p), 1 —€,1+ e)At>].
A\ 2

12: Update the value network by minimizing LYV ¥ (¢) = E, [(V¢(St) - Gt> } :
13: Compute the scaling matrix W, ;, and update the MLP network parameters MLP,,.
14:  end for
15: end for

16: Output: Optimal policy network parametered p* and the optimal inference path (i.e., the optimal
sequence of actions) corresponding to the value network.

final policy network and the optimal inference paths. The well-trained networks can be reused for
new tasks or model pools.

The overall algorithm of HM3 is summarized as Algorithm|I] It begins by taking in a collection of
preference vectors and the associated best-merged models from the parameter space (Line 1). Each
preference vector introduces the fine-tuned models and the corresponding best-merged model (Line
3). The initial parameters for the policy, value network, and MLP network are set up (Line 4). During
each loop, the policy network interacts with the environment, creating a trajectory composed of state,
action, and reward information (Line 6). The state at the current step and the chosen action are
determined next (Lines 7-8). Subsequently, the reward for the current action is calculated based on
the state within the merged model (Line 9). These rewards are then utilized to compute the advantage
and target values (Line 10). The algorithm adjusts the policy network by enhancing the policy loss
and refines the value network by minimizing the value loss (Lines 11-12). The process also involves
calculating the scaling matrix and fine-tuning the MLP network through PPO (Line 13). Finally, it
outputs the final set of optimized policy parameters and the sequence of actions that represent the
optimal inference path tied to the value network (Line 16).

After obtaining the Pareto-optimal models, HM3 assumes users typically do not provide explicit
preferences and supports two practical modes: (i) Offline preference sampling: We uniformly sample
preference vectors to approximate the Pareto front. Users can later select a model matching their
needs (no input required.) (ii) Optional user preference injection: If a user specifies a preference
(e.g., prioritizing translation), we select the closest model on the front or conduct a targeted search,
enabling both automated and interactive use.

B.4 Detail Analysis of Dimension Alignment via Statistical Matching

To accommodate distributional shifts across layers from different models, we introduce a feed-forward
MLP network that generates a scaling matrix Wy, ;. The input to the MLP consists of the layer index
pair (m, 1) and the current time step ¢, and its output is defined as:

Wi = MLP,,(m, 1, 1), (38)

where MLP,, is parameterized by 1+ and optimized via actor-critic method.
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This design is motivated by the theory of statistical moment alignment. Suppose the hidden represen-
tations from the source and target layers follow Gaussian distributions:

Zsrc ™ N(,usrm 2:src)a Rgt ™~ N(Utgta 2:tgt)- (39)

The squared 2-Wasserstein distance between them is:

W2 = [|jtsre — pege|2 + T (E F Vi — Q(Eﬁg{QEsrcEtlg{Q)l/?) ’ (40)
and the optimal affine transformation T'(z) = Aopz + b is given by:
Aopl = Etlg/tQEg_rcl/Qa b= gt — AoptMsrc~ (41)

This whitening followed by coloring transformation achieves exact alignment of first- and second-
order statistics. To enable end-to-end learning, we approximate this process using the deep CORAL
loss [53]]:
2
ACDeep—CORAL = ||C(Hs/rc) - C(ngt)”F ’
where Hl.. = Wy, (Hge — fsre) @ Osie) + b1, and C(+) denotes the empirical covariance matrix.
If mean alignment is also desired, we add a mean alignment loss:

0. 42)

£u = H/strc — Mgt

The final training objective for the MLP-based alignment layer becomes:

Zgre — [hs
A SIC SIc .
Zge = Wi ————= +bm, min  Lpeep-coraL + ALy,

A /diag(zsrc) Wi, 1,bm 1
which allows the MLP to approximate the theoretically optimal mapping (Ao, b) via gradient descent,
thereby providing robust statistical alignment for seamless composition of heterogeneous transformer
layers.

C Additional Results

C.1 Detail of Experimental Setup

The core objective of this study is to design and implement an efficient and multitask-adaptive model
merging framework. To verify the generality and performance of the proposed merging method,
we apply it to three popular series LLMs, namely the fine-tuned models based on Qwen-2.5-1.5B
E][59], Llama-2-7B['|[60] and Llama-2-13B E} Specifically, for Llama-2-7B [60]], we include three
fine-tuned models: Llama-7B-Chat [°|for text translation [60], WizardMath-7B || for mathematical
reasoning [40], and CodeLlama-7B |°|for code generation [47]. Similarly, for Qwen-2.5-1.5B [59]],
we include three fine-tuned models: Qwen-2.5-1.5B-Instruct[’|for text translation [59], Qwen-2.5-
Code-1.5B ['*| for code generation [26], and Qwen-2.5-Math-1.5B for mathematical reasoning [76]].
As for Llama-2-13B, we include three fine-tuned models: WizardLM-13B Fz] for text translation
[71], WizardMath-13B |'°|for mathematical reasoning [40]], and WizardCoder-Python-13B|**|for code
generation [42]].

* Llama-7B-Chat: https://huggingface.co/meta-llama/Llama-2-7b-chat-hf;

3https://huggingface.co/Qwen/Qwen2.5-1.5B
*https://huggingface.co/meta-llama/Llama-2-7b-hf
Shttps://huggingface.co/meta-llama/Llama-2-13b-hf
Shttps://huggingface.co/meta-llama/Llama-2-7b-chat-hf
https://huggingface.co/WizardLMTeam/WizardMath-7B
8https://huggingface.co/codellama/CodeLlama-7b-hf
“https://huggingface.co/Qwen/Qwen2.5-1.5B-Instruct
https://huggingface.co/Qwen/Qwen2.5-Coder-1.5B
https://huggingface.co/Qwen/Qwen2.5-Math-1.5B
Phttps://huggingface.co/WizardLMTeam/WizardLM-13B-V 1.2
Bhttps://huggingface.co/vanillaOVO/WizardMath-13B-V1.0
"“https://huggingface.co/WizardLMTeam/WizardCoder-Python-13B-V1.0
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* WizardMath-7B: https://huggingface.co/WizardLMTeam/WizardMath-7B;
* CodeLlama-7B: https://huggingface.co/codellama/CodeLlama-7b-hf;
e LLama-2-7B: https://huggingface.co/meta-llama/LLlama-2-7b-hf.

By leveraging these fine-tuned LL.Ms, we can employ our proposed HM3 to merge LLMs excelled
across multiple tasks. To evaluate the performance of the merged LLMs by HM3, we perform three
tasks, including language translation, mathematical reasoning, and code generation. To achieve these
evaluations quickly and efficiently, we employed two popular large model evaluation packages: Im-
evaluation-harness [21]] for text translation and mathematical reasoning tasks and big code-evaluation-
harness for code generation tasks. These evaluation packages can be found in the following link:

* Im-evaluation-harness: https://github.com/Eleuther Al/lm-evaluation-harness;

* bigcode-evaluation-harness: https://github.com/bigcode-project/bigcode-evaluation-harness.

To further demonstrate the effectiveness and superiority of our method compared to other model
merging methods, we utilized the mergekit package [22] to merge models by using several merging
methods, including Task Arithmetic, TIES, DARE-TIES, and EA [1]. The mergekit package can be
found at the following link:

» mergekit: https://github.com/arcee-ai/mergekit

Additionally, for HM3, Maz;;., is 1000 and the networks begin updating after itery = 200; the
clip range ¢ is set to 0.1, the discount factor -y is configured to 0.990, 8,4 is set to 0.95, and the
coefficients c¢; and c5 are set to 1.0 and 0.15, respectively. We split the dataset where 70% is used for
RL inference evaluation, while the 30% is reserved for the evaluation of the obtained merged model.
Then, we introduce the specific datasets for generative, text translation, math reasoning, and code
generation tasks, as well as their metrics.

C.1.1 Generative Tasks

We use GLUE benchmark [63]], a widely used benchmark for natural language understanding
comprising nine sentence/sentence-pair classification tasks (i.e., CoLA, SST-2, MRPC, STS-B, QQP,
MNLI, QNLI, RTE, WNLI). These tasks, drawn from established datasets, cover varied sizes, genres,
and difficulties, offering a broad and challenging evaluation of language understanding.

C.1.2 Text Translation Tasks

To evaluate the multilingual translation capabilities of LLMs, we leveraged a set of translation tasks
in the Im-evaluation-harness package, including WMTl WMTl [50], and IWSLT2017 [7], and
Xnli [[LS)]. These tasks evaluate the model’s translation accuracy and fluency across diverse language
pairs. For the first translation tasks, we use the “chrf”" metric, which measures translation quality
based on character n-gram precision and recall. For the final task, we instead use accuracy as the
evaluation metric.

C.1.3 Math Reasoning Task

In this paper, we use MathQA [3] and GSM8K [12] for evaluation of the math reasoning capability of
the obtained models. MathQA [3] is a large-scale benchmark of roughly 37K English multiple-choice
math word problems covering a broad range of mathematical topics. It also provides operation
programs aligned with problems from the AQuA dataset. Model performance on MathQA is reported
as accuracy. GSMSK [12]] is a dataset meticulously designed for mathematical problem-solving tasks,
comprising over 8,000 high-quality problems that span from basic arithmetic to complex algebra.
The primary objective of this dataset is to evaluate the model’s reasoning and computational abilities
when tackling structured mathematical problems. For evaluating the GSM8K dataset, we employ the
"flexible match" metric, which allows for minor variations in the final answer.

Bhttps://www.statmt.org/wmt 14/translation-task.html
"®https://www.statmt.org/wmt16/translation-task.html
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Table 5: Comparison of merging methods for Llama-2-13B series LLMs on language tasks

General Translation Math Code
Merging Methods Glue  WMT&ISWT Xnli GSM8k MathQA HumanEval MBPP
Fine-tuned Model - Chat 67.05 43.29 47.11  33.32 22.67 21.32 22.56
Fine-tuned Model - Math ~ 45.08 27.02 4123 5574 31.33 19.21 20.83
Fine-tuned Model - Code 19.27 32.49 42,61 1475 27.09 51.82 29.63
Task Arithmetic 35.24 29.16 3733 2774 21.47 28.52 25.80
Ties Merging 37.67 33.23 39.11  28.02 21.53 28.74 31.40
DARE + Ties Merging 48.17 33.56 4040 3883 23.81 30.18 24.43
Consensus Merging 45.15 32.54 43.03  36.24 2421 38.82 25.03
PCB Merging 52.77 41.96 4090  46.34 24.56 40.15 26.57
EA 15.92 25.06 2823 17.36 19.29 13.31 14.48
HM3 53.20 41.12 4592  46.82 29.13 43.93 33.29

C.1.4 Code Generation Task

In the code generation domain, we evaluate on MBPP and HumanEval. MBPP [35]] contains 974
beginner-level tasks targeting short Python program synthesis from natural-language prompts; per-
formance is measured with pass@ 1. HumanEval [9]] is a benchmark dataset proposed by OpenAl,
specifically designed to evaluate code generation capabilities. The dataset comprises 164 program-
ming problems, where each problem requires the model to generate a Python function based on
a natural language description. The evaluation metric of HumanEval is pass@100. The model is
allowed to generate up to 100 code solutions for each problem. This metric assesses whether at least
one of these generated solutions passes all test cases.

C.2 Detail of Main Results

Discussion An interesting observation from Table|[l|and Table [2|is that the models produced by
HM3 sometimes outperform or closely match task-specific fine-tuned models, which are typically
considered performance upper bounds for their respective tasks. We attribute this to a key distinction:
while fine-tuned models adapt only at the parameter level, HM3 performs both parameter-level and
architecture-level merging. As discussed in the introduction, models with different architectures
exhibit diverse representational capacities and task preferences, which can extend the performance
boundary beyond that of a single fixed architecture. For example, if the original model has 36 layers
and the merged model increases to 40 layers, then according to the scaling law, the merged model is
expected to have a higher theoretical performance ceiling.

Merging LLAMA-2-13B model Table 5 presents the performance comparison of various merging
methods on the LLaMA-15B series across general, translation, math, and code tasks. The proposed
HM3 framework achieves consistent and significant improvements over existing classical and SOTA
parameter-level, and architecture-level baselines. HM3 attains the highest average performance across
all task categories, particularly excelling on GSM8K, Xnli, and HumanEval.

Merging ViT-B/32 model As shown in Table|3| the HM3 method consistently outperforms other
approaches on ViT-B/32, achieving an average accuracy of 66.91%, which represents a significant
improvement. Specifically, HM3 achieved 77.21% and 77.62% on the EuroSAT and SVHN datasets,
respectively, and recorded a 68.21% accuracy on the GTSRB dataset, surpassing other methods.
Although its performance on the DTD dataset is slightly lower compared to the other tasks, it still
outperforms the Ties and Task Arithmetic methods.

Merging ViT-L/14 model Table ] summarizes the performance of different merging methods
on the ViT-L/14 model across various vision tasks. The results indicate that the HM3 method
consistently achieved the best performance across most tasks, with particularly high accuracy on the
SVHN and GTSRB datasets, reaching 90.48% and 83.43%, respectively. Notably, HM3 achieved an
overall average accuracy of 80.30% across all datasets, significantly outperforming the other merging
methods.
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Figure 4: The illustration of different model merging methods in the text translation, math reasoning
and code generation tasks.

C.3 Detail Analysis of Multi-Objective Model Merging

HM3 is capable of generating a set of approximately Pareto-optimal merged models, which enables
adaptation to different user preferences. Unlike other merging methods that produce only a single
solution, HM3 yields a diverse set of candidate models. To compare their quality fairly, we compute
the Pareto dominance relations by pooling together all solutions from different methods. A solution
T, is said to be dominated by another solution x; if x; is no worse in all objectives and strictly
better in at least one. The detailed computation procedure is provided in Appendix A.2. Based on
this analysis, we evaluate the dominance relations across all solution sets, as shown in Figure
Yellow cells indicate that the solution on the vertical axis is Pareto dominated by the one on the
horizontal axis, while blue cells denote no dominance. The results show that every competing method
is dominated by at least one solution from the HM3 solution set (i.e., S1-S15). To compared with EA,
we extend EA to a multi-objective version (MOEA) as a baseline. Since MOEAs also produce a set
of solutions, we employ the hypervolume (HV) metric [25} 56], which measures both convergence
and diversity. A higher HV value indicates a better overall solution set. HM3 achieves an HV of
1.6824, significantly outperforming the MOEA baseline, which obtains an HV of only 1.1329. This
gap highlights the inefficiency of unguided EA-based methods in complex multi-objective spaces.

C.4 Effect of Different Number of Tasks

In this subsection, we demonstrate the effectiveness of HM3 across different numbers of tasks. In the
main text, we illustrated the effectiveness of HM3 on three tasks, and the illustration of metrics for
different merging methods is shown in Figure. ] From it, our approach was capable of producing
a set of Pareto-optimal merged models, along with their corresponding metrics, which provided
valuable guidance for users to personalize their selection based on the specific needs of their tasks. In
contrast, other methods were limited to generating only a single solution.

Here, we provide evidence of HM3’s effectiveness on two tasks: code generation and mathematical
reasoning. The experimental results are presented in Figure [5] which clearly demonstrate the
significant advantages of HM3. Specifically, HM3 is capable of generating a Pareto optimal set of
solutions that excel not only in parameter optimization but also in architectural configurations. The
blue circles in the figure represent HM3, showing that its solutions are well-distributed across the
entire performance curve. Based on the available data, we used convex hull software and Gaussian
process fitting to approximate the Pareto front. The results indicate that the solutions produced by
HM3 closely approximate a comprehensive Pareto front, effectively capturing the optimal trade-offs
under varying conditions. In contrast, other methods, such as Task Arithmetic, Ties, and DARE Ties,
are restricted to generating a single optimal solution exclusively in the parameter space, as indicated
by the red squares, yellow stars, and green diamonds, respectively. It is evident that the solution sets
produced by these methods are confined to narrower regions of the performance spectrum, lacking
the diversity and flexibility that HM3 provides. Moreover, these single solutions are noticeably
farther from the approximated Pareto front. Consequently, HM3 not only demonstrates the ability to
explore the parameter space but also effectively utilizes architectural optimizations to achieve a more
comprehensive enhancement in performance.
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Figure 5: The illustration of different model merging methods in the math reasoning and code
generation tasks.

Table 6: Performance of HM3 in different spaces

| Single Objective Multi-Objective
Instance | Translation Math  Code | HV
HM3 w.o. para. opt. 32.21 18.36  20.67 1.3506
HM3 w.o. archi. opt. 34.01 38.51 28.67 1.6387
HM3 44.68 45.62 43.62 1.8120

C.5 Detailed Analysis of Ablation Study

To assess the effectiveness of HM3 in jointly optimizing both the parameter and architecture spaces,
we conduct two ablation experiments comparing the following three variants: (i) HM3, (ii) HM3
w.o0. arch (without architecture-level optimization), and (iii)) HM3 w.o. para (without parameter-
level optimization). The results are summarized in Table @ In the first experiment, we evaluate
performance under a single-objective setting using a sampled preference vector. HM3 consistently
outperforms the two ablated versions across all tasks, with especially notable gains in code generation.
This suggests that the joint optimization of both spaces yields significant synergistic benefits, and
that architecture-level adaptation plays a crucial role in tasks with more structural complexity. The
second experiment examines the HV of these methods in a multi-objective setting. HM3 achieves
the highest HV score, followed by HM3 w.o. arch, while HM3 w.o. para performs the worst. These
results highlight the importance of parameter optimization in ensuring competitive solutions across
objectives, while also demonstrating that architecture optimization further enhances the solution
frontier. To this end, these findings confirm that both parameter space and architecture space are
essential for achieving strong and flexible performance in model merging. HM3’s superiority in both
single- and multi-objective settings underscores the effectiveness of its joint optimization design.

C.6 Computational Cost Analysis

Compared to the conventional pretraining and fine-tuning paradigm, HM3 requires significantly
less computational power and time to achieve a high-performance model with a novel architecture.
Moreover, it eliminates the need for high-quality data for pretraining or fine-tuning. Specifically, the
network scale of policy and value networks with 200MB parameters in HM3 is much smaller than
the LLM with 13.5GB parameters (i.e., Llama-2-7B) in the fine-tuning stage. In this manner, the
computational power required for RL training is significantly lower than for fine-tuning. In this paper,
we used A6000 or 3090 GPUs for RL training of HM3, whereas full fine-tuning typically requires
A100-level GPU clusters. Additionally, the overall computation time of HM3 is significantly lower
than that of fine-tuning. During RL training, only inference (i.e., forward propagation) is required,
whereas full fine-tuning necessitates both forward and backward propagation of the LLM. According
to time complexity analysis, the backward propagation is typically several times more consuming
than the forward. Therefore, the time required for the full fine-tuning is several times greater than that
for RL on the same dataset. Finally, we compare the performance of HM3 and the full fine-tuning at
a similar time cost, and the results are provided in Table. [/{ We can observe that HM3 still obtains
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Table 7: Comparison between HM3 and full fine-tuning methods
Method | Translation Math Code

LLAMA-2-7B-Chat 42.23 24.15 21.66
WizardMath-7B 37.72 45.60 22.74
CodeL.Lama-7B 36.12 18.37 43.11

Fine-Tuning Method

Grid Search 29.31 21.21 23.12
Evolutionary Search 31.92 2349 2690
HM3 \ 44.68 45.62 43.62
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Figure 6: The convergence of RL in the HM3 at the architecture space.

the best performance compared with traditional fine-tuning methods at a similar time cost. Given a
preference vector, we compared HM3 not only against traditional efficiency baselines such as Full
Fine-tuning, but also introduced two additional search-based architecture merging baselines for a
more comprehensive efficiency comparison: (i) Grid Search: Under the same maximum inference
path length T,,.x as HM3, this method exhaustively enumerates all possible path combinations
until reaching approximately the same number of evaluations as HM3. Layer-wise composition is
performed using the passthrough strategy implemented in Mergekit. (ii) Evolutionary Search: The
individual encoding shares the same maximum path length as HM3. The search operators follow
the standard Differential Evolution algorithm with default hyperparameters and population size.
The number of evaluations is aligned with that of HM3. Layers are composed using Mergekit’s
passthrough method. This approach differs from the EA baseline in the original manuscript, which
restricts the search space by controlling model sequences via tokens—a design that significantly
reduces complexity but at the cost of final merged model performance. The final performance
comparison is summarized in the table. These results demonstrate that, under the same computational
budget, HM3 achieves superior multi-task performance compared to other architecture merging
methods based on search algorithms.

C.7 Effectiveness of RL

In this subsection, we delve into the convergence of HM3. Specifically, we randomly sample
a preference vector and observe the obtained reward when merging models on text translation,
mathematical reasoning, and code generation tasks. The experimental results are illustrated in Figure
[6l Asshown in Figure[f] the overall reward increases progressively as the number of training episodes
increases. During the first 200 episodes, the growth in reward was relatively slow, which is attributed
to PPO’s exploration phase, where HM3 had not yet accumulated sufficient experience and the policy
network had not been trained. However, after episode 200, with the introduction of the experience
replay mechanism, the reward begins to rise significantly, indicating that the algorithm is gradually
learning from past experiences and improving its policy. As training continues, the reward shows a
more stable upward trend and eventually converges to a value close to 18 around the 1000th episode.
HM3 can effectively leverage past experiences to optimize its policy and achieve convergence.
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D Discussions and Limitations

In this section, we discuss some concerns about this work from the multi-objective, architecture-level
merging, and future work perspectives.

As for the multi-objective perspective, we set the number of objectives to three, namely translation,
math, and code. These objectives are intentionally chosen for their conflicts and diversity, which
help produce a well-separated and sparse Pareto front in multi-objective optimization. Adding more
objectives that do not bring sufficiently greater diversity, such as a general language understanding
objective, would shift the setting into the many-objective regime. That shift increases front dimen-
sionality, densifies the set of solutions, and weakens dominance relations, all of which are known to
degrade the effectiveness of standard multiobjective methods. For these reasons, we do not expand
the objective set here. If expansion is necessary, pair it with objective selection and decorrelation,
decomposition or reference-vector methods, indicator-based selection, and dimensionality reduction.
Future work centers on many-objective algorithms and high-dimensional discrimination, theory for
cross-architecture merging, and data or compute-efficient evaluation and transfer.

From the architecture-level merging perspective, HM3 is search-based and achieves high efficiency,
though search itself can be unstable, sometimes falling into local optima or producing large variance.
Compared with parameter-level methods, architecture-level merging typically incurs a higher time
cost, a common limitation of current techniques. HM3 performs strongly when merging models
that share the same base architecture but target different tasks, extending the performance boundary
beyond parameter merging restricted to identical structures. This work is an initial step toward
architecture-level merging, focusing on handling post-merge structural differences; the idea parallels
SOLAR 10.7B, which concatenates the first twenty and last twenty layers of Mixtral-7B with
continued pretraining, while we pursue similar architectural expansion via training-free model
merging. When markedly heterogeneous architectures are placed in one candidate pool, for example,
concatenating layers from Qwen and LLaMA, performance drops sharply because layer dimensions
and distributions diverge; existing alignment only partially addresses low-order statistics, deeper
semantic shifts remain, and interlayer semantics are not preserved. Without MLP-based alignment
under cross-architecture settings, the merged model fails on target tasks. In summary, merging
fully heterogeneous architectures is promising yet unsolved; our results underscore its necessity and
suggest routes toward general architecture-level model merging across heterogeneous models.

In the future, we plan to focus on several theoretical directions for architecture-level model merging:
(1) investigating nonlinear or piecewise mode connectivity under structural variations to reveal the
reachability and transition paths in parameter space; (ii) systematically analyzing how mechanisms
such as glue layers guarantee intermediate representation consistency, based on representation
alignment and information bottleneck theories; and (iii) quantifying the effects of structural merging
on generalization error and model expressiveness, as well as exploring how structural changes affect
adaptability and transferability through task transfer and inductive bias analysis.
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