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Abstract001

No existing dataset adequately tests how002
well language models can incrementally up-003
date entity summaries – a crucial ability as004
these models rapidly advance. The Incre-005
mental Entity Summarization (IES) task006
is vital for maintaining accurate, up-to-007
date knowledge. To address this, we intro-008
duce SUMIE, a fully synthetic dataset de-009
signed to expose real-world IES challenges.010
This dataset addresses issues like incor-011
rect entity association and incomplete in-012
formation, capturing real-world complex-013
ity by generating diverse attributes, sum-014
maries, and unstructured paragraphs with015
99% alignment accuracy between gener-016
ated summaries and paragraphs. Exten-017
sive experiments demonstrate the dataset’s018
difficulty – state-of-the-art LLMs struggle019
to update summaries with an F1 higher020
than 80.4%. We will open-source the021
benchmark and the evaluation metrics to022
help the community make progress on IES023
tasks.024

1 Introduction025

Entity Summarization (ES) distills key features026

of entities (e.g., people, places, organizations)027

from extensive unstructured data, essential for028

various NLP applications like question answer-029

ing (Allam and Haggag, 2012), information re-030

trieval (Kowalski, 2007), and entity comparison031

systems (Gunel et al., 2023). Traditional ES032

tasks focus on computing concise summaries033

for entities, drawing on a size-limited selection034

of triples (subject-predicate-object statements)035

within structured RDF data (Liu et al., 2020b,036

2021). This work goes further, creating pre-037

cise and comprehensive structured summaries038

for entities by leveraging the vast knowledge039

available in natural language on the web. Struc-040

tured summaries in various domains, including041

Figure 1: Overview of the Incremental Entity
Summarization Task. Existing attribute (“Impres-
sion”) can be updated and new attribute (“Cam-
era”) can be augmented.

hotels and restaurants, simplify the compari- 042

son of detailed options, helping people make 043

choices that align with their preferences. 044

With the growing amount of information, 045

it’s important to update structured summaries 046

automatically. Incremental Entity Summa- 047

rization (IES) addresses this by enabling up- 048

dates to entity summaries with new informa- 049

tion (Chowdhury et al., 2024), ensuring ac- 050

curate and comprehensive representation in 051

search engines, as shown in Figure 1. More- 052

over, IES enables efficient management of the 053

vast and rapidly changing data. Despite its crit- 054

ical importance in organizing massive amounts 055

of information, IES is underexplored. While 056

some work (Goasdoué et al., 2019; Yang et al., 057

2021; Chowdhury et al., 2024) investigates up- 058

dating entity summaries using abstractive or 059

extractive techniques, these efforts often lack 060

structured attribute-value organization or suf- 061

fer from hallucination problems of LLMs. Cru- 062

cially, there is no dataset specifically designed 063

to test the ability of these models to maintain 064

accurate, up-to-date entity knowledge. 065

To develop an effective dataset for IES sys- 066

tems, it needs a broad selection of entities 067

with diverse and evolving attributes and val- 068

ues with varied writing styles. Moreover, it 069
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requires accurate alignment between web docu-070

ments and their structured summaries to trace071

attribute values to their sources. While di-072

verse natural language web sources for var-073

ious entities are readily available (Ganesan074

and Zhai, 2012; Asghar, 2016), creating well-075

maintained and evolving structured summaries076

from these sources remains both expensive and077

time-consuming, requiring extensive human078

verification (Gunel et al., 2023; Chowdhury079

et al., 2024).080

In this paper, we propose a synthetic dataset081

that captures real-world complexity using LLM082

by leveraging the empirical finding that LLMs083

excel at expanding short phrases into descrip-084

tive, contextual paragraphs, rather than ab-085

stractly summarizing all important components086

from a longer text. The dataset generation uses087

a structured approach with LLMs: It begins088

with producing diverse attributes, values, and089

paragraphs, and progresses to generating incre-090

mentally updated entity summaries. High qual-091

ity is ensured through an LLM critic, achieving092

99% accuracy in human evaluations. In essence,093

we propose a carefully crafted synthetic dataset094

designed to be high-quality and complex, effec-095

tively simulating real-world scenarios.096

Our contributions are as follows:097

• We present SUMIE, the first dataset built098

with high informativeness and diversity for099

rigorous evaluation of incremental entity100

summarization methods. We open-source101

SUMIE to accelerate research in this field,102

including metrics of evaluation.103

• We propose simple but effective LLM-104

based solutions, Update and Merge for105

IES task. These methods provide valuable106

baselines for future advancements.107

• We conduct insightful analyses to pin-108

point the limitations of LLM-based entity109

summarization methods. State-of-the-art110

LLMs struggle to update summaries with111

an F1 score higher than 80.4%, highlight-112

ing the inherent complexity of this task.113

2 Dataset Desiderata114

To build a dataset ideal for developing entity115

summarization systems with incremental gen-116

eration capability, we outline the following key117

desiderata:118

Diversity of Entities. The dataset should 119

encompass a broad spectrum of entities across 120

domains. This could include businesses (restau- 121

rants, hotels), products, events, and more. Di- 122

verse entities ensure the model encounters a 123

wide choices of attributes and associated values, 124

expanding its knowledge base. 125

Complexity of Attributes and Values. 126

Values associated with attributes should 127

demonstrate variation in length, sentiment and 128

subjectivity. Even within the same entity cat- 129

egory, attribute values should reflect high di- 130

versity to challenge the models’ nuanced un- 131

derstanding. Likewise, attributes must range 132

common (e.g. a restaurant’s service) to niche 133

and specific interests (e.g. a hiking trail’s ac- 134

cess to restrooms). 135

Varied Information Sources. The textual 136

sources should exhibit a rich diversity of real- 137

world styles and origins. Generate a mixture of 138

editorial reviews (which often analyze with au- 139

thority), user generated contents (informal and 140

potentially biased, found in online forums or 141

social media), and official product descriptions 142

(which frequently use persuasive language fo- 143

cused on features and benefits). Exposing the 144

model to different writing styles and purposes 145

will compel it to adapt to various language 146

patterns. 147

Inclusion of Misleading Information The 148

dataset should contain subtly misleading de- 149

tails that requires contextual understanding 150

for identification. The goal is to challenge the 151

model’s ability to analyze information within 152

the provided context rather than simply relying 153

on basic fact-checking. 154

Incremental Information Updates. The 155

dataset should include examples where infor- 156

mation about an entity evolves over time, sim- 157

ulating updates as new facets or perspectives 158

are revealed. This forces the model to not only 159

add new information but also potentially re- 160

vise or re-prioritize existing facts. Introducing 161

situations where initial information is incom- 162

plete or later contradicted by more supported 163

sources. The model must learn to prioritize 164

well-supported information over time, mirror- 165

ing a common real-world scenario where our 166

understanding of a subject develops. 167

Rigorous Alignment between Struc- 168

tured Summaries and Natural Language 169

Paragraphs. Ensure a precise and traceable 170
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connection exists between a source paragraph171

and its corresponding structured summary (i.e.172

an attribute-value table). Focus on maintain-173

ing clear attributions, and ensure the origin of174

each value is precisely derived from the source175

paragraph. Avoid introducing information into176

the structured summary that isn’t explicitly177

supported by the text for a rigorous alignment.178

3 Dataset Generation Methodology179

We create a synthetic dataset with generated at-180

tributes, entity names, and incrementally evolv-181

ing summary tables (see Figure 2). Accompa-182

nying paragraphs mirror the tables, including183

distracting sentences. We used Gemini-Ultra184

with a temperature setting of 0.8 to generate185

the dataset. See all LLM prompting instruc-186

tions in Appendix A.2.187

3.1 Attribute and Entity Name188

Generation189

We begin by selecting 20 popular categories190

(e.g. Accomodations) (see Appendix A.1191

for all category information). For each,192

we prompt an LLM to generate attributes193

(e.g. Room Quality) and entity names (e.g.194

Canyon Hotel). To ensure attribute diver-195

sity, we retrieve up to 50 common (e.g. Room196

quality) and 50 less-common attributes (e.g.197

Honeymoon packages) typically used to de-198

scribe entities within that category. For en-199

tity names, we generate up to 40 plausible but200

fictitious names, randomly selecting 10. Each201

entity is then assigned 30 attributes, with an202

equal split between common and uncommon203

descriptors. This process results in a dataset204

containing 200 entities, which we consider suit-205

able for evaluation. The use of random ele-206

ments in the generation process helps reduce207

the impact of LLM bias on the dataset. In208

the final dataset, entity names are replaced209

with generic ones (e.g., from Canyon Hotel to210

HOTEL1) to avoid any unintended claims related211

to real-world entities.212

3.2 Summary Table Generation213

Default summary table generation.214

Summary tables provide a structured rep-215

resentation of attributes associated with an216

entity in a given category. Each row details217

an attribute and its corresponding value.218

The goal in this stage is to generate values219

that meet three criteria: 1) Informative and 220

meaningful, covering both subjective and 221

objective aspects, 2) Diverse in length (one 222

to 10 words), and 3) Varied in sentiment 223

(positive, negative, and neutral). We generate 224

at least three descriptive values per sentiment, 225

resulting in three distinct summary tables for 226

each entity. For instance, when the prompt 227

specifies a positive sentiment, the model is 228

directed to generate favorable descriptors 229

such as “Spacious and comfortable” and 230

“Clean” for a designated attribute like “Room 231

Quality”. The final summary tables for each 232

entity combine up to 10 attribute and value 233

pairs, including varied sentiments derived from 234

3 separate summaries for each entity. 235

Incremental summary table generation. 236

To assess the LLM’s incremental update capa- 237

bilities, we generate multiple summary tables 238

per entity. The initial summary is the basis 239

from which we sample attributes and values for 240

incremental versions. To simulate real-world 241

scenarios where information evolves, we en- 242

sure two criteria are met: 1) Repetition of 243

attributes and values across summaries, and 244

2) The presence of conflicting attribute infor- 245

mation. Conflicting values can be generated 246

by prompting an LLM to produce values that 247

directly oppose the meanings of originally sam- 248

pled values. We iteratively create K summaries 249

and each iteration combines half the attributes 250

from a previous summary with half from the 251

unused attribute pool, resulting in K summary 252

tables per entity with diverse and potentially 253

contradictory content. 254

3.3 Paragraphs 255

Paragraph generation. Building upon the 256

incrementally generated summary tables 257

(Sec. 3.2), we craft aligned paragraphs for each. 258

The fundamental goal is to incorporate all at- 259

tributes and values from a given table into the 260

text. Additionally, we prioritize diverse writ- 261

ing styles, avoiding overly simplistic language. 262

To achieve this, we define 8 writing categories, 263

including user reviews, official product descrip- 264

tions, editorial insights, and discussions on on- 265

line forums, and 6 tones, including optimistic, 266

neutral, pessimistic, sarcastic, humorous, and 267

analytic. Each paragraph is randomly assigned 268

a category and a tone, which guide its genera- 269
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Figure 2: Dataset Generation Methodology Overview: (1) Generate entity names (masked for ethics
consideration) and attributes. (2) Create default summary table with diverse values. (3) Sample at-
tributes/values for incremental summaries (* repeated sampling, ** conflicting values). (4) Generate
paragraphs with varying tones based on attributes/values. (5) Verify summary table/paragraph align-
ment. (6) Add distractor sentence. Note that attribute values and sentences in the same color should be
aligned and bold texts in paragraphs are the evidences for corresponding attribute values.

tion. We also integrate citation numbers that270

directly link each sentence to the attribute-271

value pair it reflects in the summary table.272

This process results in 7 paragraphs per en-273

tity, showcasing a variety of styles, tones, and274

embedded citations for easy reference.275

Paragraph-Summary table alignment276

verification. While the sentences in para-277

graphs are created based on summary tables,278

the generated paragraphs do not guarantee that279

all values are reflected in sentences. To make280

sure that sentences include the attribute-value281

pairs in the given summary table, we break282

paragraphs down into sentences and LLM ver-283

ifies if the attribute-value pair (e.g. (Room284

quality, Clean)) is accurately represented in285

each sentence. If the value is correctly included286

and its meaning is not misrepresented (e.g.287

With its impeccable clean rooms...), no288

change is needed. If the value is missing or mis-289

represented (e.g. While its cleanliness of290

the rooms are debatable...), the sentence291

should be adjusted to incorporate the value292

accurately.293

After the automated critique and revision294

step, we performed a human evaluation of all295

sentences across all paragraphs, totaling more296

than 11K sentences, along with their corre-297

sponding summary tables. Three human anno-298

tators checked for misaligned attribute-value299

pairs in the paragraphs based on the summary300

tables. Our dataset achieved 98.7% accuracy,301

where 98.2% of samples reached a 100% agree-302

ment rate. This high accuracy, coupled with303

a strong human agreement ratio, reaffirms the304

effectiveness of our automated critique and re- 305

vision process. More details of the human veri- 306

fication can be found in Appendix A.4. 307

3.4 Distracting Sentences 308

After ensuring paragraph-summary table 309

alignment, where all sentences contain 310

attribute-value pairs, we introduce distractor 311

sentences to test the LLM’s focus. Since LLMs 312

perform well in finding relevant contexts, we 313

need to challenge their ability to identify and 314

ignore incorrect entity associations. We do 315

this in two ways: first, by generating sentences 316

about irrelevant entities, explicitly including 317

their generic names (e.g. HOTEL2 boasts 318

a vibrant atmosphere, perfect for...), 319

and second, by creating metaphorical sentences 320

that describe a human using properties of 321

the given entity’s category (always including 322

the word “HUMAN”) (e.g. HUMAN’s empathy 323

is a sprawling garden, teeming with 324

vibrant blooms of compassion...). These 325

distractors allow us to analyze two crucial 326

aspects of LLM performance: entity focus 327

(avoiding irrelevant information) and adjective 328

sensitivity (understanding adjectives even in 329

unrelated contexts). 330

3.5 Dataset Statistics 331

We present our dataset statistics for the en- 332

tity level and paragraph level in Appendix A.1. 333

Overall, the dataset contains 200 entities (20 334

for each of the 10 categories) and each entity 335

contains an average of 22 attributes and 42 336

values across all paragraphs, which we believe, 337

achieves sufficient complexity for evaluation. 338

4



Entities within the same category display a339

significant amount of diversity. They have ap-340

proximately 14 distinct attributes (64%) and 41341

distinct values (97%) on average. This demon-342

strates a high degree of variation in their at-343

tributes and values. In paragraph statistics344

(in Appendix A.1), we find that number of345

“same”, “conflict”, and “new” attribute values346

in each paragraph are around 3.7, 3.5, and 2.3,347

respectively, meaning that same, conflict, and348

new attribute-value pairs are reasonably dis-349

tributed across paragraphs. Average number350

of sentences in paragraphs is 12, with roughly 4351

sentences acting as distractors. This indicates352

that our paragraphs offer sufficient length and353

incorporate a reasonable amount of distractor354

sentences.355

We show 5 dataset examples in the Appendix356

from Figure 21 to 25 in 5 categories.357

4 Experiments358

4.1 Baseline Methods359

Our dataset evaluation utilizes two prompt-360

based approaches, UPDATE and MERGE, de-361

signed to assess the LLM’s ability to handle362

new information and conflicts.363

Update. LLMs struggle to create compre-364

hensive, high-quality summary tables from365

large amounts of text due to limited re-366

call (Gunel et al., 2023). We address infor-367

mation overload and reduce the LLM’s process-368

ing burden by feeding it one paragraph at a369

time. The first iteration involves generating a370

summary table from a single paragraph. Af-371

terwards, the LLM receives a new paragraph372

(potentially containing overlapping, new, or373

conflicting information) and the previously gen-374

erated summary table. Its goal is to produce375

an updated summary table, accurately incorpo-376

rating relevant details from the new paragraph.377

Prompts for this method can be found in Ap-378

pendix A.3.379

Merge. This approach breaks down the UP-380

DATE process into two steps, designed to en-381

hance the LLM’s understanding. The first iter-382

ation remains the same as the UPDATE, with383

the model generating a summary table from a384

new paragraph. In later iterations, the model385

first creates a summary table solely from the386

new paragraph and then merges it with the387

existing table. This promotes a clear under- 388

standing of the two-step process of retrieving 389

information and updating the summary, po- 390

tentially reducing the LLM’s cognitive load. 391

Prompts for this method can be found in Ap- 392

pendix A.3. 393

4.2 Evaluation Metrics 394

We evaluate the performance of the aforemen- 395

tioned approaches to the incremental entity 396

summarization task using precision, recall, and 397

F1. An extraction comprises three components 398

– the attribute, its corresponding value, and the 399

supporting evidence. A successful extraction 400

is one that is also found in the set of goldens 401

corresponding to the input paragraph. 402

We determine true positives via two methods. 403

Exact matching checks for a direct match be- 404

tween the predicted value or evidence and the 405

golden set. LLM-based evidence finding 406

leverages an LLM to detect if the predicted at- 407

tribute and value find support within the larger 408

golden set (see Appendix A.3 for prompt). If a 409

predicted extraction fails to match exactly or 410

through the LLM-based evidence prompt, it’s 411

marked as a false positive. False negatives are 412

tracked by noting goldens unmatched to any 413

prediction. While exact matches are simple, 414

LLM-based matches are trickier. The LLM out- 415

puts the matched golden row (attribute, value, 416

evidence), but it may not precisely align with 417

the table due to the LLM’s generative nature. 418

To address this, we evaluate the cosine simi- 419

larities between a sentence encoding (we use 420

Universal Sentence Encoder (Cer et al., 2018)) 421

of the response’s evidence to the sentence en- 422

codings of all the evidences in the golden set 423

to find the highest likelihood golden. 424

To check its effectiveness in identifying evi- 425

dence linking predicted and gold-standard at- 426

tribute values, we manually checked up to 3 427

paragraphs under the 3 categories, which in- 428

clude more than 210 attribute-value pairs to 429

evaluate. We count incorrectly classified pairs 430

in true positive, false positive, and false neg- 431

ative sets. The Gemini-Pro model achieves 432

90.4% accuracy in evidence detection with a 433

standard deviation of 1% across categories, 434

proving its suitability as an evidence detector 435

between predicted and gold values. 436

Redundancy and hallucination are crucial 437

metrics requiring evaluation. Redundancy, 438
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where models repeatedly extract the same cor-439

rect value, can artificially inflate F1 scores and440

hinder fair performance comparisons. More-441

over, LLMs are prone to hallucinations, where442

they generate incorrect values from extracted443

evidences. Though these hallucinations nega-444

tively impact precision and F1 scores, we still445

want to explicitly measure its severity. For a446

thorough analysis, we employed two human447

experts to manually assess these issues within448

the predicted summary tables (See Sec. 4.4).449

4.3 Experimental Setup450

We experiment with Gemini-Pro (Team et al.,451

2023), GPT3.5 (Ouyang et al., 2022), and452

Gemini-Nano (Team et al., 2023) models. The453

temperatures for all models are set to 0.7. With454

each entity having 7 paragraphs, we aggregate455

summary tables iteratively, reporting average456

precision, recall, and F1 scores across all enti-457

ties.458

4.4 Results and Discussion459

Overall performance, Table 1. Table 1460

shows overall performance of Gemini-Pro,461

GPT3.5, and Gemini-Nano on our dataset. At462

first glance, all models have a large room for463

improvement, highlighting our dataset’s com-464

plexity. In particular, Gemini-Nano model per-465

forms significantly worse than Gemini-Pro and466

GPT3.5 in both UPDATE and MERGE meth-467

ods, with an average F1 score gap of 40.3 for468

UPDATE and 38.6 for MERGE. The perfor-469

mance gap between models is largely due to470

differences across iterations. Gemini-Nano’s re-471

call scores drop significantly from the second472

iteration, with a decline of over 20 points for473

both methods. This indicates that as context474

complexity increases, smaller LLMs struggle475

to integrate new information effectively. Ad-476

ditionally, Nano has difficulty understanding477

long prompt instructions, resulting in up to478

13% invalid answers, such as repeating the479

input prompt. In contrast, Gemini-Pro and480

GPT3.5 produce substantially fewer invalid an-481

swers (around 0%) even with complex inputs.482

Interestingly, while Gemini-Pro and GPT3.5483

show comparable performance, Gemini-Pro484

tends to produce higher precision scores, sug-485

gesting that it prioritizes confident and ac-486

curate answers. On the other hand, GPT3.5487

achieves better recall scores, indicating that488

it explores a broader range of answer choices. 489

This becomes more evident in later iterations. 490

While GPT3.5 model produces relatively sta- 491

ble performance in both precision and recall 492

scores across all iterations, Gemini models ex- 493

hibit a trade-off between precision and recall 494

scores, prioritizing generating reliable results 495

given a complex context. None of these ad- 496

vanced LLMs exceeded an F1 score of 80.4%, 497

supporting the empirical finding that LLMs 498

excel at generating content, but struggle with 499

abstractly summarizing lengthy texts, consis- 500

tent with West et al. (2024). 501

Difference across methods, Table 1. We 502

observe that models perform better with 503

MERGE method than UPDATE approach. 504

This confirms our hypothesis that breaking 505

down UPDATE method into two steps gives 506

a better understanding of our task to LLMs. 507

The MERGE method is particularly beneficial 508

for maintaining recall scores. This is likely 509

because it first extracts attributes and values 510

from the given new paragraph, which are then 511

presented to the model for merging with the 512

existing knowledge. By making the informa- 513

tion we want to add explicit in the prompt, the 514

model can more easily make use of the given 515

knowledge. 516

Difference across categories and tones, 517

Figure 3, 20. Figure 3 presents the F1 scores 518

achieved by the model across different cate- 519

gories, along with their standard deviations. As 520

the figure shows, the model exhibits consistent 521

performance across all categories. There are no 522

significant outliers, implying that the perfor- 523

mance of models on our dataset is not biased 524

towards certain categories. Figure 20 in the 525

Appendix shows the performance across para- 526

graph tones and we observe the similar trends 527

to the performance across categories. We also 528

note that standard deviations of Gemini-Nano 529

models are considerably larger than those of 530

Gemini-Pro models in most cases, reconfirm- 531

ing the challenging nature of our dataset. 532

Effect of distractor sentences, Table 2, 533

Figure 4. Table 2 shows the performance 534

of Gemini-Pro model with UPDATE method 535

after removing distractor sentences in para- 536

graphs. We find that precision scores achieve 537

up to 97 point when the distractor sentences 538

are removed. This proves that our distractor 539
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Turns
Model Metric 1 2 3 4 5 6 7 Avg.

UD

Gemini-Pro Precision 80.0 81.9 82.6 82.5 83.8 84.1 84.3 82.8
Recall 82.5 76.2 73.2 70.4 69.7 68.4 67.3 72.5
F1 80.7 78.4 77.2 75.3 75.5 74.8 74.2 76.6

GPT3.5 Precision 78.7 78.2 79.3 79.4 79.8 79.7 80.0 79.3
Recall 81.6 78.1 75.7 74.8 74.8 74.9 75.1 76.4
F1 79.5 77.6 77.0 76.7 76.8 76.9 77.1 77.4

Gemini-Nano Precision 58.7 52.6 49.0 47.0 46.1 46.0 45.9 49.3
Recall 65.4 43.5 31.0 25.0 21.1 18.6 16.2 31.5
F1 60.7 46.4 37.2 31.9 28.3 26.0 23.5 36.3

MG

Gemini-Pro Precision 79.4 79.7 80.4 80.6 80.8 81.8 83.1 80.8
Recall 82.1 84.0 83.2 82.0 81.1 78.7 74.8 80.8
F1 80.1 81.4 81.4 80.9 80.5 79.9 78.3 80.4

GPT3.5 Precision 75.7 76.4 76.1 77.4 76.4 76.2 77.7 76.6
Recall 83.3 88.3 87.8 85.3 84.2 82.9 82.5 84.9
F1 78.8 81.6 81.3 80.8 79.8 79.1 79.8 80.2

Gemini-Nano Precision 60.0 51.0 53.7 54.0 56.7 57.9 57.1 55.8
Recall 66.5 47.4 37.0 32.0 29.6 25.5 22.0 37.1
F1 62.1 47.9 42.1 38.4 37.5 33.9 30.5 41.8

Table 1: Performance with Gemini-Pro, GPT3.5, and Gemini-Nano models across different turns. UD
denote UPDATE and MG denote MERGE. Best F1 scores are in boldface.

Figure 3: F1 scores across 10 categories (see Appendix A.5 for the rest.).

Turns
Metric first last Avg.

w/ distractor Precision 80.0 84.3 82.8
Recall 82.5 67.3 72.5
F1 80.7 74.2 76.6

w/o distractor Precision 97.2 96.8 96.8
Recall 84.3 70.1 74.5
F1 89.9 81.0 83.8

Table 2: Precision, Recall, and F1 score after re-
moving distractor sentences.

sentences are effectively confusing LLMs and540

LLMs struggle in strictly focusing on the con-541

text relevant to the specific entity. Moreover,542

it further indicates that our evaluation method543

based on LLMs works reasonably well in de-544

tecting evidence between generated attribute545

and value pairs and gold attribute, value, and546

sentence pairs. Figure 4 shows an example547

of incorrect output from Gemini-Pro with dis-548

tractor sentences. We find that LLMs can549

easily be misled by information that include550

several adjective words and also struggle in dis-551

tinguishing the context crucial to the specific552

entity. 553

Human evaluation for checking value re- 554

dundancy. In addition to F1 scores, we per- 555

form two human evaluations to assess how 556

well the model consolidates similar attribute- 557

value pairs (redundancy checking) and to check 558

how well the extracted evidence supports the 559

values. For redundancy checking, two an- 560

notators are presented with 30 randomly se- 561

lected attributes with more than two distinct 562

values generated by Gemini-Pro. They in- 563

dicate ‘yes’ if the values for each attribute 564

are redundant (e.g., Attribute: Location, 565

Values: [Walking distance from Downtown, 566

easy access to Downtown]), and ’no’ other- 567

wise. This evaluation is crucial because an 568

excessive number of similar values for the same 569

attribute can inflate true positives, resulting in 570

artificially high precision and recall scores. We 571

find that, on average, 45% of values are deemed 572

redundant with a 73% agreement rate, indicat- 573

ing that the LLM struggles with identifying 574

7



Figure 4: An example of an LLM distracted by
irrelevant information.

and merging synonyms into a single value.575

Human evaluation for hallucination be-576

tween value and evidence. Similarly to re-577

dundancy checking, two annotators are tasked578

with assessing the alignment between extracted579

evidence and attribute values. They are pro-580

vided with 30 randomly selected attributes,581

along with their corresponding values and ev-582

idences. The annotators mark ‘yes’ if the at-583

tribute and values are supported by evidence,584

and ‘no’ otherwise. This allows us to assess the585

faithfulness of LLMs in extracting evidences to586

support attribute and values. We find that an587

average of 25% of the samples are marked as588

‘no’, meaning that evidence does not support589

the values, with 90% of agreement ratio. An590

example where the value is not supported by ev-591

idence is the attribute-value pair “Guest Priv-592

ileges” with the value “ability to earn points593

that can be redeemed for free nights,” and the594

evidence provided by the model is “Your loy-595

alty will be rewarded,” where the evidence does596

not explicitly mention earning points or free597

nights. This suggests that LLMs often generate598

attributes and additional details that are not599

directly supported by the source information.600

5 Related Work601

Techniques for Incremental Entity Sum-602

marization Current ES research has largely603

focused on summarizing entities from RDF604

data by selecting key triples (Wei et al., 2019;605

Liu et al., 2020a, 2021), aiming for compact606

summaries. Our approach, in contrast, seeks 607

to harness unstructured web text for more com- 608

prehensive summaries. While Formal Concept 609

Analysis shows promise in structured knowl- 610

edge bases (Yang et al., 2021), it struggles with 611

the complexity of web information. Existing 612

datasets (Liu et al., 2020b; Gunaratna et al., 613

2015, 2016) fall short in testing LLMs’ capa- 614

bilities for web-driven, incremental summary 615

generation. The ENTSUM dataset (Maddela 616

et al., 2022) aids in controllable summarization 617

but is limited in assessing structured or incre- 618

mental summary creation. Our work broadens 619

the definition of IES, investigating the construc- 620

tion of comprehensive and precise structural 621

summaries using advanced generation models 622

such as LLMs, and introducing a dataset tai- 623

lored for this innovative field. 624

Addressing Knowledge Updates and 625

Conflicts The main challenge in IES is en- 626

abling LLMs to handle knowledge updates and 627

resolve information conflicts. Solutions like 628

CoverSumm (Chowdhury et al., 2024) and the 629

KNOWLEDGE CONFLICT dataset (Wang 630

et al., 2023) offer ways to update summaries 631

and test conflict resolution, albeit without the 632

necessary complexity for IES. Similarly, the 633

FreshQA benchmark (Vu et al., 2023) tests 634

LLM factuality but doesn’t cater specifically 635

to evolving summaries. Our dataset fills this 636

gap, demanding LLMs to identify and adjust to 637

conflicts in entity summaries, with a focus on 638

evidence-based claim reprioritization, aligning 639

closely with the unique requirements of IES. 640

6 Conclusion and Future Work 641

In this paper, we introduce SUMIE, a novel 642

benchmark, specifically created to assess the 643

ability of LLMs to generate incremental sum- 644

maries of entities. SUMIE’s synthetic nature 645

ensures data quality and diversity while mini- 646

mizing the need for extensive human annota- 647

tions. While our initial baselines demonstrate 648

the dataset’s challenges, future work can in- 649

clude: preventing knowledge loss during LLM 650

updates, refining attribute and value recogni- 651

tion to minimize hallucinations, and extending 652

the task to multi-entity comparison summaries. 653

Overall, we aim to spark future research on the 654

task of maintaining up-to-date and comprehen- 655

sive knowledge. 656
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7 Limitations657

Although the evaluation uses three LLMs658

(including Gemini and GPT-3.5), incorpo-659

rating additional open-source models would660

strengthen the findings. Additionally, the cho-661

sen LLM-based evaluation metrics can be com-662

putationally expensive and time-consuming to663

execute.664

8 Ethics Statement665

Our dataset is primarily meant to serve as666

a diagnostic tool to evaluate LLMs’ ability667

of resolving knowledge conflicts incrementally668

and generating faithful responses. In addition,669

the LLMs we used for creating the dataset670

are trained on a large-scale web corpus and671

may also bring some bias when generating sen-672

tences.673
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Giménez, Legg Yeung, Hanzhao Lin, James 837
Keeling, Petko Georgiev, Diana Mincu, Boxi 838
Wu, Salem Haykal, Rachel Saputro, Kiran Vo- 839
drahalli, James Qin, Zeynep Cankara, Abhan- 840
shu Sharma, Nick Fernando, Will Hawkins, 841
Behnam Neyshabur, Solomon Kim, Adrian Hut- 842
ter, Priyanka Agrawal, Alex Castro-Ros, George 843
van den Driessche, Tao Wang, Fan Yang, 844
Shuo yiin Chang, Paul Komarek, Ross McIl- 845
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manja Rakićević, Mostafa Dehghani, Fangyu914
Liu, Sid Mittal, Junhyuk Oh, Seb Noury,915
Eren Sezener, Fantine Huot, Matthew Lamm,916
Nicola De Cao, Charlie Chen, Gamaleldin El-917
sayed, Ed Chi, Mahdis Mahdieh, Ian Tenney,918
Nan Hua, Ivan Petrychenko, Patrick Kane, Dy-919
lan Scandinaro, Rishub Jain, Jonathan Uesato,920
Romina Datta, Adam Sadovsky, Oskar Bun-921
yan, Dominik Rabiej, Shimu Wu, John Zhang,922
Gautam Vasudevan, Edouard Leurent, Mah-923
moud Alnahlawi, Ionut Georgescu, Nan Wei,924
Ivy Zheng, Betty Chan, Pam G Rabinovitch,925
Piotr Stanczyk, Ye Zhang, David Steiner,926
Subhajit Naskar, Michael Azzam, Matthew927
Johnson, Adam Paszke, Chung-Cheng Chiu,928
Jaume Sanchez Elias, Afroz Mohiuddin, Faizan929
Muhammad, Jin Miao, Andrew Lee, Nino Vieil-930
lard, Sahitya Potluri, Jane Park, Elnaz Davoodi,931
Jiageng Zhang, Jeff Stanway, Drew Garmon, Ab-932
hijit Karmarkar, Zhe Dong, Jong Lee, Aviral933
Kumar, Luowei Zhou, Jonathan Evens, William934
Isaac, Zhe Chen, Johnson Jia, Anselm Lev-935
skaya, Zhenkai Zhu, Chris Gorgolewski, Peter936
Grabowski, Yu Mao, Alberto Magni, Kaisheng937
Yao, Javier Snaider, Norman Casagrande, Paul938
Suganthan, Evan Palmer, Geoffrey Irving, Ed-939
ward Loper, Manaal Faruqui, Isha Arkatkar,940
Nanxin Chen, Izhak Shafran, Michael Fink,941
Alfonso Castaño, Irene Giannoumis, Wooyeol942
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A Appendix 1116

A.1 Detailed Dataset Stats 1117

We present our dataset statistics for the entity 1118

level and paragraph level in Table 3 and 4. Ta- 1119

ble 3 details the average number of attributes 1120

and values associated with individual entities. 1121

It also shows the average number of unique at- 1122

tributes and values observed across all entities, 1123

considering all paragraphs associated with each 1124

entity. Table 4 shows the average number of 1125

“same”, “conflict”, “new” attribute and value 1126

pairs, and an average number of sentences and 1127

distractor sentences in each paragraph. 1128

A.2 Dataset Generation Prompts 1129

Figure 5 and 6 show prompts for generating 1130

attributes and fake entity names, respectively. 1131

Figure 7 presents a prompt for generating val- 1132

ues as a summary table format. Figure 8 and 1133
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Categories # attr # val # diff attr # diff val

Bath & Body Products 23.70 44.00 12.06 43.17
Bedding & Bed Linens 22.10 40.40 13.50 37.11
Books & Literature 22.30 43.80 16.78 43.00
Computer & Video Games 23.20 42.60 14.78 42.44
Computers & Electronics 22.50 43.80 15.72 42.22
Drugs & Medications 19.60 39.70 10.83 38.33
Education 23.20 45.20 14.56 44.50
Fashion & Style 23.50 45.60 15.17 45.11
Fruits & Vegetables 22.30 40.80 13.72 39.22
Hobbies & Leisure 22.80 44.50 16.06 44.22
Hotels & Accommodations 22.70 40.40 16.06 38.50
Household Supplies 21.60 40.90 13.50 38.39
Music Equipment & Technology 21.90 44.30 13.17 43.06
Oral & Dental Care 22.40 44.80 13.44 43.56
Pets & Animals 22.70 41.70 15.56 39.72
Restaurants & Bars 22.30 40.30 14.89 39.22
Skin & Nail Care 22.90 40.80 15.94 39.56
Sports 22.40 42.70 16.17 42.61
TV Shows & Movies 21.50 39.50 15.83 38.39
Vitamins & Supplements 20.80 39.70 13.44 38.89

Table 3: Entity level statistics. # attr: average number of attributes per entity, # val: average number
of values per entity, # diff attr: average different number of attributes across entities, # diff val: average
different number of values across entities.

9 are prompts for generating paragraphs and1134

for aligning summary tables to paragraphs, re-1135

spectively.1136

TASK: List the top 50 attributes when
people summarize entity of a given
category. The attributes should be
common or rare according to the request.
Attributes should be separated by ’; ’.

Figure 5: Generate Attribute Instruction.

TASK: Generate 45 fake plausible entity
names in the given category.
Make sure that entity names are unique.
Entities should be separated by ’; ’.

Figure 6: Generate Entity Name Instruction.

A.3 LLM-based Evaluation Prompts1137

Figure 18 shows a prompt used for LLM ev-1138

idence finding (in Sec 4.2). In UPDATE1139

method, we use prompts for GENERATE at1140

1st iteration, which are a combination of Figure1141

12 and 13. Afterwards, we use prompts for UP-1142

DATE in Figure 14 and 15 for the subsequent1143

iterations. Similarly, in MERGE method, we1144

use prompts for GENERATE at 1st iteration,1145

which are a combined version of Figure 12 and1146

TASK: Create a descriptive summary table
for a given entity focusing on the
following attributes and the given type.
For each attribute, generate at least
three descriptive values that are:

1. Meaningful and informative.
2. Diverse in length, ranging from one
word to a maximum of ten words.
3. Varied in style, offering a mix
of user reviews, official product
descriptions, and editorial insights.
4. Type: "Fact" should not contain
any words that can be interpreted as
positive or negative properties of the
given entities (e.g. restrooms are
well-maintained, family-friendly).

The summary table should have two columns:
attributes and values. Ensure the
values are separated by ’; ’ to clearly
distinguish between them.

Figure 7: Generate Default Summary Instruction.

13. For the subsequent iterations, we employ 1147

two prompts for GENERATE (Figure 12 and 1148

13) MERGE (Figure 16 and 17). 1149

A.4 Human Verification of Dataset 1150

Alignment 1151

We present details of the human verification for 1152

the alignment between generated tables and 1153

paragraphs. Figure 11 and Table 5 describes 1154

the instructions and examples that we share 1155
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# same # conflict # new
Categories attr-val attr-val attr-val # sent # dist

Bath & Body Products 3.45 3.58 2.43 12.28 4.00
Bedding & Bed Linens 3.50 3.87 2.23 12.33 4.00
Books & Literature 3.68 3.55 2.30 11.93 4.00
Computer & Video Games 3.57 3.35 2.48 12.13 4.00
Computers & Electronics 3.65 3.62 2.33 12.55 4.00
Drugs & Medications 4.17 3.22 1.95 12.12 4.00
Education 3.40 3.62 2.43 12.02 4.00
Fashion & Style 3.67 3.52 2.55 12.70 4.00
Fruits & Vegetables 3.93 3.02 2.38 11.88 4.00
Hobbies & Leisure 3.57 3.52 2.38 12.72 4.00
Hotels & Accommodations 3.45 3.67 2.38 12.33 4.00
Household Supplies 3.43 3.78 2.20 11.85 4.00
Music Equipment & Technology 3.58 3.72 2.28 12.25 4.00
Oral & Dental Care 3.40 3.88 2.20 11.80 4.00
Pets & Animals 4.00 3.30 2.32 12.18 4.00
Restaurants & Bars 4.02 3.45 2.18 12.23 4.00
Skin & Nail Care 3.77 3.55 2.42 12.42 4.00
Sports 3.87 3.27 2.32 12.35 4.00
TV Shows & Movies 3.55 3.42 2.22 11.97 4.00
Vitamins & Supplements 3.48 3.63 2.07 12.08 4.00

Table 4: Paragraph level statistics. # same attr-val: average number of same attribute-value pairs
between paragraphs, # conflict attr-val: average number of conflicting attribute-value pairs between
paragraphs, # new attr-val: average number of new attribute-value pairs between paragraphs, # sent:
average number of sentences per paragraph, # dist: average number of distracting sentences per para-
graph.

with the annotators for the verification task.1156

In total, the dataset includes 11,551 sentences1157

for verification. Each sentence is verified by1158

three annotators. The averaged annotation1159

time on each sentence is 17.59 seconds. The1160

annotation task costs $1, 100. Out of 11,5511161

questions, 98.19% showed high consensus with1162

a 3/3 agreement rate, while only 1.81% had a1163

2/3 agreement rate.1164

Sense checks: On a live basis, sense checks1165

are conducted by Leads (Experts) to validate1166

the responses given by raters. After validation,1167

the expert inputs the correct answer in the1168

”Expert Answer” column and provides feedback1169

to the raters, highlighting any errors made.1170

This feedback mechanism assists in enhancing1171

the overall quality of the responses.1172

A.5 Performance across paragraph1173

tones and categories1174

Figure 19 shows F1 scores across additional 101175

categories. Figure 20 presents F1 scores across1176

paragraph tones.1177

A.6 Example data points of SUMIE1178

dataset1179

Figure 21, 22, 23, 24 and 25 show examples of1180

(attribute, value, sentence) triples and distrac-1181

tor sentences exist in our dataset in 5 different 1182

categories. 1183
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Entity Category Attribute Value Sentence Annotation
ENTITY0 Computer &

Video Games
Cultural
impact

Spawned a
Netflix anime
series

But hey, at least it inspired
a Netflix anime series! Now
you can watch the game in-
stead of playing it.

1

ENTITY1 Hotel Social Spaces;
Celebrity
sightings

Crowded
and noisy;
Rare celebrity
sightings

While the social spaces might
get a bit crowded, who
knows, you might just spot a
celebrity or two!

1

ENTITY2 Restaurants &
Bars

Service Prompt and
efficient
service

While the craft beer selection
may be limited, the happy
hour specials are a steal , of-
fering great value for families
on a budget.

0

Table 5: Human Verification Examples: 1 represents that the attribute value is covered by the sentence,
while 0 is the opposite.

TASK: Create a paragraph for a given
entity focusing on the following
attributes and values.
For each attribute and value, generate at
least one sentence that is:

1. Meaningful and informative, including
both subjective opinions and objective
facts.
2. Writing style should follow the given
paragraph writing style.
3. Make sure to cite index number
in summary table when generating the
sentence.
4. Make sure to include diverse
sentiments and attribute and values in
the summary table.
5. Make sure not to change the core
meaning of attribute and value pair due to
writing style and sentiment.

The paragraph should include all index
numbers, attributes, and values in the
summary table. Split sentences with a new
line.

Figure 8: Generate Paragraph Instruction.

TASK: Verify whether the given attributes
and values are described in the sentences
and whether corresponding index number is
cited correctly.

The inputs contain multiple lines, each
of which starts with multiple (index,
attribute, value) pairs, and a sentence
can be followed or not.
Please output True/False for each line.

These are two conditions of being False:
1. Given attribute and value pairs do not
followed by a sentence.
2. The context around citation number
does not match with the index number in
the attribute and value pairs.
3. Sentiment of the given attribute and
value pair is incorrectly reflected in the
sentence.

If False is outputted, please provide
an explanation and revise the original
sentence or generate a new sentence to
describe the attribute and value for an
entity and its category.
Revised sentence should not include
any new information other than provided
attribute and value.
Ensure that all attribute and value pairs
are completely mentioned.
Make sure to include the index number of
the attribute and value pair using square
braces (e.g. [index]).
Do not make up any citation numbers that
are not provided in (index, attribute,
value) pairs.
The format should be as follows:
"[(index1, attribute1, value1), (index2,
attribute2, value2), ...];;;True;;;"
or "[(index1, attribute1, value1),
(index2, attribute2, value2),
...];;;False;;;Explanation;;;Revised/New
sentence".

Figure 9: Critique for Summary-Paragraph Align-
ment Prompt.
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TASK: Generate 10-15 complicated sentences
that describe the given entity and
category using the given attributes.
Generated sentences should:

1. Be meaningful and informative,
including both subjective opinions and
objective facts.
2. Be varied in style, offering a
mix of user reviews, official product
descriptions, and editorial insights.
3. Make sure to include entity name in
the sentence.

Split sentences with a new line.

Figure 10: Generate Irrelevant Sentence Instruc-
tion.

Objective: Determine if a given
attribute-value pair for an entity is
explicitly or implicitly covered by a
sentence.

Definitions:
Entity: The subject or topic (e.g.,
hotel, restaurant) to which the
attribute-value pair pertains.
Attribute-Value Pair: A specific
characteristic (attribute) and its
description (value) related to the entity.
Sentence: The text in which the
attribute-value pair coverage is to be
determined.
Coverage: An attribute-value pair is
considered "covered" if the sentence
directly or indirectly references the
attribute and matches or closely relates
to the given value.

Annotation Labels:
1 (YES): The sentence covers the
attribute-value pair.
0 (NO): The sentence does not cover the
attribute-value pair.

Annotation Guidelines:
Direct Match: 1 (YES) if the sentence
directly mentions the attribute value.
Indirect or Implied Match: 1 (YES) if
the sentence indirectly references the
attribute or describes the value in a
related way.
No Coverage: 0 (NO) if the sentence does
not mention or imply the attribute or the
value.

Figure 11: Human Verification Instruction.

Task Overview:
Your task involves synthesizing
information from detailed descriptive
paragraphs about a specific entity into a
summary table.
This table will highlight key attributes
of the entity along with their detailed
descriptions derived from the given texts.

Instructions:
* Extract Descriptive Values: Focus on
extracting specific, detailed information
rather than general or vague adjectives
like "good" or "bad." Ensure that
descriptions are precise and informative.
* Present a Balanced View: The table
should reflect a balanced perspective,
including positive, negative, and neutral
attributes. For attributes with mixed
reviews, indicate the sources supporting
each viewpoint.
* Attribute Selection:
- Commonly Interested Attributes: Include
attributes that are generally of interest
for the type of entity being described.
- Unique Attributes: Also identify and
include unique attributes that are
specifically mentioned in the provided
descriptions.
* Citations and Evidence: Each attribute
listed in the table should be supported by
citations from the source paragraphs.
Keep evidence concise but ensure it
substantiates the listed values.

Structure of the Summary Table:
* The table should be organized into two
columns: Attribute and Value.
* List attributes with their corresponding
values, including citations indicating the
source paragraph and relevant excerpts for
substantiation.
* Citation and evidence should be paired
in a [] and separated by ’;’. If an
attribute has multiple values, then each
value should be separated by ’&&&’.

Figure 12: Instruction prompt for GENERATE.
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Example:
Entity: San Jose Marriott Hotel

Paragraphs:
P1. Great room and service, but breakfast
was lacking. We loved the spacious room
and friendly staff, but the breakfast
options were limited. There are two
pools.
P2. Poor customer service overshadowed
the beautiful location. The beachfront
view was amazing, but dealing with
unhelpful staff was frustrating. Room
is comfortable.
P3. Exceptional dining and comfortable
beds, but noisy at night. The restaurant
was five-star, and the beds were very
cozy, but there was a lot of street noise.

Summary Table:
| Attribute | Value |
| --- | --- |
| Room Quality | Spacious and comfortable
rooms ([P1, "spacious room"]; [P2, "Room
is comfortable"]) |
| Amenities | Two pools ([P1, "There are
two pools"]) |
| Service | Friendly staff ([P1, "friendly
staff"]) &&& overshadowed by unhelpful
staff ([P2, "Poor customer service
overshadowed the beautiful location"])
|
| Location | Beautiful beachfront view
([P2, "The beachfront view was amazing"])
|
| Food & Beverage | Exceptional dining
experience ([P3, "Exceptional dining"])
&&& limited breakfast options ([P1, "but
breakfast was lacking"]) |
| Noise Level | Notable street noise at
night ([P3, "but there was a lot of street
noise"]) |

Your Task:
Generate a similar table based on the
following descriptions of the specified
entity.
Entity: < entity name >

Paragraphs:
< paragraph >

Proceed to generate the summary table.
Output summary table format should follow
the above example of Summary Table.

Figure 13: Prompt that describes GENERATE
task with one example.

Task Overview:
You are tasked with refining and expanding
an existing summary table based on new
descriptive paragraphs about an entity.
This involves updating the table to
include new information, modify existing
details without removing any, and ensuring
all entries are supported by evidence from
the text.

Instructions:
* Update Descriptive Values: Carefully
read the new paragraph(s) and identify
any information that should be added to
the current table entries or modify them.
Focus on specific, descriptive details,
avoiding vague adjectives.
**Do not remove any existing attributes or
values**, but rather add to or revise them
as necessary.
* Maintain a Balanced View: Ensure the
updated table continues to present a
balanced perspective, incorporating
positive, negative, and neutral values.
For any attribute with mixed evidence,
update the count of sources supporting
each view.
* Maintain a Balanced View: Ensure the
updated table continues to present a
balanced perspective, incorporating
positive, negative, and neutral values.
For any attribute with mixed evidence,
update the count of sources supporting
each view. All original attributes and
values must be preserved in the table,
with modifications only to reflect new
insights or corrections based on the
latest information.
* Attribute Revision and Addition:
- Commonly Interested Attributes: Update
or add attributes that are of general
interest for the type of entity being
described, based on the new information.
- Unique Attributes: Identify and
incorporate any unique attributes
mentioned in the new paragraphs that
were not previously included in the table.
* Evidence and Citations: For each
updated or new attribute entry, provide
citations from the new paragraphs. Strive
for concise evidence that directly
supports the attribute values.

Structure of the Updated Summary Table:
* Retain the two-column format: Attribute
and Value.
* For each attribute, list the updated or
new values along with citations indicating
the source paragraph and relevant excerpts.
Original attributes and values should
remain listed, with additional information
appended as necessary.
* Citation and evidence should be paired
in a [] and separated by ’;’. If an
attribute has multiple values, then each
value should be separated by ’&&&’.

Figure 14: Instruction prompt for UPDATE.
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Example
Entity: San Jose Marriott Hotel
New Paragraph:
"P4. The hotel has recently renovated its
lobby, which now features a modern design.
Guests have also noted improvements in
breakfast variety and quality."

Given Existing Summary Table:
| Attribute | Value |
| --- | --- |
| Room Quality | Spacious and comfortable
rooms ([P1, "spacious room"]; [P2, "Room
is comfortable"]) |
| Amenities | Two pools ([P1, "There are
two pools"]) |
| Service | Friendly staff ([P1, "friendly
staff"]) &&& overshadowed by unhelpful
staff ([P2, "Poor customer service
overshadowed the beautiful location"])
|

Updated Summary Table:
| Attribute | Value |
| --- | --- |
| Room Quality | Spacious and comfortable
rooms ([P1, "spacious room"]; [P2, "Room
is comfortable"]) |
| Amenities | Two pools ([P1, "There are
two pools"]) |
| Food & Beverage | Exceptional dining
experience ([P3, "Exceptional dining"])
&&& limited breakfast options ([P1, "but
breakfast was lacking"]) &&& improved
breakfast variety and quality ([P4,
"improvements in breakfast variety and
quality"])|
| Lobby Design | Modern design ([P4,
"recently renovated its lobby, which
now features a modern design"])|

Your Task:
Update the summary table with the given
new descriptions of the specified entity.
Entity: < entity name >
New Paragraph:
< paragraph >

Given Existing Summary Table:
< existing summary table >

Proceed to update the summary table.
Output summary table format should follow
the above example of Summary Table.

Figure 15: Prompt that describes UPDATE task
with one example.

Task Overview:
You are tasked with combining two
summary tables based on existing and
new descriptive paragraphs about an entity
and generating an updated summary table
that contains information from both tables
(existing summary table and new summary
table).
This involves updating the table to
include new information, modify existing
details without removing any, and ensuring
all entries are supported by evidence from
the text.

Instructions:
* Update Descriptive Values: Carefully
read the new paragraph(s) and identify
any information that should be added to
the current table entries or modify them.
Focus on specific, descriptive details,
avoiding vague adjectives.
**Do not remove any existing attributes or
values**, but rather add to or revise them
as necessary.
* Maintain a Balanced View: Ensure the
updated table continues to present a
balanced perspective, incorporating
positive, negative, and neutral values.
For any attribute with mixed evidence,
update the count of sources supporting
each view.
* Maintain a Balanced View: Ensure the
updated table continues to present a
balanced perspective, incorporating
positive, negative, and neutral values.
For any attribute with mixed evidence,
update the count of sources supporting
each view. All original attributes and
values must be preserved in the table,
with modifications only to reflect new
insights or corrections based on the
latest information.
* Attribute Revision and Addition:
- Commonly Interested Attributes: Update
or add attributes that are of general
interest for the type of entity being
described, based on the new information.
- Unique Attributes: Identify and
incorporate any unique attributes
mentioned in the new paragraphs that
were not previously included in the table.
* Evidence and Citations: For each
updated or new attribute entry, provide
citations from the new paragraphs. Strive
for concise evidence that directly
supports the attribute values.

Structure of the Updated Summary Table:
* Retain the two-column format: Attribute
and Value.
* For each attribute, list the updated or
new values along with citations indicating
the source paragraph and relevant excerpts.
Original attributes and values should
remain listed, with additional information
appended as necessary.
* Citation and evidence should be paired
in a [] and separated by ’;’. If an
attribute has multiple values, then each
value should be separated by ’&&&’.

Figure 16: Instruction prompt for MERGE.
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Example
Entity: San Jose Marriott Hotel

Given Existing Summary Table:
| Attribute | Value |
| --- | --- |
| Room Quality | Spacious and comfortable
rooms ([P1, "spacious room"]; [P2, "Room
is comfortable"]) |
| Amenities | Two pools ([P1, "There are
two pools"]) |
| Service | Friendly staff ([P1, "friendly
staff"]) &&& overshadowed by unhelpful
staff ([P2, "Poor customer service
overshadowed the beautiful location"])
|
| Food & Beverage | Exceptional dining
experience ([P3, "Exceptional dining"])
&&& limited breakfast options ([P1, "but
breakfast was lacking"])

New Summary Table:
| Attribute | Value |
| --- | --- |
| Food & Beverage | improved breakfast
variety and quality ([P4, "improvements in
breakfast variety and quality"])|
| Lobby Design | Modern design ([P4,
"recently renovated its lobby, which
now features a modern design"])|

Combined Summary Table:
| Attribute | Value |
| --- | --- |
| Room Quality | Spacious and comfortable
rooms ([P1, "spacious room"]; [P2, "Room
is comfortable"]) |
| Amenities | Two pools ([P1, "There are
two pools"]) |
| Food & Beverage | Exceptional dining
experience ([P3, "Exceptional dining"])
&&& limited breakfast options ([P1, "but
breakfast was lacking"]) &&& improved
breakfast variety and quality ([P4,
"improvements in breakfast variety and
quality"])|
| Lobby Design | Modern design ([P4,
"recently renovated its lobby, which
now features a modern design"])|

Your Task:
Combine existing and new summary tables
of the specified entity and generate a new
output summary table.
Entity: < entity name >

Given Existing Summary Table:
< existing summary table >

New Summary Table:
< new summary table >

Proceed to combine the two summary tables
and generate a new output summary table.
Output summary table format should follow
the above example of Summary Table.

Figure 17: Prompt that describes MERGE task
along with one example.

You will be given two summaries: a
reference summary table (gold standard)
and a generated summary table. Your task
is to check if the gold standard contains
the information in the generated summary.
Please output with Yes/No.

Requirements for Yes:
- Meaningful Correspondence: Each
attribute-value pair in the generated
table should capture the core meaning of
its corresponding pair in the reference
table, even if worded differently.
- Partially relevant evidence is okay:
While the evidence in the generated table
does not have to be exactly match with
its corresponding attribute-value pair’s
evidence, it should not be completely off
base.

Figure 18: LLM-based redundancy checking
prompt.
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Figure 19: F1 scores across 10 paragraph categories.

Figure 20: F1 scores across paragraph tones.

Category: Computer & Video Games

Examples of (Attribute, Value, Sentence):
Attribute: Memorability of characters
Value: Limited
Sentence: GAME1 offers limited memorable
characters , making it a forgettable
gaming experience.

Attribute: Story
Value: Lackluster and predictable
storyline
Sentence: And don’t even get me started
on the story - it’s so predictable, I
could write it in my sleep!

Attribute: Microtransactions and in-game
purchases
Value: Optional microtransactions
Sentence: The game features optional
microtransactions , so you can choose not
to spend any additional money.

Examples of distractor sentences:
- HUMAN’s empathy is a healing potion,
allowing them to connect with others and
understand their virtual and real-life
struggles.
- GAME10’s characters are complex and
relatable, drawing players into the game’s
world and making them care about the fate
of Aloy and her companions.

Figure 21: Examples of (attribute, value, sentence)
triples and distractor sentences in Computer &
Video Games category.

Category: Vitamins & Supplements

Examples of (Attribute, Value, Sentence):
Attribute: Brand
Value: Longstanding history in the
industry
Sentence: Vitamin Company1 boasts a
long-standing history in the industry ,
ensuring credibility and trust for their
products.

Attribute: Price
Value: Not covered by insurance
Sentence: But hey, at least it’s not
covered by insurance .

Attribute: Side Effects
Value: May cause mild gas or bloating
Sentence: But be warned, this fiber party
comes with a side of gas and bloating.

Examples of distractor sentences:
- HUMAN’s optimism is a probiotic,
maintaining a healthy balance in their
outlook and promoting a positive gut
feeling about the future.
- The technology-enabled tracking
feature of Vitamin Company10 allows
users to monitor their caffeine intake
conveniently.

Figure 22: Examples of (attribute, value, sentence)
triples and distractor sentences in Vitamins & Sup-
plements category.
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Category: Restaurants & Bars

Examples of (Attribute, Value, Sentence):
Attribute: WiFi Access
Value: Convenient for business meetings
or working lunches
Sentence: This spot offers convenient
WiFi access, making it perfect for
business meetings or working lunches.

Attribute: Catering Services
Value: Delicious and customizable menus
Sentence: And if you’re feeling fancy,
hit up their catering service.

Attribute: Noise Level
Value: Excessively loud and distracting
Sentence: Just be warned, it can get loud
AF , so if you’re trying to have a deep
convo, forget about it.

Examples of distractor sentences:
- HUMAN’s determination is a bustling
coffee shop, where the aroma of ambition
permeates the air.
- RESTAURANT10’s edible garden on-site
provides fresh, seasonal ingredients that
add a touch of vibrancy to their dishes.

Figure 23: Examples of (attribute, value, sentence)
triples and distractor sentences in Restaurants &
Bars category.

Category: Books & Literature

Examples of (Attribute, Value, Sentence):
Attribute: Overall Quality
Value: A masterpiece of literature
Sentence: Step into BOOK1, a literary
masterpiece that will transport you to
another realm.

Attribute: Language
Value: Written in prose
Sentence: AndImmerse yourself in the
author’s exquisite prose , which paints
vivid imagery on the canvas of your mind.

Attribute: Binding
Value: Unattractive and unappealing
Sentence: While the binding may not
be its strong suit , the power of the
story within far outweighs its aesthetic
shortcomings.

Examples of distractor sentences:
- HUMAN’s life is a masterpiece, a unique
and captivating story that is still being
written with every passing day.
- BOOK10’s books are not only visually
stunning but also intellectually
stimulating, inviting readers to engage
with complex themes and ideas.

Figure 24: Examples of (attribute, value, sentence)
triples and distractor sentences in Books & Litera-
ture category.
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Category: Education

Examples of (Attribute, Value, Sentence):
Attribute: School Culture
Value: Lack of support and camaraderie
among students
Sentence: Welcome to The Evergreen
School, where the competition is fierce
and the support is scarce .

Attribute: Learning Environment
Value: Innovative teaching methods
Sentence: But hey, at least they’ll be
exposed to innovative teaching methods (if
they can keep up with the breakneck pace).

Attribute: Study Abroad Opportunities
Value: Immersive experiences in diverse
cultures
Sentence: If you’re looking for immersive
experiences in diverse cultures, this
school offers study abroad programs that
will expand your horizons.

Examples of distractor sentences:
- HUMAN’s mind is a fertile ground where
ideas bloom and take root, transforming
into a thriving garden of understanding.
- EDUCATION10’s strong industry
partnerships provide students with
valuable internships and networking
opportunities, preparing them for
successful careers.

Figure 25: Examples of (attribute, value, sentence)
triples and distractor sentences in Education cate-
gory.
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