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Abstract

Recent advancements in Language Models (LMs) have catalyzed the creation of1

multiple benchmarks. A crucial task, however, is assessing the validity of the2

benchmarks themselves. This is most commonly done via Benchmark Agreement3

Testing (BAT), where new benchmarks are validated against established ones using4

some agreement metric (e.g., Spearman correlation). Despite the crucial role of5

BAT for benchmark builders and consumers, there are no standardized procedures6

for such agreement testing, which can lead to invalid conclusions and mistrust.7

By analyzing over 40 prominent benchmarks, we show how some overlooked8

methodological choices can significantly influence BAT results. To address these9

inconsistencies, we propose a set of best practices and demonstrate their impact10

on robustness and validity. To foster adoption and facilitate future research, we11

introduce BenchBench (links in the App), a Py package and Leaderboard for BAT.12

1 Introduction13

As Language Models (LMs) increasingly excel across a broad range of tasks, new benchmarks –14

often measuring similar abilities – are constantly proposed. This deluge of benchmarks underscores15

the importance of Benchmark Agreement Testing (BAT). BAT involves validating a new benchmark by16

comparing it against established and trusted benchmarks, using statistical agreement metrics. This17

comparison is based on the performance scores of models across the different benchmarks.18

BAT is often used to validate that a new proposed benchmark measures what it was designed to19

measure. The expectations from this measurement depend on the benchmark’s goal; demonstrating20

high agreement can serve to show that a new benchmark captures model abilities similar to those21

measured by established and well trusted benchmarks. [15, 33, 4, 17, 28]. High agreement can also22

validate that an efficient version of a benchmark (e.g., requiring less compute or labeling) measures23

the same thing as the original benchmark [26–28, 34]. In contrast, if a benchmark aims to test a unique24

trait – one that is not properly covered by existing benchmarks – BAT will be used to demonstrate25

the disagreement of such benchmarks with existing ones [35]. The above goals are relevant both26

for benchmark creators and for benchmark consumers. Creators will typically use BAT to validate27

the properties of their new benchmark; benchmark consumers might use it to choose which existing28

benchmark they want to use.29

However, despite the wide application of BAT in recent years, there is a glaring absence of common30

methodology. Specifically, the significance of several methodological decisions in BAT is currently31

overlooked, undermining the validity of any conclusions made.32

In this work, we aim to bring order and consistency into the practice of BAT. Analyzing more than 4033

of the most common benchmarks (§2), spanning over 200 models, we show the critical impact of34

several methodological decisions in BAT, effectively altering the conclusions that researchers will35

draw from their analyses (§3).36
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(a) Running BAT using our best practices increases
consistency by 3x. The average standard deviation
of BAT results over multiple instances is drastically
decreased using our best practices, without incurring
further computational costs. These best practices can
be easily applied using our BenchBench package. For
Further details, see Table 1 in the appendix.

To
p 

15

To
p 

10

To
p 

5

To
p 

15

To
p 

10

To
p 

5

To
p 

15

To
p 

10

To
p 

5

These benchmarks 
agree!

Do 
they?

Guess 
not…

Co
rr

el
at

io
ns

 (K
en

da
ll-

ta
u)

⇆⇆⇆

(b) BAT Conclusions change with models consid-
ered. K-τ correlations between LMSys Arena and
three other benchmarks. Bars represent correlation for
different sets of top models, top 5, 10, and 15. The
number of top models considered impacts agreement,
highlighting that different selections of models can
vary conclusions about benchmark agreement.

We focus on three such critical choices: selecting the reference benchmark (§3.1), the models included37

in the test (§3.2), as well as the correlation metrics and their interpretation (§3.3). For example, as38

seen in Fig. 1b, choosing a different subset of models produces substantially different correlation39

scores, leading to different conclusions about benchmark agreement. The figure demonstrates that40

two benchmarks can (and often do) show high agreement across a wide range of models, while41

agreement over a few top-ranked models remains low.42

Building on our findings, we propose a set of best practices for robust BAT (§4) and demonstrate43

their impact (Fig. 1a. To foster adoption, we implement these guidelines in BenchBench, a Python44

package and dynamic leaderboard for standardized benchmark evaluation (§7.2).45

Notably, when using BenchBench, applying our best practices for running BAT will not require further46

computational or data resources. Furthermore, BenchBench is built to continually evolve, allowing47

easy addition of new benchmarks, allowing users to make more informed evaluation decisions.48

To sum up, our contributions are as follows:49

1. We perform a large-scale analysis of BAT, stressing the impact of methodological decisions (§3).50

2. We propose guidelines for reliable and standardized BAT (§4) and demonstrate their impact.51

3. We release BenchBench, a Python package and meta-benchmark for BAT implementing the52

guidelines and incorporating them with the required benchmark data (§7.2).53

2 Setup54

For our analysis, we use over 40 benchmarks [38, 18, 10, 2, 12, 23, 37, 32, 5, 7, 36, 20, 29, 9, 24, 16].55

For a wider survey of benchmarks used, see App. 7.4. Performing BAT, we focus on evaluating56

agreement between two benchmarks – a reference benchmark (established and commonly acceptable)57

and a target benchmark (the one we assess, e.g., a new benchmark). Specifically, agreement is58

calculated as the correlation over the models ranks (using Kendall [14]) or scores (using Pearson [25]).59

3 BAT Methodological Decisions: An Analysis60

When conducting BAT, researchers face a multitude of decisions: which reference benchmarks61

to compare against, which models to select for comparison, which metrics to use, how to define62

"agreement" between benchmarks, and so on. In the absence of guidelines, benchmark creators often63

make arbitrary choices, without clear justification or consistency across different studies.64

In this section, we demonstrate how such arbitrary choices hinder the validity of BAT conclusions and65

highlight how commonly reported results can foster false expectations among benchmark consumers.66
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(a) Agreement scores significantly vary across dif-
ferent appropriate reference benchmarks. Kendall-
tau correlations between pairs of benchmarks that are
seemingly valid for BAT. Each is taken over 20 models
sampled at random.
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(b) Agreement is lower for closely ranked models.
Correlation (y) between each benchmark (lines) and
the rest. Thick lines are averages of models, sampled
randomly (orange) or adjacently (blue), shaded lines
show individual benchmarks listed in App 7.6.

3.1 The Choice of Reference Benchmark Matters67

Selecting a reference benchmark for BAT is a non-trivial task, as it requires a well-established68

benchmark with available data and significant model overlap. These strict requirements often lead69

researchers to use only one or two references. Furthermore, because benchmarks can be grouped by70

ability (e.g., holistic, coding, math), the selection of a specific reference from a pool of seemingly71

appropriate options is often an arbitrary choice.72

Fig. 2a illustrates the variability caused by such arbitrary choices: for each target benchmark, different73

reference benchmarks produce wildly varying agreement scores. For example, Alpaca V2’s agreement74

spans from a mediocre 0.57 with MT-bench to a high 0.82 with LMSys Arena, although both of these75

measure similar abilities. This variability calls into question the validity of conclusions based on76

applying BAT with a single reference benchmark and stressing the need for an aggregated reference77

benchmark, consolidating signals of multiple benchmarks (see more on this in §4).78

3.2 The Choice of Models Matters79

The selection of models for analysis is a critical yet often overlooked step in BAT. Here, we demon-80

strate that two key factors—the total number of models used and the specific granularity of the subset81

being analyzed—can dramatically alter the conclusions drawn from an agreement test.82

First, the reliability of BAT is highly dependent on the number of models used for comparison.83

Our analysis finds that with an insufficient number of models, agreement scores become unstable,84

with a standard deviation approaching 0.25 for sets of six models (see Fig. 3a for details). For85

instance, the calculated correlation between two benchmarks like LMSys Arena and MT-Bench can86

vary dramatically—from 0.65 to 0.99—depending on the random sample. This demonstrates that87

conclusions drawn from a small model set are potentially unreliable.88

Second, even when a sufficient number of models are used, a single overall agreement score can be89

misleading. To investigate this, we analyze agreement over subsets of adjacently-ranked models (e.g.,90

models 3-7). Because these models have similar performance, their relative rankings are less stable,91

resulting in significantly lower correlation scores compared to randomly sampled models, an effect92

that is particularly strong for smaller subsets (Fig. 2b).93

These findings emphasize the importance of reporting scores at multiple granularities. Doing so94

manages the expectations of consumers and provides a more complete picture of a benchmark’s95

ability to distinguish not only between strong and weak models but also among top-tier competitors.96
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3.3 The Choice of Correlation Metric (and Threshold) Matters97

In BAT, a correlation score is typically interpreted against a fixed threshold to determine if agreement98

is "high" or "low." However, there are no consistent standards for which metric or threshold to use.99

To better understand these choices, we analyse the relationship between rank (Kendall-tau) and score100

(Pearson) correlation metrics. Our analysis finds that although rank (Kendall-tau) and score (Pearson)101

correlations are strongly related (r2 = 0.85), they crucially have a consistent score difference of102

approximately 0.2. This systematic bias demonstrates a fundamental flaw in applying the same103

interpretation threshold to both. We therefore argue for a data-driven, comparative approach to104

interpreting correlation scores, as detailed in §4.105

4 BAT Best Practices106

Use an Aggregate Reference Benchmark The choice of reference benchmark can significantly107

affect the validity of BAT conclusions, as demonstrated by the variability in agreement scores when108

different single benchmarks are used as references (§3.1, Fig. 2a). To mitigate this variability,109

we propose combining the results from all benchmarks appropriate for the goal of the BAT (e.g.,110

benchmarks measuring similar or dissimilar abilities) into an aggregate reference benchmark by111

averaging their model win-rates. This approach reduces the influence of outliers and provides a more112

stable and robust measure of agreement, leading to more reliable conclusions. By combining results113

from a group of benchmarks, achieving convergent validity [3], the aggregate benchmark provides114

both a more stable and robust (30% in Fig. 1a) basis for comparison.115

Use a Data-driven Threshold Using predetermined thresholds to interpret correlation scores can116

be misleading, as the relative nature of “high” or “low” agreement varies depending on the context,117

such as model granularity (§3.3, Fig. 2b). A more accurate and context-aware assessment can be118

achieved by using a data-driven approach that compares the target benchmark’s agreement with a119

reference benchmark (preferably an aggregate) to the distribution of agreement scores from various120

other benchmarks against the same reference.121

Use More (Randomly Sampled) Models and Report Multiple Granularities BAT based on a122

small set of models yields unreliable results with high variance, where the standard deviation can123

reach 0.25 with fewer models (§3.2). To enhance reliability and reduce this variability, we recommend124

using a diverse set of at least 10 models, preferably more, sampled randomly to minimize bias. A125

larger, more representative sample provides a more stable evaluation, a practice that, as shown in126

Table 1, decreases result variance by more than 30127

Furthermore, even with a large model set, a single overall agreement score can be misleading. As128

demonstrated in §3.2, agreement is often high across a broad range of models but low among top-129

ranked competitors, which can mislead consumers seeking fine-grained distinctions. To address this,130

we recommend reporting agreement scores at multiple resolutions (e.g., for rolling subsets of 5, 10,131

or 20 adjacent models). This provides a more nuanced view and highlights critical distinctions that132

are otherwise missed, such as the frequent disagreement on the very top-ranked models.133

Follow The Above Rules! Properly implementing these guidelines requires significant effort.134

Recognizing this difficulty, we developed BenchBench, a Leaderboard that incorporates our recom-135

mendations and allows easy addition of new benchmarks. As shown in Fig. 1a, the cumulative effect136

of our best practices reduces BAT variance by ∼ 67%.137

5 Discussion and Conclusions138

In this work, we highlighted the lack of standardized methodology in BAT, showing how arbitrary139

choices regarding models, reference benchmarks, and metrics can significantly alter conclusions.140

To address this, we proposed a set of best practices and released the BenchBench Python package141

and leaderboard to facilitate consistent, reliable evaluations. These contributions foster a more142

standardized approach to benchmark validation, enabling more accurate comparisons across the143

field. While our work standardizes the ’how’ of BAT, open questions regarding ’when’ and ’how’ to144

interpret the results remain, as discussed in App.6.3.145
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6 Appendices277

6.1 Links278

Leaderboard: https://huggingface.co/spaces/anonymous-org-123/benchbench Pacakge:279

https://anonymous.4open.science/r/benchbench-ARR280

6.2 Number of models and Metric matters281
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(a) Agreement variance is inversely related to
model subset size. The mean standard deviation of the
Kendall-tau correlations arising from performing BAT
using different randomly sampled model subsets. The
blue line represents the benchmark mean while the
other ones are for the benchmarks listed in App 7.6.
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(b) Agreement measures are linearly depended but
biased. The Kendall-tau and Pearson correlation of all
benchmark pairs show a strong linear dependence, and
a bias factor of 0.21. Colors represent the different
benchmarks listed in App 7.6.

6.3 Open Questions282

What do we make of high agreement? It is not trivial how one should treat two benchmarks that283

are in high agreement with each other. If one is more convenient to run (e.g., doesn’t require costly284

metrics), then from a practical perspective, a user can simply choose it over the more expensive285

one. However, practitioners and researchers must not confuse high agreement with the notion that286

the benchmarks actually measure the exact same qualities. Among other things, this could lead to287

the erroneous conclusion that new benchmarks are no longer needed, impeding new benchmark288

development. The community must also discriminate between correlations of model abilities (strong289

models are strong at many tasks) and correlations of the benchmarks themselves (the benchmarks290

actually measure the same qualities).291

What do we make of low agreement? Reliability concerns the consistency of benchmark results.292

In this paper, we accept the benchmark scores as presented and focus on their benchmark validity,293

which assesses whether benchmarks accurately measure what they purport to evaluate. However,294

this ignores the reliability issues within the benchmarks, which place an upper bound on the level295

of benchmark agreement. If, for instance, a benchmark cannot reliably differentiate between its296

top-3 models, then naturally we do not expect to see agreement over the top-3 models with other297

benchmarks. Looking forward, methodological improvements in BAT must include incorporating298

reliability measures, allowing to decouple disagreements from low reliability.299

How do we use BAT to retire benchmarks? Another point concerns the role of BAT for benchmark300

retirement, i.e., at what point do we decide that an old benchmark is no longer relevant and should301

be discarded. Currently the issue of retirement is viewed mainly from the perspective of saturation,302

where the community stops using benchmarks on which all new models succeed. However, another303

reason to retire benchmarks may be that the mixture of abilities models are expected to possess has304

shifted over time. In this scenario, BAT can reveal that a certain benchmark is no longer viable.305
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7 Limitations306

We note that finding low agreement may indicate one of two issues, both of which have negative307

implications. These issues should be addressed or interpreted differently. One option is that the308

benchmark measures something different from what it is supposed to and is hence not valid. That is309

the more common interpretation and calls for changes. Another option might be that the benchmark310

is just not reliable, intuitively its ranking is unstable and did not converge. In such cases, even the311

same benchmark may not agree with itself given small changes (subsets, seeds etc.), this usually calls312

for evaluating on more examples [6] or configuration [1]. There is a positive note to the same story,313

if a benchmark already shows a strong BAT in fine-grained evaluation (e.g., 5 models close to each314

other), it also means that it is quite reliable.315

Sometimes BAT is not needed. BAT gives a way to validate a benchmark by an external source of316

authority. However, other methods or other sources for authority (e.g., being masterfully crafted by317

experts) might give stronger signals. Especially in the case of new and unique signals that can mostly318

show they are different, but not that they are valid for their own unique purpose.319

In general, BAT needs a reference benchmark, or ideally multiple benchmarks that provide diverse320

measurements of the same construct. Still, choosing the right reference benchmarks might be tricky,321

and the results might be sensitive to this choice.322

7.1 BAT uses in Related Work323

While some examples were given in the text, we elaborate on a handful of works employing BAT.324

Some works survey and analyze a field by utilizing BAT techniques. Liu et al. [21] check agreement325

across many QA datasets and conclude that since agreement is high, there is no need for more QA326

datasets. Sun et al. [31] use correlations to show that Compositionality Benchmarks do not agree327

amongst themselves. They used Kendall-Tau and set 0.7 as the high agreement threshold. Other328

works performed general efficient evaluation research and utilized BAT [28, 26, 27, 33]. All of these329

works performed a thoughtful evaluation and large (reliable) rank correlation over all the models330

in the benchmarks. However, they did not consider the high correlations achieved in such settings331

(§3.2).332

Other work relies on BAT to compare to a specific benchmark. Lei et al. [15] and Viswanathan et al.333

[33] both propose a synthetic benchmark as a proxy and show good agreement with the original334

benchmark, although they differ in their methodology. Chang et al. [4] propose two benchmarks and335

use agreement to show that they capture the same phenomenon, and Mizrahi et al. [22] test agreement336

within the same benchmarks using different prompts. Li et al. [17] validate a new benchmark with337

6 models of 3 sizes 7B,13B,33B with agreement alpaca(v2) [18]. [35] show divergent validity by338

comparing their benchmark to established ones, showing low BAT scores. Lastly, [26] compared339

efficient versions of the HELM benchmark to the full one.340

7.2 BenchBench - a Package and Leaderboard341

We introduce BenchBench, a package implementing the above guidelines - standardizing the practice342

of BAT – and holding results of multiple benchmarks for a wide variety of reference benchmark343

choices. The python package is available in GitHub at: github.com/IBM/benchbench.344

The workflow of using the package is as follows:345

1. A user enters their BAT configuration, including the desired group of reference benchmarks.346

2. BenchBench recommends a set of models for evaluation on the target benchmark.347

3. The user inputs their benchmark results for the recommended models.348

4. BenchBench produces a full BAT report.349

In the default functionality, BenchBench expects a list of model scores over the target benchmark,350

as well as a desired group of reference benchmarks to compare to. It also offers the functionality of351

proposing a minimal set of models for evaluation, ensuring fair and unbiased comparisons. While352

offering flexibility to change the defaults, BenchBench’s BAT report includes several granularities of353

models. BenchBench standardizes arbitrary decisions that hinder reproducibility, following the best354
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Figure 4: The BenchBench-leaderboard - A meta-benchmark for BAT. The following leaderboard
is obtained with the default configurations, using the aggregate of all holistic reference benchmarks
as the reference benchmarks and comparing subsets of 20 models that were sampled randomly. As
more benchmarks are added to Holistic set, results may be different upon view.

Table 1: Our recommendations substantially reduce the variance of BAT. Ablation analysis
for each BAT recommendation separately and their combination. It shows great gains in using our
methodologies when running BAT both separately and combined.

Recommendations BAT Variance Section
Ref.Aggregate

References
Select
Metric

Select
Models σ (↓) Reduction

0.31 - -
X 0.23 −30% §3.1

X 0.23 −30% §3.3
X 0.20 −35% §3.2

X X X 0.10 −67% §4

practices proposed here. Lastly, BenchBench offers the user to upload their benchmark results to355

the BenchBench database, enriching the reference benchmark distribution for future efforts, thereby356

enhancing BAT reliability without additional computational costs. due to running additional reference357

benchmarks.358

We propose the BenchBench-leaderboard, a new leaderboard designed to rank benchmarks according359

to their agreement to a desired group of reference benchmarks (see Figure 4). To do so BenchBench360

ranks all submitted benchmarks by comparable standards.361

Since the BenchBench-leaderboard is build on top of the BenchBench package, new benchmarks362

uploaded to the package will be added to the leaderboard as well. Thus, the benchmark will improve363

with time, taking into account novel benchmarks and measured model traits.364
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Figure 5: Correlation as a function of model subset size: Correlations substantially decline as
the models considered are closer to the top, error bars are the SEMs across the different pairs of
benchmarks

7.3 Ablations Table365

7.4 Benchmarks used366

The AGI Eval [38] benchmark assesses models on human-level cognition and problem-solving367

tasks, which tests the real-world applicability of model outputs. Similarly, Alpaca (v2) [18] and its368

length-adjusted version [10] focus on a model’s ability to follow complex instructions with the369

latter specifically addressing biases associated with output length.370

HumanEval [5] presents code generation challenges, evaluating the syntactic correctness and logical371

soundness of model-generated code. Alongside, the HuggingFace OpenLLM Leaderboard [2]372

employs the Eleuther AI Evaluation Harness [11] to test models on several key benchmarks such373

as ARC [7], HellaSwag [36], MMLU [13], TruthfulQA [20], Winogrande [30], and GSM8k [8].374

EQ-Bench (v2) [24], measures the emotional intelligence of models, essential for applications that375

involve nuanced human interactions.376

The MAGI [23] benchmark integrates challenging elements from MMLU and AGIEval to test com-377

plex reasoning and problem-solving capabilities of models. It is particularly effective in highlighting378

subtle performance differences among top-tier models. MMLU [12] assesses both general and379

specialized knowledge across various domains, providing a broad evaluation spectrum.380

Further, benchmarks like Chatbot-Arena and MTBench [37] focus on multi-turn conversation381

abilities, crucial for applications in customer service and virtual assistance. Lastly, Big Bench382

Hard [32] challenges models with complex text understanding and generation, pushing the limits383

of what natural language processing technologies can achieve. It is worth noting, that the HELM384

benchmark [19] was excluded from our analysis because there were few overlapping models with the385

other benchmarks.386

7.5 Model Tier387

Building on the importance of model proximity, another crucial factor in benchmark agreement is388

the tier of models being assessed. Current BAT practices often treat benchmarks as a uniform slab,389

disregarding the variations across different tiers of model performance. However, agreement might390
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not be uniform across these tiers, and understanding this variance can provide deeper insights into391

benchmark reliability and model performance.392

In Figure 5, we show that model tier significantly impacts benchmark agreement. Bottom-tier models393

exhibit higher agreement among themselves, with Kendall correlation coefficients just below 0.5.394

In contrast, middle-tier models show low agreement (coefficients below 0.2), and top-tier models395

demonstrate low to medium agreement (around 0.3).396

One potential explanation for this phenomenon is the (lack of) reliability of the benchmark, as397

discussed in the introduction and literature [26]. Figure 5 highlights that the standard deviation of398

scores bottom-ranked models is significantly higher than the rest. This might mean that there is some399

effect the goes beyond granularity or density, with older models being easier to differentiate (and400

gaining higher correlations to the models). However middle and top ranked models do not show401

such a trend (even when taking into account that middle granularity is higher as top models are still402

joining the game), which means that no strong conclusion should be made excluding older models,403

switching benchmarks frequently or similar actions, at most, old models may be left out of BAT, but404

other effects seem more pressing.405

7.6 Benchmark used for visualizations406

The benchmarks we used include: AGI Eval [38], Alpaca (v2) [18], and its length-adjusted ver-407

sion [10], HuggingFace OpenLLM Leaderboard [2], MMLU [12], Chatbot-Arena and MTBench [37],408

Big Bench Hard [32]. ARC [7], HellaSwag [36], TruthfulQA [20], Winogrande [29], EQ-Bench409

(v2) [24]. All benchmarks have a permissive license that allows academic use.410
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