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ABSTRACT

The Rotary Position Embedding (RoPE) mechanism has become a powerful en-
hancement to the Transformer architecture, which enables models to capture token
relationships when encoding positional information. However, the RoPE mecha-
nisms make the computations of attention mechanisms more complicated, which
makes efficient algorithms challenging. Earlier research introduced almost linear
time algorithms for the forward computation under specific parameter settings of
bounded entries (i.e., in time nito() where n is the number of input tokens), but
has not addressed backward computation. In this work, we develop the first almost
linear time algorithm for backward computations in the RoPE-based attention un-
der bounded entries. Our approach builds on recent advancements in fast RoPE
attention computations, utilizing a novel combination of the polynomial method
and the Fast Fourier Transform. Furthermore, we show that with lower bounds
derived from the Strong Exponential Time Hypothesis (SETH), the bounded entry
condition is necessary for subquadratic performance.

1 INTRODUCTION

The GPT-03 (OpenAll 2024), Llama 3.3 (Llama Team, [2024; AL 2024), Claude 3.5 (Anthropic}
2024b) are transformed-based Large Language Models (LLMs), have become important tools in
natural language processing, which enables applications from machine translation to sentiment anal-
ysis. In the Transformer architecture, attention mechanisms, computationally intensive operations,
compute token correlations within the sequence (Vaswani et al., | 2017). The efficiency of attention
computations, both in forward computations and backward gradient computations, directly influ-
enced the scalability and feasibility of training LLMs, especially when the size and input context
length of these LLMs continue to grow (Alman & Song| [2024a; 2023)). In recent research, Ro-
tating Position Embedding (RoPE) (Su et al., 2024) has become a popular modification to the at-
tention mechanism, and it has enabled models to capture positional relationships between tokens
with better expressiveness. The RoPE mechanism has been adopted in state-of-the-art models,
such as Llama (Touvron et al., 2023ab; |[Llama Team) [2024), Claude (Anthropicl 2024b)), Apple’s
LLMs (Gunter et al.,[2024; McKinzie et al.,2024), and many others, but the implementation of RoPE
complicates attention computation due to the additional structure imposed by position-dependent
rotations (Su et al.| 2024). In recent work, (Alman & Song, [2024b) demonstrated an efficient algo-
rithm for forward computation of RoPE attention in the bounded entry regime. However, backward
computation, the process of calculating gradients for model optimization, has been explored less.

Backward computation introduces additional complexity because it requires the evaluation of gra-
dients that involve non-linear transformations of the attention matrix and positional embeddings.
In (Alman & Song}, 2023)), they present their algorithm to approximate forward computations of fast
attention with bounded entries using the polynomial methods and low-rank approximation. In (Al-
man & Song, 2024c), they propose almost linear time, i.e., n'+°(1) where n is the number of input
tokens, an algorithm to compute backward gradients for fast attention with bounded entries. In recent
work, (Alman & Song|, 2024b) proposes an efficient algorithm to perform the forward computation
of RoPE-based attention using the polynomial methods and Fast Fourier Transform. Therefore, it is
natural to raise the key question:

Can backward computations for the RoPE attention match the efficiency of their forward
computations in the bounded entry regime?
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In this work, we aim to address the question by presenting the first efficient algorithm for backward
computation in RoPE attention under the bounded entry. Our main result shows that the backward
gradient computations for the RoPE attention match their forward version’s efficiency. Therefore,
by leveraging our algorithm in approximating backward computations in the RoPE attention with
the forward algorithm from (Alman & Song, |2024b), we will improve the overall time complexity
of RoPE attention to almost linear time with bounded entries.

To the best of our knowledge, this is the first work to characterize the fine-grained complexity
of backward computations in RoPE attentions, extending prior results on forward computations in
ROPE attention (Alman & Song} [2024b)). Our contribution can be described as follows.

* We formulated the closed-form gradient for the RoPE attention (see Lemmafd.T]) along with
its exact time complexity (see Theorem 4.2]).

* We derive the almost linear time backward approximation (see Theorem for RoPE
attention based on the closed-form gradient.

* We show that with lower bounds derived from the SETH, the bounded entry condition is
necessary for subquadratic performance (see Theorem [6.T).

Roadmap. In Section[2] we present some relevant papers. In Section 3] we show essential com-
ponents for the RoPE attention. Section 4] gives the closed form of the RoPE Attention gradient and
discusses the exact time complexity to compute it. Section[5|shows the fast computation of the RoPE
Attention gradient in almost linear time. Section [6] details the lower bounds of hardness. Finally,
Section[7] provides conclusions and avenues for future work.

2 RELATED WORK

Rotary Position Embedding. At a high level, RoPE gives more expressive power to the model in
exchange for making the computational problem more complicated. In particular, many prior algo-
rithms, such as the algorithm of (Alman & Song} [2023), no longer apply to RoPE for fundamental
reasons we will discuss. RoPE was proposed by (Su et al.,|2024) and has been used extensively
in large-scale industrial models. Examples which are known to use RoPE include the open-source
models released by Meta such as Llama (Touvron et al., [2023a)) (see page 3), Llama 2 (Touvron
et al., 2023b)) (see page 5), Llama 3 (Llama Team, [2024)) (see page 7), and the close-source LLM
Claude 3.5 (Anthropicl [2024b)) released by Anthropic. Apple also incorporates RoPE into their LLM
architecture (see (McKinzie et al.,2024), and page 3 of (Gunter et al.| 2024)).

Fast Attention Computation. The attention mechanism has often been criticized for its quadratic
computational complexity concerning context length, a challenge that becomes more pronounced
as the sequence length grows in today’s LLMs (Achiam et al., 2023} |OpenAl, |2024; [Llama Team,
20245 Al 2024; |Anthropic} 2024azb)). However, this issue can be addressed using polynomial kernel
approximation methods (Aggarwal & Alman|2022), which facilitate constructing the approximated
attention matrix using low-rank approximations. Such techniques enable substantial improvements
in computation speed, allowing a single attention layer to perform both training and inference nearly
as fast as linear time (Alman & Song} 2023} |2024c). (Liang et al.,[2024b) further extends this effi-
ciency to support multi-layer transformer architectures for both training and inference. In addition,
these techniques can generalize to advanced attention mechanisms, such as tensor attention, while
preserving the almost linear time complexity in both training and evaluation phases (Alman & Song|
2024a; |Liang et al.,|2024c). Beyond this, alternative theoretical methods also exist. For example,
the conv-basis approach introduced in (Liang et al., 2024a) offers another avenue for speeding up
attention computation.

Gradient Approximation. Using low-rank approximation to approximate the gradient is a com-
mon approach for optimizing the training of transformers by reducing the complexity in the com-
putations, such as (Liang et al.| 2024bjc; |Alman & Song|, [2024c; Hu et al) [2024). Specifically,
(Alman & Song, 2024c)) extends the low-rank approximation technique developed in (Alman &
Song} 2023)), which studies the forward computation of attention to approximate the gradient of the
attention computation. In (Liang et al., 2024b), they further develop the low-rank approximation
technique in (Alman & Song, [2024c)) to study multi-layer transformers, showing they can use nearly
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linear time to approximate the backward computations of multi-layer transformers. On the other
hand, (Liang et al.l 2024c) generalizes the gradient approximation of (Alman & Song| 2024c) to
another direction: they use it to study the training of the tensor version of attention computation that
develops from the forward computation as in (Alman & Song|, 2024a)). Finally, (Hu et al., [2024)
leverages the low-rank approximation technique to study the training of Diffusion Transformers
(DiTs).

3 PRELIMINARIES ON ROPE ATTENTION

In Section 3.1 we talk about the notation and foundational concepts. In Section [3.2] we formalize
our problems. In Section[3.3] we talk about the reformulation of the loss function using the tensor
trick and analyze the computational complexity of the reformulated expressions.

3.1 NOTATION

For n € Z* U {0}, for set {1,2,--- ,n}, we denote the set by using the notation [n]. Here, we
define the concept of nearly linear time when the time is O(n logn). We introduce the concept of
almost linear time when time is O(n'*°(1)). Given a as any vector, we say the diagonal matrix of
¢ is diag(c) where ¢; means the 4, i-th entry in the matrix diag(c). For any matrix, we denote the
support of the matrix using the notation supp, that is, the set of entries where the matrix is nonzero.
B is defined as (BT)M := B; ;. Suppose there are two vectors c, d of the same length. We denote
the entry-wise multiplication using the notation c o d; that is, the i-th entry in that vector is ¢;d;.

To denote the Frobenius norm, for any matrix B, we denote it as || B||r := />, ; B} ;; to denote

the maximum norm of matrix B, we use || B|| := max; ; | B; ;|. Suppose there are two matrices
C, D of the same dimensions. We represent the Hadamard product or the entry-wise multiplication
by using the notation C' o D, that is, (4, j)-th entry of the matrix is C; ; - D; ;. Let C' € R"™0*"™0 and
D € R™>*™i, We define C® D is an ngny X mgmy matrix, where (C'® D) (jo—1)n,+j1,(io—1)ma+is
is equal to Cj, ;, D, i, for any jo € [ngl, 0 € [mo)],j1 € [n1], 1 € [ma].

3.2 PROBLEM DEFINITION

Let n be the number of input tokens, and let d be the hidden/feature dimensions. We state the
generalization of the standard RoPE attention from (Alman & Song}, [2024b)).

Definition 3.1 (A General Approximate RoPE Attention Computation, ARAttC, Definition 1.1
in (Alman & Song| [2024b))). Let B > 0 and ¢ > 0 denote two parameters. Given a set
of matrices W_(p_1y,--- ,W_q, Wo, Wy,--- , Wy € R4 ywhere supp(W;) C S for all
ie{-(n—-1),---,-1,0,1,--- ;n—1}. Here S C [d] x [d] where |S| = O(d). Given three n X d
matrices Q, K,V with the guarantee that ||Q|| oo, || K|locs [|V]lee < B and |W oo < 1. We define
matrix A € R"™*" as, for i,j € [n], A;j = exp(Q;«Wi—; K], /d). We define D := diag(AL,).
The goal of General Approximate RoPE Attention Computation is to output a matrix T € R"*?
such that |T — ARAttC||o < e is small, where ARAttC := D~YAV. For matrix M, we use
|M||oo := max; ; |M; j|. Note that the 1/d factor inside exp in the definition of A is a normaliza-
tion factor.

Our focus is to find weights to fit the attention to a desired output. Let Q) := A1 X5, K := A Xo,
and V := A3Y. We use X, X3, and X3 to represent the weights Wg, Wi and Wy, respectively.
We use Ay, As, and Ajz to replace the input matrix to handle the more general settings such as cross
attention. Then, the attention matrix is as follows.

A(X1, Xa)i j = exp((A1X1); . Wi—;(A2X2) ], /d)
= exp(Al’iv*Xlwi_jX;AT /d)

2,5,

We define w;_; := vec(W;_;) € R? and define W such that W, , is an 1 x d2 block and
Wi (jotyne == w;_j. Here, let A := A; ® Ay € R" % and X := X; ® Xz € R, We
can show that

A XaWi ;X5 Ay

2,5,%
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= (A1, ® Az ;) (X1 ®@ Xo) vec(W;_;)
= A1:+(j—1)n,*xwz'—j,

where the first step uses the tensor trick, and the second step uses the definitions of w;_;, A, and X.
Thus we can reformulate the attention matrix A as, for i, j € [n]

AX)i,; = exp(Aiy(j—1yn X_ wi—j/d).
d2xd?
1xd? d2x1

Using the tensor trick again, we have

AX)ij = exp((Avt(j-1yn,« @ wi_;) vee(X)/d)
——

1xd4 d*x1
= exp((Air(i—1)n,» @ Wiy (i—1)n«) vec(X)/d).
—_——
1xd4 d+x1

Hence, by definition of row-wise Kronecker product, we have
vec(A(X)) = exp((A @ W) vec(X)/d).
——— ——
n?xd* d*x1
We define the matrix D(X) € R"*™ as
D(X) = diag(A(X) 1, ).
(X) g(A(X) 1n )
nxn mnx1
Then, the optimization problem in the context of RoPE attention computation is described as fol-
lows:

Definition 3.2 (Optimize RoPE Attention). Let B > 0 and € > 0 denote two parameters. Given
a set of matrices W_(, _1y,--- ,W_1, Wo, Wy,--- ,Wy_1 € R4 ywhere supp(W;) C S for all
ie{-(n—-1),---,-1,0,1,--- ,n—1}. Here S C [d] x [d] where |S| = O(d). Fori,j € [n],
let W € R" >4 such that Wit (j—1)n« = vec(W;_;). Here, we suppose four n x d matrices
Ay, As, Az, E, and we have three d x d matrices X1, X2,Y. Let X := X1 X5 € R %4 W define
the matrix A(X) € R™*"™ as the matrix representation of exp((A @ W) vec(X)/d) and the n x n
——— ——
n2xd* dix1
matrix D(X) := diag(A(X) 1, ). The RoPE attention optimization problem miny p,2 .42 Loss(X)

nxn nx1
is formulated as follows:

min 0.5 D(X) "t A(X)A3Y — E||%.

XE]Rd2 xd2

Note that we are able to get the gradient computation of Loss with respect to X; or X based on the
chain rule because

dLoss(X1, Xp)  dLoss(X) dX
dX; o dX dxy
_dLoss(X) d(X1 ® X3)
- dX dX;

dLoss(X
= %(Idxd ® XQ)-

Our approximation task can be formalized as follows.

Definition 3.3 (The Approx of the gradient of RoPE Attention Loss Function,
ARAttLGC(n,d, B,€)). Let B > 0 and ¢ > 0 denote two parameters. Given a set of
matrices W_(,_1y, -+ ,W_1,Wo, Wy, ;Wy_1 € R*4 ywhere supp(W;) C S for all
i e {-n—-1),---,-1,0,1,--- ;n— 1} Here S C [d] x [d] where |S| = O(d). For
i,j € [n], lee W € R™* >4 such that Wit (j—1)n = vec(Wi_j). Let X1,X5,Y € Réx4,
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Let X = X7 ® Xy € R*? We have four n x d matrices Let Ay, As, A3, E

Let A € R guch that A equals to an n?> x d? matrix from Ay ® As.  Assume
A1 X ||loo < B,[|42X]||ec < B,||A3Y ||lc < B,|[|[Wlleo < 1. Assume that all the log(n)
bits model is applied throughout all numbers in matrices. We define Loss(X) from Def. Here,

. . . ~ 4
we define d"%f((x) as the loss function gradient. Then, our target is to output a vector § € R?
satisfying:
. dLoss(X)
— < €.

3.3 REFORMULATION OF THE LOSS FUNCTION

In this section, we are able to reformulate and simplify the loss function based on the definitions
provided in Section [B} This reformulation provides a structured representation of the loss in terms
of its components, using the tensor trick to simplify computations and facilitate analysis.

The following lemma formalizes this reformulation, consolidating the expressions for the loss func-
tion and connecting its components:

Lemma 3.4 (Loss Function Formulation). Given three n x d input sequence matrices Ay, Ao, and
As, we define A = A1 ® Ay € R™**4* gpd X = X1® Xy € Rngdz, where ® denotes Kronecker
product. Given W is a n2 x d? matrix, we define A=A @ W, where @ is the row-wise Kronecker
product from Fact Let jo € [n], we define Zjo € R"™* be a block of size n x d? from A. Let
E € R 9 be a matrix, for jo € [n] and ig € [d), we define Ej, i, as the (jo,io)-th entry of the

matrix E. We use Loss function from Definition Based on Def. Eé] for jo in the set [n] and i
in the set [d], we get Loss(X), .. Then, we have

Loss(X Z Z Loss(x ]O io-

Jo€n] io€(d]

Proof. We present the reformulation of the Loss Function using the tensor trick as follows.
Loss(X) = O.5||D(X)_1A(X)A3Y — E|%

2205 (exp(Aj,z),1,)

Jjo=11ip=1
eXp(Ajox) AzYi io> - Ejoaio)Q

Z 205 Jnv ( )0>_Ej0,io)2

Jjo=11io=1
n d
= Z Z Loss(x) ,.i0
Jjo=1ip=1
where the 1st equality is based on Def. [3.2] the definition of Frobenius norm derives the 2nd equality,
the 3rd equality is due to Def. and Def. and the 4th step is based on Def. O

4 EXACT GRADIENT COMPUTATION TIME

In this section, we provide the gradient computations of RoPE attentions. In Section we formu-
late the gradient in its closed form. In Section [4.2] we conduct a time complexity analysis on the
exact computation of RoPE attention gradients.

4.1 REFORMULATE THE GRADIENT INTO ITS CLOSED FORM

In this section, we present the closed-form gradient of RoPE attention.

Lemma 4.1 (Gradient Reformulation, d"%;(w), Informal Version of Lemma | . Foreveryi € [d*],
we choose the following functions
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* The Normalized Softmax function s(x);, € R™ (see Definition|B.3),
* The Error term {(x), i, € R (see Definition[B.5),
* The Loss term Loss(z)j, i, € R (see Definition|B.6),

o We define 3(x);, € R™ is A3Y 0(z) ]
: N

Jo,*

nxd gy

¢ We define ’Y(x)jo € R"is (diag(s(x)jo) - S(x)jos(q")j—;)ﬁ(m)jo

dloss(z) _ AT
Then, we get —3-~ = A" vec(y(w)).
d*xn? nxn
Proof. See full proof at Lemma |C.4 O

4.2 TIME COMPLEXITY FOR COMPUTING THE GRADIENT OF ROPE ATTENTION

In this section, we provide the time complexity of computing the exact gradient of RoPE attention.

Theorem 4.2 (RoPE attention gradient computation time complexity). We define three n x d input
matrices as A1, As, As, and the n x d approximated attention computation matrix as E. We define
several input fixed matrices as X1, X2,Y € R4 We define X = X1® X5, A = A1 ®Ay. We define

x := vec(X) and try to get the Loss function gradient. Let g := w where Loss(X1, X5)

Sfrom Def. Then, it costs O(Tmat (1, d, d) + Tmat(n, d,n)) time to get the gradient g € R
Proof. See full proof at Theorem|[C.§] O

Note that O(Tmat(n,d,d) + Tmat(n,d,n)) > Q(n?). Thus, the naive RoPE attention gradient
computation is a complexity obstacle in practice, as discussed in Section [I] Based on the closed
formulation in Lemma [4.1, we derive our acceleration method, which will be introduced in the
following section.

5 CoOMPUTE ROPE ATTENTION GRADIENT IN ALMOST LINEAR TIME

In this section, we present our main result. With the low-rank approximation, we can approximate
the RoPE gradient computations in almost linear time.

In Section [5.1] we discuss the techniques we used to develop the almost linear time algorithm. In
Section e provide the proof of approximating s(x) in almost linear time. In Section we
give the proof to approximate the error term ¢(z). In Section we show how to approximate [3(x
in almost linear time. In Section we present our technique to approximate (). In Section [5.6]
we present our main results, which compute RoPE Attention gradient in almost linear time.

5.1 TECHNIQUE OVERVIEW
In recent work (Alman & Song| [2024b), they present an almost linear-time algorithm to compute

forward computations of RoPE attention as follows.

Lemma 5.1 (Theorem 1.3 in (Alman & Song, 2024b)). Suppose d = O(logn) and B = o(y/logn).
There is an n* M) time algorithm to approximate ArAttC up to € = 1/ poly(n) additive error.

Recall that the closed form gradient of RoPE attention is dL%;(”J) = AT vec(y(z)) from Lemma
We need to show () can be low-rank approximated in O(n'*°(1)) time with 1/ poly(n) error.

To low rank approximate y(x), we use the strategy to split y(z) into two terms, 7 (z) and
7¥2(z), and run the approximation separately. From Lemma 4.1} v(z);, € R™ is (diag(s(z);,) —
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s(x)jo5(x) ;) B(x) 5, We define vy (z);, = diag(s(x);,)B(x)j,and v2 ()5, = s(x)jos(x) ) B(2)0:
thus, we can have y(z) = v1(x) — y2(x).

In the definitions of 7, (z) and 72 (z) provided above, they both contain s(z) and S(z). In order

to find the almost linear time algorithm of (), we need to first show that there exists O(n!*+°(!)
time complexity approximation for s(z) and B(x) with €/ poly(n) error first. From Lemma [4.1]
we have [(z )]O € R™is AgYl(x )]0 .- Based on the (z) definition, we need to show ¢(x) can be
approximated in almost linear time first.

Overall, to develop the O(n't°(1)) time complexity algorithm to compute RoPE gradients
with ¢/ poly(n) error, we need to prove the existence of almost linear time algorithms for
s(x), £(z),v(x), and S(z) with low rank approximation.

5.2 APPROXIMATE s USING LOW RANK APPROXIMATION

In this section, we use the low-rank approximation technique to approximate the normalized Soft-
max s(z) in almost linear time.

Lemma 5.2 (Low Rank Approximate s(z)). For any B = o(y/logn), let ki equals to n°™")
such that: Suppose we have two n x d matrices Ay, Ay, X1,Xo € R agnd X = X; ®

X, € RY*Y . Assume we can use O(logn) bits to write every entry from s(x). It holds that
maux{HrAleﬂ007 |A2Xs||o} < B, then there are three matrices Uy, Vi, Wi € R™*1 such that

ULV, Moo < €/ poly(n). Here s(x) = D™1A € R" ™ where A is defined as the matrix
representanon of exp((A @ W) vec(X)), and D = diag(A /d)1,. Moreover, these matrices Uy, V1
can be created explicitly in n*T°W) time.

Proof. By definition of A(X), we have vec(A(X)) = exp(A @ W) vec(X).
Hence, using the tensor trick, we have
A(X)i,j = exp((Ait(j—1)n @ Wiy (j—1)n) vec(X)/d)
= exp((Aig(j—1)n @ w;—,j) vee(X)/d).

We define w;—; := Vec(VVZ i) € R and define W such that W, is an 1 x d? block and
WitrG—1yn = w . We also define A := A; ® A3 € R" xd? and X =X ® Xy € R xd?,
We use Aj, to denote the a 1 x d? subblock of A.

We can reformulate the attention matrix A as, for i, j € [n]
AX)ij = exp(Aig(j-1yn X wij/d)-
d>xd? g2

1xd?
Thus, we can show that A, i_ppXwi—j = (A1 @ Ao ) (X1 ® Xo)vec(Wi_;) =
A X Wi ]XQ A j+» Where 1st equality uses definitions of w;_;, A, and X, and the second
step uses the tensor trlck We complete our proof after applying Lemma@ O

5.3 APPROXIMATE ¢ USING LOW RANK APPROXIMATION

In this section, we use the low-rank approximation technique to approximate £(x)

Lemma 5.3 (Low Rank Approximate ¢(x)). Ler d equal O(logn). Suppose we can use O(logn)
bits to write every entry in E,v(y) € R"*9. Define the {(x) € R"*? as specified in Def. - B.5| Then,
we have Uy, Vi € R™*1 such that UV, v(y) — E — £(2)| s < €/ poly(n).

Proof. Here, we present the bound as follows.
IV () = B — @)l = [U1VA" v(y) = s(2)v(y) ]l
= [l - 112" = s(2)lloo
< ¢/ poly(n),

where the 1st is because of Def. [B.5] 2nd step is based on the distributive law, and 3rd step is due to
Lemma[3.2l O
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5.4 APPROXIMATE 3 USING LOW RANK APPROXIMATION

In this section, we use the low-rank approximation technique to approximate [3(x)

Lemma 5.4 (Low Rank Approximate 3(xz)). Let ko = n°M). We define {(x) € R"*¢ based on
Def. @ and v(y) € R™"*4 based on Def.|B.4) We suppose B(z) is equal to v(y)¢(x) ", which is an
n x n matrix. Let Uy, Vo € R™ 2 such that ||[UsVy' — ()]s < €/ poly(n). In n*+t°M) time, we
can get U, Vs.

Proof Sketch. We define 3(z) ~ B(z) and B(z) = v(y)v(y) ViU — v(y)ET. We can first
compute v(y) ' V; as it can be computed in n'*to() time. Given all low rank matrices, we can have
Uy, Va where ky = max{d, k} + d = n°)). Then we can compute ||3(x) — 8(2)||oc < €/ poly(n).
(See full proof at Lemma|[D.3) O

5.5 APPROXIMATE v USING LOW RANK APPROXIMATION

In this section, we use the low-rank approximation technique to approximate ~y(z). Specifically, we
apply the polynomial methods to 3 (x) and v2(x) where y(z) = v1(z) — 72 ().

First, we show the low-rank approximation of ~; (z).

Lemma 5.5 (Low Rank Approximate v, (z)). Let k; = n°1). Let ky = n°"). We suppose v1 ()
is diag(s(z))B(x), and Uy, Vy be two n x ky matrices, in which ||U1V;" — f(2)|ls < Syt We

suppose two n. X ko matrices Uy, Vy in which ||UsVy' — B(2)]|ee < Sotyrmy- Then we have two

n x ks matrices in which ||UsV3" — v1(z)|lso < €/ poly(n). We can construct Us, V3 in n'+o()
time.

Proof Sketch. Let Us = Uy @ Uy and Vi = V; @ Vs, and we can use n't°(1) time to get them.
From Lemma 5.2|and Lemma 5.4, we have 3 T) Uy VT and B(x) = UV, . Based on Fact
we can compute |[UsV5" — 71 (z)||oo < [|UsV5 — diag(s(z))B(7)|le < S oy (See full proof at

Lemma [D.4). 0O

Next, we show the low-rank approximation of v (z).

Lemma 5.6 (Low Rank Approximate vo(x)). Let k1 = n°D. Let ko = n°W). Let ky = n°W). Let
Y2(x) € R™*™ where for jo in set [n], jo represents jo-th column, y2(x);, = s(x)j,5(x) ] B(x)5,-
We suppose Uy, Vi € R™* in which U V" — s(7)]|e0 < m. We suppose two n X ko
matrices Uy, Vo in which |U3Vy' — B(7) s < m. Then, we have Uy, V, € R™**4 such that

1U.V," — v2(2)|loo < €/ poly(n). We can get Uy, Vy in n* oM time.

Proof Sketch. Let p(x) € R™ be defined by p(x);, = s(z);,8(x);,. We construct p(z) so that
(U)o = s(x)j, and (UVa) ) . ~ B(x),,, implying p(z)j, = (U1V1)jo« - (UaVa)j, .. Pre-
computing V;V," takes n!T°(1) time, and then computing each p(z);, costs O(kikz), giving a
total of O(nk1ky) = n'+°(1), Next, we approximate s(x) by 5(z) = U;V;" and define ¥,(z) =
5(z) diag(p(z)); with Uy = U; and Vy = diag(p(x)) V1, we have Jo(x) = UsV,". To bound
the error, note that [[52(z) — 12(2)l|oc = max;q [5(2);, (x)jo — 525, p();, I can be split and
bounded via the triangle inequality so that ||5(x);, — s(2)j, |leo and ||p(x), — p(€) ;|| are small,
leading to an overall error of at most €/ poly(n), which completes the proof. (See full proof at

Lemma[D.3)

5.6 FAST COMPUTATION IN ALMOST LINEAR TIME

Based on Section|5.1] we have proved the almost linear time approximation of s(z), ¢(x),y(x), and
B(x) in LemmalD.1[[D.2] and[D.4] We are now ready to show our main result, which is to
approximate RoPE gradient computation in almost linear time.
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Theorem 5.7 (Main result, Low Rank Approximate RoPE Attention Gradient). Assuming the en-
tries of A1, Ay, X1, X2,Y, E are represented using O(logn) bits, there is an n*T°1) time algo-

rithm to solve AAttLGC(n,d = O(logn), B = o(y/logn)), from Def. with the accuracy upper
1

bounded by Soly(n) To be more specific, a gradient vector g € R comes out of our algorithm

where | 4o — gl < Lo,

Proof Sketch. By Lemma and Lemma there exist matrices 71 (z) and 72(z) such that
v(x) = 71 (x) — y2(x). We assume these lemmas follow from the low-rank approximations in

Lemmas D.3| allowing us to write 3, (z) = UsV;' and 75 (2) = U,V," in n'T°() time. From
, the reformulated gradient is dL%;(w) = AT vec(7(z)), and hence the total running time
remains n1°() | To bound the error, we show that

Lemma

dLoss(xz) ~ ~
125Gl = AT (veey(@) — vee((a))
< 1A oo [7(2) = F(@)ll < €/ poly(n),
This completes the proof. (See full proof at Theorem [D.6) O

6 HARDNESS

In this section, we provide the lower bound results to compute the gradient of RoPE attention.
The hardness result shows that under the widely accepted SETH, the bounded entries condition is
necessary for achieving subquadratic runtime.

Theorem 6.1 (Lower bound, informal version of Theorem [E.I). Assuming SETH, for any ¢ > 0,
Sor the ARAttLGC(n,d = O(logn), B = w(y/logn), there does not exist an algorithm which can
be executed in time O(n?~%) based on Def.

Proof. See the full proof at Theorem [E.T] O

In Theorem[6.1] we show that under the Strong Exponential Time Hypothesis (SETH) (see Hypoth-
esis[A.4), computing the gradient of RoPE attention remains computationally hard. Specifically, for
any constant ¢ > 0, no algorithm can compute the gradient in time O(n?~%) when d = O(logn)
and B = w(+/logn). This result establishes a lower bound that fundamentally limits the efficiency
of gradient computation for RoPE attention.

7 CONCLUSION

This paper presents the first efficient backward gradient computation, assuming bounded entries for
the RoPE-based attention mechanism. We achieve almost linear time complexity by leveraging poly-
nomial methods and the Fast Fourier Transform, making the forward and backward computations
comparably efficient. Additionally, we demonstrate that conditions exist under which performance
better than quadratic can be realized, consistent with the lower bounds suggested by the Strong
Exponential Time Hypothesis (SETH).

These findings not only improve the computational efficiency of RoPE-based attention mechanisms
but also provide a foundation for exploring sub-gradient computations in other advanced attention
variants of neural networks. This work highlights the connection between algorithm design and
computational complexity theory, unveiling new possibilities for the development of large trans-
former models. Future research could extend these results to cases involving unbounded entries
and assess the real-world implications of these theoretical advancements for large language models.
Furthermore, applying this approach to other positional encoding mechanisms could further enhance
the scalability of state-of-the-art transformer models.
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Appendix

A  PRELIMINARY

In Section[A.T] we talk about polynomial approximation of the exponential function. In Section[A.2}
we talk about the time complexity of matrix multiplications, setting up the framework for analyzing
efficiency in attention computation. In Section [A.3] we talk about the Strong Exponential Time
Hypothesis (SETH). In Section [A.4] we talk about mathematical properties and tricks, such as the
tensor trick and row-wise Kronecker products, which enable efficient matrix-vector operations.

A.1 POLYNOMIAL APPROXIMATION OF EXPONENTIAL

Here, we will explain a technical tool for controlling the error dependence of our approximate al-
gorithm. In particular, we will use the following optimal-degree polynomial approximation of the
exponential function.

Lemma A.1 ((Aggarwal & Alman, 2022)). Let B > 1 and suppose € in (0,0.1). We can
have P, which has input as a scalar and output as a scalar of degree g. g is defined as
© (max {log(1/¢)/(log(log(1/€)/B)), B}) such that for all z € [0, B], we can get

|P(x) — exp(z)| < e.
Because P’s coefficients are rational values with numerators and denominators represented using

integers of poly(g)-bit size and these coefficients can be determined in poly(g) time, we can calcu-
late P in an efficient way.

A.2 TIME COMPLEXITY OF MULTIPLICATIONS

Matrix multiplication is a fundamental operation in many algorithms, and understanding its time
complexity is essential for analyzing computational efficiency. Here, we introduce the time com-
plexity of matrix multiplications.

Definition A.2. We suppose n1,ns, ns, denote any three positive integers. We define A € R *"2
and B € R"*"3_ [t costs Tmat (11, N2, n3) time to perform AB.

To further analyze the structure of matrix multiplication time complexity, we rely on a well-known
fact from prior research (Biirgisser et al. |1997; Blaser, 2013). This fact provides equivalences
between different permutations of matrix dimensions.

Fact A.3. We suppose ni,ns,ns, denote any three positive integers. Tmat(ni,ng,ng) =
O(Tmat(nlvnS»nQ)) - O(ﬁnat(n%nlvnlﬁ)) - O(Tmat(nZanSanl)) - O(Tmat(nS»nlanQ)) -
O(Tmat(n3, 02, 11)).

A.3 SETH HYPOTHESIS

Now, we introduce a fundamental theoretical assumption underpinning many of the results pre-
sented in this paper: the Strong Exponential Time Hypothesis (SETH). This hypothesis serves as a
cornerstone for establishing the hardness of various computational problems.

Our results are built on the common conjecture. (Impagliazzo & Paturil [2001)) introduce the Strong
Exponential Time Hypothesis (SETH) as a stronger form of the P % NP conjecture. It suggests that
our current best SAT algorithms are optimal and is a popular conjecture for proving fine-grained
lower bounds for a wide variety of algorithmic problems (Cygan et al., 2016} [Williams)}, 2018)).

Hypothesis A.4 (SETH). Ve > 0, 3k € Z* and k greater or equal to 3 such that, even when
utilizing randomized algorithms, within the time of O(21=9)™), we cannot solve k-SAT problems
with n variables.

A.4 BAsIC FACTS
In this section, we present several basic facts that are used throughout the paper to develop the

proof of our main results. These fundamental properties enable efficient computations of vectors
and matrices products in our paper.

12
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Here, we first introduce the facts about row-wise Kronecker products.
Fact A.5 (Row-wise Kronecker product). Let Uy, Vi € R"**1. Let Uy, Vo € R™**2. Then we have

(W) e (U2Vy') = (Ur @ Uz) (Vi @ Va)
Here, given Uy € R k1 gpd Uy € R™¥F2 | e define the row-wise Kronecker product as Uy © Uy €
Rnx}ﬁkz. That is, (Ul (%) UQ)i,ll-‘r(lz—l)kl = (Ul)i,llUi,lg fOV alli € [TL], ll € [kl] and l2 € [kz]

To simplify the computation of certain matrix operations, we can use a technique known as the tensor
trick, which reformulates matrix products into operations involving vectorized representations and
Kronecker products.

Fact A.6 (Tensor trick). Let X € R¥9. Letz € RY be the vectorization of X. Let there be two
n X d matrices A1, As, and we define A = A1 ® As. Then, we can get Vec(AlXA;) = Azx.

Given the above tensor trick fact, we can derive additional properties that extend its applicability to
exponential operations on matrices. These properties can help us compute the exponential of matrix
products efficiently. The properties are presented below.

Fact A.7. Let there be two n x d matrices Ay, As, and we define A = A; @ Ag. Let X € RI*4,
Let A;, € R4 pe a block of A. We introduce x € R as the vectorization of X. Thus, we get

* (exp(A1X A7 )jo) " = exp(Aj,)
s vec(exp(A1 X AJ)) = exp(Ax),

For the jo-th row of exp(A1 X AJ ) € R™ ™, we use the notation exp(A1 X Ag ) jo «-

Proof. From Lemma and Def.[A.6] we are able to prove this fact. We omit the details here since the
proof is straightforward. O

Fact A.8. We suppose there are three vectors of n dimension x,y, z. Thus, we get
« (woy,z) = diag(y)z.
* (z,y) = (woy, 1n).

Next, we introduce some important properties of inner products that help us to reshape the equations
in the proofs.

Fact A.9 (Inner Products). We suppose n € Z+, and we suppose the n dimension vectors a, b, c and
a scalar d. Then, we have

e {(a,b) ={aob,1,).
da, by = d{a,b) = (a,db) = d(b, a).

(
(
(
* (a,b) =a'b.
(
*

B KEY DEFINITIONS OF ROPE ATTENTION

In this section, we decompose RoPE attention into its individual components, each representing a
specific function or operation within the attention mechanism. These definitions provide a structured
framework for understanding and analyzing the properties of RoPE attention in subsequent sections.

We denote the d*-dimensional vector z € RY" as the vectorization of a d2 x d? matrix X. We divide
the RoPE attention to the following components to simplify our calculations and notation.

First, we define u(x) for the softmax operation.

13
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Definition B.1 (Softmax u(x)). We suppose there are two n? x d? matrices A, W. We deﬁne A as
A @ W, which is an n? x d* matrix. We use AJ0 to denote the an n x d* subblock of A, given that

the total counts of subblocks is n. The function is defined as u(x);, maps a d* dimensional vector
to an n-dimensional vector with every jo € [n] such that

u(x);, == exp(;&jox).

Next, we define «(z) for the diagonal matrix.

Definition B.2 (D1ag0nal matrix a(x)). We suppose two n? x d* matrices A,W. Suppose that
A:=A0W e R ' We use AJ0 to denote the ann x d* subblock ofA given the counts of total

subblocks is n. The function is defined as o(x),, maps from a d*-dimensional vector to a scalar
with every jo € [n] such that

a(z), = (exp(Aj,z), L).

Jo

We define s(x) for the normalized softmax (D! - softmax).

Definition B.3 (Normalized softmax s(x)). From Def. [B.1} it defines u(-);, , and we have
a(-)j,based on Def. - The function s(z);, maps a d*-dimensional vector to an n-dimensional

vector given every jo € [n] such that s(x);, = a(x)]olu(:c)jo.

Lastly, we define v(y) for the value matrix in the attention component.

Definition B.4 (Value matrix v(y)). Let A3 € R"*? be a matrix. We define v(y);, as the io-th

column of v(y). We define the function v(y);, maps a d*-dimensional vector to an n-dimensional

: . 2, o
vector, given each ig in the set [d], such that v(y);, := A3Y..., where y € R? is the vectorization
of n X n matrix Y.

Given the definitions of the RoPE attention components, we can now define the loss functions, which
quantify the difference between the computed and target values in the context of RoPE attention.

We first introduce the error () , i, between the exact RoPE attention computation (s(z) ., v(¥):,)
and approximated RoPE computation Fj ;.

Definition B.5 (RoPE attention error £(z)). From Def. with every jg in the set [n], it gives
s(x);, as an n-dimensional normalized vector, and we define v(y);, based on Def. given that
each iy € [d]. Defining a function {(z)j, ;, maps a d*-dimensional vector to a scalar with each
Jo € [n] and each iy € [d] such that

E(I)jmio = <5(‘T)jo7 U(y)io> - Ej07io'
Here E;, ;, is the (jo,i0)-th coordinate of E € R™ < for each jo in the set [n] and iy in the set [d],
that is {(z) = s(x)v(y) — E.

Then, we define the Loss term.

Definition B.6 (Loss term Loss(z)). Here we let Loss(x);, i, = 0.5¢(x)?
set [n] and iq in the set [d).

Jo.io With every jo in the

C ROPE ATTENTION GRADIENT CALCULATION

In this section, we analyze the time complexity of exact gradient computation. In Section [C.T} we
reformulate the closed form of the gradient. In Section we show the time complexity for s(x)
and v(y). In Section[C.3] we show the time complexity for £(). In Section we show the time
complexity for 3(x) and y(z). In Section|C.5] we show the total time complexity for computing the
gradient of RoPE attention.

In this section, we compute the entry-wise gradient of the RoPE attention loss function from
Lemma[3.4]

Lemma C.1. [fwe have for every i € [d%,

14
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* The column function u(z);, € R™ (Definitions[B.1))
* a(x)j, is a real number (Def. ,

* s(x)j, is an arbitrary element in R™ (Def. ,

* U(x)jy.4, is a real number (Def.[B.5), and

* Loss(x);o,i, is a real number (Def. [B.6).

Then, we have Yjo € [n], Vig € [d],

e Part 1.
dA o T ~
dCJUz' - (AjO)* p
nx1
e Part 2.
du(x);, -
dl‘ij - U(JZ)]O © (AJO)*J
e Part 3.
da(x) 0 e
L = (R ) ).
e Part 4.
ds(z);, ~ -
éx?J = _S(x)jo«Ajo)*,h S(x)j0> + S(m)jo © (Ajo>*,i
e Part 5.
Aot WD) _ (01, (Ry ot (gl + o) (e Yo
e Part 6.
% = <_S(x)jo<(Aj0)*,i7 S(l’)jo> + S(l‘)jo [} (Ajo)*,ivASY*,i0>~
e Part7.
dL - ~ ~
% = () j.,i0 (—5(2) jo (Ao ) s, 8(T) o) + 8(2) 5o © (Ajo)wir AsYaig)-

Proof. To show Part 1,

dAjOJ? —K dx
dl’i o JOde‘i
= Ajo €;
vv
nxd4 dixl
= (Ajo)=.is

and we note that the 1st and 2nd equalities are by the basic derivative rule and the 3rd equality is
due to the basis vector definition.

To show Part 2,

du(z);, d exp(:&jox)

15
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d/&jodi
d[L’i

= eXp(Ajox) o (Ajo)*7i

= u(x)jo o (Ajo)*,iv

and we note that the 1st equality is by Def. the 2nd equality is by chain rule, the 3rd equality is
due to Part 1, and the 4th equality is because of Def.

To show Part 3,

= exp(ﬂjox) o

da(z);,  d{exp(Aj,x),1n)

dl‘i dl‘i
B <dexp(,&j0x)
dexp(j&jox)

=(——=1
< dfﬂl ’ n)

= <u($)jo © (Ajo)*ylﬁ 1n>

- <(Ajo)*7i7 u(x)jo>a
and we note that the 1st equality is by Def. the 2nd equality is by product rule, the 3rd equality
b1

i,

L)+ (exp(Ajer),

)

is due to ‘31177% = 0, the 4th equality is because of Def. |B.1| and 5th equality derives from basic
algebra.
To show Part 4,
-1
ds(z);,  dla(@); u(z);)
da(z); _1du(z);
= dxi]0 U(CI}')]O + OZ(I')JO dﬂji =
-2 da(x)jo -1 du<x).jo

= —a(v);, Tu(m)jo + a(z);, 4

= — (@) {(Ajo) i u(@) jo)ul@) o + o(@) . (u(@) o © (Ajy)si)
—— —— — ——

nx1 nx1 nx1 nx1l
- = a(x)j_ols(l‘)jo«Ajo)*,%u(x)j0> + S(x)jo ° (Ajo)*yi
—— ——
nx1 nx1
= - S(x)jo«Ajo)*-,i’ s(x)jo> + S(m)jo o (Ajo)*,iv
nx1 nxl1

and we note that the 1st equality is by Def. the 2nd equality is by product rule, the 3rd equality
is due to chain rule, the 4th equality is because of previous parts, the 5th and 6th equalities derive
from Def.

To show Part 5,
otelintha) _ 80 1)) 1 (), DL
= (i )

= <_S<x)j0 <(Aj0)*7i7 s(m)jo> + S(x)jo © (Ajo)*7i’ A3Y*7i0>’
and we note that the 1st equality is due to the product rule, the 2nd equality is by dvd(% =0, and
the 3rd equality is due to the previous part.

To show Part 6,

dé(x)jo7i0 _ d(<5(‘r)jo7v(y)io> — Ejoyio)
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d<8(l‘)joav(y>io>
dlL’i
= <_s(‘r)j0<(gjo)*,iﬂ S(LU)]‘0> + s(‘r)jo o (Ajo)*,“ASY*,io%
—— N —

nx1 nx1

and we note that the 1st equality is by Def. | the 2nd equality is by JO ‘0 = 0, and the 3rd
equality is due to the previous part.

To show Part 7,
dloss(@ipiy _ g, 5 d(U)ioi0)?
dz; dx;

dl(x i0,30
= g(x)jmio ’ (dflj :

= (&) jo.io (—5(2) o (Ao )t 5(2)0) + 5(2) o © (Ajy )i AsYasiy),

nx1 nx1

and we note that the 1st equality is by Def. the 2nd equality is by chain rule and the 3rd equality
is due to the previous part. O

C.1 REFORMULATE THE GRADIENT INTO ITS CLOSED FORM

In this section, we reformulate the entry-wise gradient of the RoPE loss function from Lemma [@.]
into its matrix form.

We first begin with reformulating the gradient with respect to the entire vector z.

dLoss( z)m

Lemma C.2 (Gradient Reformulation, ), [fwe have for every i € [d*],
* The column function u(x);, € R™ (Definitions ,
* ()}, is a real number (Def.[B.2),
* s(x)j, is an arbitrary element in R™ (Def. ,
* U(x)jo.q, is a real number (Def.[B.5), and
* Loss(z),o,i, is a real number (Def. [B.6).
Then, we have

Loss(x) .
dLoss@inio _ gy, AT (ding(s(z)sy) AsYa sy — (2);05(x)] AYe o).

dx
Proof.
dlLoss(x);, ; ~ ~
T Dnto )10 (5000 (B )i 30)0) + 5(2)s0 0 B )eis AsYari)

0 jo,io (5() jo © (Ao )i AsVivio) = £(2) josio (5(2) jo ((Ago i 5(@) o) A3 Vi)
0@ o0 (5(2) 50 © (Ago )i A3Yiia) = L&) 0 (A ) is 5(2) o) (5(2) o AsYivio)
() jo.i0 (A, )i diag(s(x) ,) AsYa iy — (&) jo 10 (A )uis(2) jo5(2) ), AsYi s

= 0@) jo,i0 (A, )i (diag(s(2)5) — 5(2)55(2)],) A3V s

where the 1st step follows from Lemmad.1] and all other steps follow from Fact[A.9]

x]o )

Then, the gradient can be reformulated as follows.

dLoss(z) i
SR — ()10 A (ding(5(2) 1) AsYaniy — ()1 3(@)], AsYei).
Thus, we complete the proof. [
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Next, we show our reformulation of the gradient by dropping the index 4o from Loss(z) q i,

Lemma C.3 (Gradient Reformulation, %). If we have for every i € [d*],

* The column function u(x);, € R™ (Definitions ,

* ()}, is a real number (Def.[B.2),
* s(w);, is an arbitrary element in R™ (Def. [B.3))

* U(x)jy.4, is a real number (Def.[B.3),

* Loss(z) i, is a real number (Def. @), and

Jo,x*

« B(x);, € R™is A3Y £(x)]
M~ ———

nxd - gx1

Then, we get
dLoss(x);,
dx

Proof. We can get

dLoss(z) ,

dzx

3 dLoss(2)jo,io

. dx

Zoe[d]

> AL (diag(s(x)j,) — 5(@)jo5(2) 1, ()j0,i0 As Vi
ioe[d]
= A, (diag(s(x)j0) — s(x)j05(x) ], )B(x)0,

and we note that the first equality is because Lemma [3.4] the 2nd equality is due to basic algebra,
and the 3rd equality comes from the lemma statement.

Thus, we complete this proof. [

Finally, we reformulate the gradient into its matrix form.
Lemma C.4 (Gradient Reformulation, ‘i"%s(m), Formal version of Lemma . If we have for every

€T

i€ [dY,

* The column function u(z);, € R™ (Definitions[B.))

* a(x)j, is a real number (Def. ,

* s(x)j, is an arbitrary element in R™ (Def. ,

* U(x)jy.4, is a real number (Def.[B.3),

* Loss(z)jo,i, is a real number (Def. [B.6)),

* B(x)j, € R is @% and

nxd  gx1

¢ 3@, € R s (diag(s(2);,) — 5(2)505(2)])B(@)s0

Then, we get
L(:;(x) - AL vee(y(z)

4502
d*xn nxn

18
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Proof. We show that

dloss(z) dLoss(z),
dz Z dx

Jo€[n]

= Z A;)/Y(m)jo
Jo€l[n]

= AT vec(y(x)),

where we note that the 1st equality is because of Lemma|[3.4] the 2nd equality is based on the lemma
statement, and the 3rd equality derives from basic concepts of vectorization.

Thus, we complete the proof. O

C.2 TIME COMPLEXITY FOR COMPUTING s(z) AND v(y) FUNCTIONS

In this section, we use the vector and matrix multiplication time complexity from Definition[A.2]and
Fact[A.3|to analyze the complexity of computing s(z) and v(y).

Lemma C.5. Pick s(z) and v(y) from Def. and Def. then it costs O(Tmat(n,d,d) +
Tmat(n, d,n)) time to get s(x), and it costs Tnat(n, d, d) time to get v(y).

Proof. We first show the time complexity of s(x).
Let A € R™*" be the RoPE attention matrix. Let D = A1,,. Then

s(z) = DA,

Then, we need Tiat(n, d, d) + Tmat(n, d, n) time to get A.

Next, we need O(n?) time to get D.

Now, we need O(n?) time to get D~ A.

Therefore, they cost time O(Tmat (7, d, d) + Tmat (1, d, n)) time .
We show the time complexity of v(y).

To get v(y) = AsY, it costs time Tiat(n, d, d).

Thus, we complete the proof. O

C.3 TIME COMPLEXITY FOR COMPUTING /(z) FUNCTIONS

In this section, we use the vector and matrix multiplication time complexity from Definition[A.2]and
Fact[A.3]to analyze the complexity of computing ¢(z).

Lemma C.6. We have {(x) from Def. then it costs Tmat (1, 1, d) + O(nd) to calculate ¢(x).

Proof. We show the time complexity of £(x), where ¢(z) = s(z)v(y) — E.

It costs Tomat (12, 1, d) time to get s(z)v(y).

Then, it requires O(nd) time to get s(x)v(y) — E.

Therefore, they cost time Tmat (7, 7, d) + O(nd).

Thus, we complete the proof. O

C.4 TIME COMPLEXITY FOR COMPUTING f3(x) AND ~y(z) FUNCTIONS

In this section, we use the vector and matrix multiplication time complexity from Definition[A.2]and
Fact[A.3|to analyze the complexity of computing 3(z) and y(z).

19
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Lemma C.7. Let 3(z) € R"*" be defined as B(z) := £(z)v(y) " and v(x) be defined as v(x)j, :=
(diag(s(x)j, — s(x)j,5(x);,B(x);, € R", given that s(x) € R™"*™ then (x) can be computed in
time of O(Tmat (1, n,d)) and y(x) can be computed in time of O(n?).

Proof. Here we present 3(x) as follows: 3(z) = £(z)v(y)".
It costs Tmat (1, d,n) time to get £(z)v(y) T, which equals to O(Tmat(n, 1, d)).
Next, we show the time complexity for v(z),, = (diag(s(z),, — s(x)jos(x);))ﬂ(z)jo It costs O(n)

time to get y(x);,. The reason is that s(z);,s(x)] is a rank one matrix and diag(s(z);,) is a

. . Jo
diagonal matrix

Given jo € [n], the time for (z) is O(n?) and we finish the proof. O

C.5 TIME COMPLEXITY FOR COMPUTING THE GRADIENT OF ROPE ATTENTION

Theorem C.8 (RoPE attention gradient computation time complexity, Restatement of Theorem 4.2)).
We define three n x d input sequence matrices as A1, As, As, and the n X d approximated attention
computation matrix as E. We define several input fixed matrices as X1, X2, Y € R¥™?. We define
X=X ® Xy A=A ® As. We define x := veﬁ() and try to get the Loss function gradient. Let

= w where Loss(X1, Xo) from Def.|3.3| Then, it costs O(Tmat(n, d, d)+Tmat (1, d, n))

time to get the gradient g € R4,

Proof. We show the time complexity of g as follows.

1. We need time O(Tmat (1, d, d) + Trat(n, d, n)) for s(z), v(y) from Lemma|C.2}
2. We need time O(Tmat(n, 1, d) + Tmat (1, d, d)) for £(x) from Lemma|C.3]

3. We need time O(Tmat(n, 1, d)) for 5(x) from Lemma|C.7}

4. We need time O(n?) for v(x) from LemmaC.7]

Therefore, it costs O(Tmat (7, d, d) + Tmat(n, d, n)) time overall for the gradient computation.
Thus, we complete the proof. [

D Low RANK APPROXIMATION OF ROPE ATTENTION

This section presents the fast running time using the low-rank approximations where the low-rank
matrices are generated from the polynomial method (see Lemma[A.T).

D.1 APPROXIMATE s USING LOW RANK APPROXIMATION

In this section, we use the low-rank approximation technique to approximate s(x)
Lemma D.1 (Low Rank Approximate s(z)). For any B = o(y/logn), let ki equals to n°™")
such that: Suppose we have two n x d matrices A1, As, X1,Xo € R™ gnd X = X; ®

Xy € RY*? . Agsume we can use O(logn) bits to write every entry from s(x). It holds that
maux{urzﬁlleﬂ007 [A2X32]lec} < B, then there are three matrices Uy, Vi, W, € R™*k1 guch that
U1V} Moo < €/ poly(n). Here s(x) = D~1A € R™ "™ where A is defined as the matrix
representatlon of exp((A @ W) vec(X)), and D = diag(A/d)1,,. Moreover, these matrices Uy, V;

can be created explicitly in n* ) fime.

Proof. By definition of A(X), we have
vec(A(X)) = exp(A @ W) vec(X).
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Hence, using the tensor trick, we have

A(X)ij = exp((Aig(j—1)n @ Wiy (j_1)n) vec(X)/d)
= exp((Air(—1)n @ wi—j)VeC( )/d).

We define w;_; := VeC(WZ i) € R and define W such that W, is an 1 x d? block and
WirG—1yn = w . We also define A := A; ® A3 € R" *xd” and X =X ® Xy € R xd?,
We use A, to denote the a 1 x d? subblock of A.

We can reformulate the attention matrix A as, for ¢, j € [n]

A(X)i,; = exp(Aiy(j—1)n X_ wi—j/d).
1xaz  PXE g2

Thus, we can show that
At —1ynXw;—j,
= (Al ix ® A s *)(Xl & Xz) VeC(WZ‘,j)
=AW jXg Ay

2,7,%

where 1st equality uses definitions of w;_;, A, and X, and the second step uses the tensor trick. We
complete our proof after applying Lemma[5.1] O

D.2 APPROXIMATE ¢ USING LOW RANK APPROXIMATION

In this section, we use the low-rank approximation technique to approximate ¢(x)

Lemma D.2 (Low Rank Approximate £(z)). Let d equal O(logn). Suppose we can use O(logn)
bits to write every entry in E,v(y) € R"*9. Define the {(x) € R"*? as specified in Def. Then,
we have Uy, Vi € R™¥ such that ||[U,V, v(y) — E — £(z)||ee < €/ poly(n).

Proof. Here, we present the bound as follows.

10V o(y) — B = () ]|oo = [ULV7 0(y) = s(2)0(y) ]|
= @)l - 1U1VF" = s(2) o
< ¢/ poly(n),

where the 1st is because of Def. 2nd step is based on the distributive law, and 3rd step is due to
Lemmal[D.dl O

D.3 APPROXIMATE /3 USING LOW RANK APPROXIMATION

In this section, we use the low-rank approximation technique to approximate 3(x)

Lemma D.3 (Low Rank Approximate 3(x)). Let ky = n°). We define ((x) € R"*? based on
Def. E] and v(y) € R™*? based on Def.|B.4} We suppose 3(x) is equal to v(y)€(x) ", which is an
Inn

n x n matrix. Let Uy, Vo € R™*2 such that |UsVy' — B(2)||ee < €/ poly(n).
can get Uy, V.

1+°(1) time, we

Proof. Let B(z) ~ B(z)
By Lemma U1V, v(y) — E approximately equals to /().

Then we define 3(z) = v(y) (U1 V,Tv(y) — E)T.
We can use the low-rank technique to represent 3(z) = v(y)v(y) TVAU, — v(y)ET.
Also, v(y) T Vi can be computed at first because it takes 7' +°(1) time.

Given that all low-rank matrices, we have Us, Vo € R™**2 where ko = max{d, k} +d = n°™),
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Here, we present the proof for obtaining the bound.

18(2) = B(@)lloo = (@) (U1} v(y) = B) " = v(y)l(z) [l
< 0Vi"v(y) = B = U(2) oo - [lo(y)]l o - d
< ¢/ poly(n)
where the first step is based on the definition of 3(z) and (), the second step is due to the dis-
tributive law, and the third step derives from Lemma|[D.2]

Thus, we complete the proof. O

D.4 APPROXIMATE vy USING LOW RANK APPROXIMATION

In this section, we use the low-rank approximation technique to approximate y(z). Specifically, we
apply the polynomial methods to v (x) and 2 (z) where v(x) = 1 (x) — v2(x)

First, we show the low-rank approximation of ~; (z).

Lemma D.4 (Low Rank Approximate v;(x)). Let ky = n°1). Let ky = n°1). We suppose v1 ()
is diag(s(z))B(x), and Uy, Vy be two n x ky matrices, in which ||U1V;" — f(2)|le < son o e

suppose two n. X kg matrices Ua, Va in which ||[UsVy — B(2)]|e0 < Soh G- Then we have two

n X ks matrices in which |[UsVy' — 71()||oc < €/ poly(n). We can construct Us, Vs in n'+°()
time.

Proof. LetUs = U; @ Uy and Vi = Vi @ Vs, and we can use n' (1) time to get them.
Let 5(z) = U, V," and B(z) = UV, .
Then, we have the following by Fact[A.5]

1UVs" = m1(@)lloo < [UsVs" — diag(s(2))B(2)ll
=[[T1 @ U2)(Vi @ Vo) " — diag(s(x))B(2)]|

= || diag(U1Vy")(U2V,") — diag(s(2))B(2)ll

= || diag(3(z))5(x) — diag(s(x)

= || diag(3(x))B(x) — diag(3(x)

( ( )

< || diag(5(x))B(x) — diag(3(x

~ poly(n)
where the first inequality is because of the def. of v;(x), the second equality is due to the def. of
Us, V3, the third equality is based on Fact the fourth equality is due to the def. of $(z) and

B(z), the fifth equality is due to simple arithmetic, the sixth inequality is because of the triangle
inequality, and the seventh inequality derives from Lemma|D.T|and Lemma|[D.3] O

(

)B(z)

)B(x) + diag(s(z))B(x) — diag(s(x))5(z)[eo
)B(x)

Next, we show the low-rank approximation of 2 (z).

Lemma D.5 (Low Rank Approximate vo(x)). Let k1 = n°1). Let ky = n°). Let ky = n°W). Let
vao(x) € R™ "™ where for jg in set [n), jo represents jo-th column, vy (x);, = s(a:)jos(x)jzﬁ(x)jo.
We suppose Uy, Vi € R™*1 in which U V]" — s(7)]|ee < Soh oy We suppose two n X ky
matrices Us, Vo in which |U3Vy — B(7)|s < sy Then, we have Uy, Vy € R™*k4 such that

1ULV," — 72(2)||loo < €/ poly(n). We can get Uy, Vy in n*T°1) time.

Proof. Let p(z) € R™ be p(z), = s(x);oB(x)jo-
We define p(z) ~ p(z).
Let (Ul‘/l)jo . S( )]o and (UQVYQ)jO x 6(.73‘)]‘0-
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Then, we define p(z) ;, as the inner product of 5(z) ;, and B(x) jo» and by Fact we have p(x);, =
(U1 V1) o, - (U2V2) ] .
Then, it costs n'T°() time if we compute V; V2T first.
Now, we show
p(x)jo = (U1Vi)jo.s - (U2V2), .
= (Ul)j07* Vl‘/Q (Uz)jo *

1xk: kixka [kyx1
Once the V1V, are pre-computed, the above step only takes O (k1 ko) time. Given that jo € [n], we
can have the total time O(nk;kq) = n'+o(),

We suppose 5(z) approximates s(x) and set is equal to U; V;". Then, we are able to approximate
~v2(x) using 5(z) and p(x) as follows.

We suppose J2(z) equals to S(x) diag(p(z)). Uy and Vj can be obtained since we can use the
low-rank approximation technique to represent s(x) and diag(p(x)) is a diagonal matrix. Basically
Uy = Uy and Vy = diag(p(z)) V.

Now, we need to control the error. We have

1UsVs" = 22(@)]lse = [F2(2) = 2(2) |

:Imﬁn(@ﬁmth—(@mpwhmm

= max [s(@)jop(2)jo — 5(2)jo (@) o + 5(2)jop(2)jo — () jo () ol

< mac [3(2)50P(@)io = $@)io ()i lloo + 18(@)s0(2)i0 = 5(&)iop(@)llow
< max [[5(z)jolloc - 12(2)jo = p(@)jo lloc + 15()jo = 5(@)jo lloc - 1) lloe

< ¢/ poly(n)

where the 1st equality is based on the def. of 2(x), the 2nd equality is due to def. of J2(z) and
~2(x), the 3rd equality is due to simple mathematical properties, the 4th step is due to the triangle
inequalities, and the Sth step is due to the distributive law.

Thus, we complete the proof. O

D.5 FAST COMPUTATION IN ALMOST LINEAR TIME

In this section, we present our main result. With the low-rank approximation, we can approximate
the RoPE gradient computations in almost linear time.

Theorem D.6 (Main result, Low Rank Approximate RoPE Attention Gradient, Restatement of The-
Oremu Assuming the entries of Ay, Aa, X1, Xa,Y, E are represented using O(log n) bits, there

is an n'+°W) time algorithm to solve AAttLGC(n,d = O(logn), B = o(v/logn)), from Def .

with the accuracy upper bounded by . To be more specific, a gradient vector g € R comes

1

poly(n)
. dL ~

out of our algorithm where || 32 — gl|oo < W(n)’

Proof. By Lemma and Lemma There are matrices v(x),v1(x) € R™*™ and vo(x), we

have
v(@) = n(x) — y2(2).

We assume Lemma [D.4] and Lemma [D.3] are true from Lemma [D.T]to Lemma[D.3] Thus, we can
have the following based on Lemma[D.4|Lemma[D.53]

We can use low-rank approximation technique to represent 71 (z) = UsV3" and F2(z) = UsV3' as
the approximation to v (x) and 2 (z) respectively.
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The cost is n'+°() time for every Lemma in Lemmas and[D.3]

We have the reformulated gradient from Lemma [C.4]as follows.

dL : ~
dioss(z) _ AT vec(y(z))
dz ~ ~—~—
d*xn? nxn
Therefore, n'T°() is the total running time.
We show that
dloss(X) ~ ~ ~
=g 9l = A vee(y(x) — AT vee(F(2))llo
x ~— — —~—
d4xn? nxn d*xn? nxn
=| AT (vec(y(z)) — vec(F(z
I, ',( (y(2)) (7(@)))lloo
d*xn? nxn nxn
=| AT |ls vec(y(z)) — vee(F(2))]| oo
I A lleoll vee(y()) @)l
d*xn? nxn nxn
= AL lleollv(2) = 7(@)lloo
d4 xn?

< €/ poly(n).

where the first equality is based on Lemma [C.4] the second equality is due to the distributive law,
the third equality derives from the definition of /., norm, the fourth equality is due to the def. of
vectorization, and the fifth inequality derives from the Lemmas in Lemma[D.4]and Lemma [D.5]

We choose € = —+—.
poly(n)

Thus, we have finished our proof. [

Remark D.7. The assumption in Theorem is practical. In practice, especially in recent long
context tasks, the n is large, e.g., n = 2x10° for Google’s Gemini 1.5 Pro (Gemini,|2024), while the
model training uses a half-precision floating-point format, e.g., the bit number is 16. Furthermore,
our assumption is “tight”, where if we slightly weaken the assumption, there is no algorithm that
can solve the RoPE attention gradient computation in truly sub-quadratic complexity (Theorem|6.1)).

Our Theorem accurately approximates (¢ = 1/ poly(n)) the RoPE attention gradient computa-
tion in almost linear time n'*°(1) under practical assumptions (see the above Remark . Thus,
our methods solve the last puzzle of RoPE attention acceleration. Combined with previous work on
ROPE attention inference (see Lemma[5.1)), this may make RoPE attention practical as we overcome
the theoretical quadratic time complexity barrier both in inference and training.

E HARDNESS

In this section, we provide the lower bound results to compute the gradient of RoPE attention.

Theorem E.1 (Lower bound). Assuming SETH, for any ¢ > 0, for the ARAttLGC(n,d =
O(logn), B = w(y/logn), there does not exist an algorithm which can be executed in time O(n?~%)
based on Def.[3.3]

Proof. We pick all of the W_,,_yy,...,Wy,_1 € R%*? as an identity matrix I,. Therefore, the gra-
dient computation of RoPE attention can be treated as the gradient computation of classic attention.
Thus, our lower bound result can derive from (Alman & Song, [2024c). O

LLM USAGE DISCLOSURE

LLMs were used only to polish language, such as grammar and wording. These models did not
contribute to idea creation or writing, and the authors take full responsibility for this paper’s content.
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