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Abstract

The feature attribution method reveals the contribution
of input variables to the decision-making process to pro-
vide an attribution map for explanation. Existing meth-
ods grounded on the information bottleneck principle com-
pute information in a specific layer to obtain attributions,
compressing the features by injecting noise via a paramet-
ric damping ratio. However, the attribution obtained in a
specific layer neglects evidence of the decision-making pro-
cess distributed across layers. In this paper, we introduce a
comprehensive information bottleneck (CoIBA), which dis-
covers the relevant information in each targeted layer to
explain the decision-making process. Our core idea is ap-
plying information bottleneck in multiple targeted layers to
estimate the comprehensive information by sharing a para-
metric damping ratio across the layers. Leveraging this
shared ratio complements the over-compressed information
to discover the omitted clues of the decision by sharing the
relevant information across the targeted layers. We sug-
gest the variational approach to fairly reflect the relevant
information of each layer by upper bounding layer-wise in-
formation. Therefore, CoIBA guarantees that the discarded
activation is unnecessary in every targeted layer to make
a decision. The extensive experimental results demonstrate
the enhancement in faithfulness of the feature attributions
provided by CoIBA.

1. Introduction

Vision transformer (ViT) achieves remarkable performance
in diverse fundamental computer vision tasks, such as
multi-modal [24, 36] and self-supervised learning [5, 12].
Despite this achievement, the black box nature stemming
from the complex structure of ViT restricts the testabil-
ity of the end-to-end system, impeding the failure diagno-
sis [10]. This limitation constrains the application of ViT in
safety-critical areas where transparency and interpretability
are considered important as well [22, 26]. Feature attribu-
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(a) Qualitative visualizations and similarity comparison
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(b) Cumulative number of each layer yielding optimal result per sample
Figure 1. The quantitative and qualitative comparisons of at-
tribution maps generated from different layers. We illustrate
the visualized attribution maps from the first to fourth columns in
Fig. 1(a) utilizing IBA [27]. The text on the top of each figure
indicates the index of the layer. We select the layer index of the
large model with interval 2. The fifth column in Fig. 1(a) shows
the similarity comparison between attributions of different layers.
Fig. 1(b) illustrates the cumulative number of each layer that pro-
vides the best explanation per sample. The uniformly distributed
data indicates the absence of the layer optimal for the explanation.

tion methods [4, 28, 30] are introduced to reveal the evi-
dence supporting the decision-making process. Many of the
existing attribution methods designed to interpret convolu-
tional neural networks show limited explainability to inter-
pret ViT [7]. To address this limitation, feature attribution
methods [3, 6–8, 35] tailored for interpreting ViT have been
proposed, leveraging either attention weights computed in
ViT or intermediate representations, such as the class token,
to generate attribution maps.

Although feature attribution methods have advanced in
interpreting ViT, they lack theoretical guarantees that low-
scored attributions are not necessary to the decision-making
process [27]. The methods [27, 37] grounded on the in-
formation bottleneck principle [2, 31] address this limita-
tion by guaranteeing the importance of attributions with a
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variational approximation. Information bottleneck for attri-
bution (IBA) [27] proposes the model-agnostic method to
compress the information unnecessary for the prediction by
positioning the bottleneck layer into the target layer. In-
putIBA [37] succeeds in providing a high-resolution attri-
bution map by directly measuring the information in the
input domain, assuming the prior distribution with a gen-
erative model. However, existing information bottleneck-
based methods face two main challenges. First, the re-
sulting attribution map reflects the partial of the decision-
making process as the restriction of the information flow
is conducted in a specific targeted layer. This constraint
provides inconsistent evidence for a single decision-making
process, leading to unobvious interpretations. Lastly, no
layer dominantly provides the most appropriate relevant in-
formation for explaining the decision-making process.

Fig. 1 shows the aforementioned issues with quantita-
tive and qualitative examples. In the first row in Fig. 1(a),
the visualization derived from the second layer (blocks.2)
highlights the barrel whereas the fifth (blocks.5) and eighth
layers (blocks.8) highlight the top and bottom of the wheels,
respectively. In the second row in Fig. 1(a), the visualiza-
tion in the earlier layer highlights the person holding the
racket, while the deeper layer progressively concentrates
on the racket. To confirm the layer-wise discrepancy in
attributions quantitatively, we measure SSIM [34] in the
right row of Fig. 1(a). As the layer providing attributions
distance farther, the dissimilarity in those attributions in-
creases. Thus, computing the relevant information from iso-
lated layer-specific information bottlenecks highlights dif-
ferent attributions for the same decision. Among the lay-
ers producing the attribution maps, there is no dominant
layer that provides the most appropriate relevant informa-
tion to explain the decision-making process. Fig. 1(b) com-
pares the cumulative number of each layer yielding attribu-
tions with the optimal insertion and deletion scores per input
sample. The results show a lack of the layer that produces
the most appropriate relevant information for explanation.
Thus, identifying the most faithful attribution from the lay-
ers requires a heuristic search due to the lack of criteria to
distinguish the optimal layer.

In this paper, we propose a novel comprehensive infor-
mation bottleneck for attribution (CoIBA), which reveals
the information relevant for each of the target layers to
provide the attributions. Our core idea is to reveal com-
prehensive relevant information by eliminating unnecessary
information in every targeted layer of the prediction. We
estimate the comprehensive information by sharing a pa-
rameterized universal damping ratio across layers, thereby
removing the requirements of additional heuristics. This
sharing strategy compensates for the over-compressed in-
formation of individual layers by sharing information in
each layer necessary for the decision. Since a channel el-

ement placed in the same location but different layers cap-
tures different features, we uniformly perturb all the channel
elements in a single token representation, to handle the in-
formation of different layers with a shared parametric ratio.
We suggest a variational upper bound to restrict information
flowing in all the targeted layers. Our approach eliminates
the heuristic search for balancing inconsistent information
along the layers by suggesting a variational upper bound to
fairly reflect the layer-wise relevant information.

We conduct experiments to show the correctness per-
formance of CoIBA utilizing various assessments. As the
evaluations are solely approximations, i.e. no ground truth
exists, we include FunnyBirds [15], which provide the
ground truth and assess the comprehensive quality of attri-
bution maps. To assess the feature importance assessment,
we leverage insertion/deletion [23] and remove-and-debias
(ROAD) [25], which evaluate the faithfulness of attribution
maps. In addition, we scrutinize the faithfulness of CoIBA
by analyzing the confident-aware assessment. We discuss
the effectiveness of our method with a rigorous discussion.

2. Related Works
Explanation Methods for Vision Transformer Existing
explanatory methods designed to interpret ViT provide the
attribution map utilizing the latent representation and the
corresponding gradients. However, these methods show
limited explainability while being adapted to ViT [7]. To
address this limitation, Rollout [1] linearly combines the at-
tention weights across the layers to compute the attribution
map. Trans-attr [7] provides the class-discriminative attri-
bution map by constructing the layer-wise relevance propa-
gation rule for ViT. Generic [6] produces the attribution map
with a generalized procedure to interpret diversified trans-
former models, leveraging the gradient of the attention map
to produce the class-discriminative attribution maps. IIA [3]
introduces the iterative integration across the input image,
leveraging the internal representations processed by the
model and their gradients. ViT-CX [35] utilizes the patch
embeddings and measures causal impacts to provide attri-
butions. Beyond [8] unfolds attention blocks with the chain
rule between final prediction, CLS, and tokens to obtain to-
ken contribution. Existing propagation-based approaches
require a specific implementation to weigh the contributions
of input variables. In contrast to this constraint, CoIBA does
not require implementing additional procedures as same as
IBA. Furthermore, aligning with the information bottleneck
principle, CoIBA guarantees the highlighted attributions are
important in all targeted layers for the decision.
Information Bottleneck Approach The information bot-
tleneck principle is broadly utilized to obtain information
in the activation necessary for the specific objective. To
this end, the information bottleneck-based methods com-
press the information unnecessary for the objective while
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Figure 2. Main difference between IBA and CoIBA. IBA ob-
tains the relevant information in the specific bottleneck-inserted
layer. Thus, obtaining layer-wise attribution maps necessarily re-
quires iterative running over the layers. In contrast, CoIBA seeks
the layer-wise relevant information from each bottleneck-inserted
layer with a universal damping ratio.

maintaining the relevant information. Given the challenges
of directly estimating the amount of information, a varia-
tional approach [18] is used to approximate the intractable
posteriors and marginals. The Deep Variational Informa-
tion Bottleneck [2] method employs the information bottle-
neck principle in deep networks, using a variational lower
bound alongside the reparameterization trick. Referring to
this strategy, IBA [27] adapts the information bottleneck
principles to restrict the information flow in an intermediate
layer and provides the relevant information as an attribution
map. InputIBA [37] provides high-resolution attributions
by directly estimating relevant information in the input do-
main. However, existing methods compute relevant infor-
mation solely considering a specific layer, overlooking the
information necessary in the different layers. In contrast to
this process, CoIBA obtains comprehensive relevant infor-
mation from the multiple layers, highlighting the evidence
important in every targeted layer to make a decision.

3. Method

The main goal of CoIBA is to produce an attribution map
by reflecting the information relevant to the targeted layers,
which is opposed to the IBA as shown in Fig. 2. To show
this procedure, we first introduce IBA in Sec. 3.1 and dis-
cuss the limitations of the existing information bottleneck-
based approach in Sec. 3.2. Then, in Sec. 3.3, we describe
the overall procedure of CoIBA. Finally, we introduce a
variational upper bound, which enhances the reflection of
layer-wise relevant information in Sec. 3.4.
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Figure 3. Quantitative and qualitative results of IBA*. In the
first row, the horizontal line indicates the performance of layer-
specific relevant information, i.e., IBA. We report the difference in
insertion and deletion scores (∆InsDel). The higher score is better
for this metric. The visualized attribution maps are illustrated in
the second row obtained from VIT-B-16/224 [11].

3.1. Background – IBA
IBA adopts an information bottleneck principle to produce
relevant information to provide an attribution map. To this
end, in l-th layer, IBA computes the bottleneck representa-
tion Zl as follows:

Zl = λlRl + (1− λl)ϵl . (1)

Here, the damping ratio λl is a learnable parameter assigned
at the bottleneck layer, manipulating the degree of damping
signal between the activation Rl and the independent noise
ϵl. The independent noise ϵl is sampled from the Gaussian
distribution. To maintain the statistic of internal represen-
tation, the Gaussian distribution shares the mean µRl

and
variance σRl

with the representation Rl.
IBA minimizes the shared information between the acti-

vation Rl and bottleneck variable Zl while maximizing the
shared information between the bottleneck variable Zl and
the label Y as follows:

max
λl

I[Zl;Y ]− βI[Rl, Zl] . (2)

Here, β is a hyperparameter manipulating the trade-off be-
tween compression and relevancy in l-th layer.

3.2. Motivation
IBA selects a specific layer to obtain relevant information
to provide an attribution map. However, the relevant infor-
mation of a specific single layer does not reflect the over-
all evidence required in the sequence of layers to make a
decision. To demonstrate our insistence, we illustrate the
quantitative comparison of the attribution maps obtained in
a specific layer and multiple layers in Fig. 3, leveraging in-
sertion/deletion [23]. We iterate IBA multiple times along
the layers to obtain the set of individual relevant information
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Figure 4. The quantitative comparisons of explanation meth-
ods in high-confident (easy) and low-confident (hard) input
samples. The confidence score is the softmax probability of the
target class predicted by the model. We compare the information-
bottleneck-based methods including IBA [27], IBA∗, and CoIBA
(marked with a circle), and the propagation-based explanation
baselines including Beyond [8], IIA [3], and Chefer-LRP [7] meth-
ods (marked with a triangle). We utilize DeiT-B-16/224 [32] for
the evaluation. For insertion and deletion, higher and lower scores
are better, respectively.

for each layer. After that, we compute a linear combination
over the set of individual relevant information. We denote
this procedure as IBA∗. As shown in the results, the attri-
bution maps produced by IBA∗ archive better scores com-
pared to the IBA. To scrutinize the quantitative results be-
tween IBA∗ and IBA, we split the insertion/deletion scores
by the confidence scores of the model in Fig. 4. As shown
in the results, the increase in performance is only observed
in high-confident samples, unlike in low-confident samples.
Therefore, even iterating IBA, which requires high compu-
tational cost, shows limited performance enhancement ac-
cording to the difficulty of each sample.

3.3. Comprehensive Information Bottleneck
Our comprehensive information bottleneck (CoIBA) inserts
the bottleneck layer into the sequence of targeted layers to
restrict the information flowing in the intermediate layer.
Within the bottleneck layer, CoIBA restricts the information
with the learnable universal damping ratio shared across the
bottleneck-inserted layers. Our goal is to optimize the uni-
versal damping ratio to obtain the layer-wise relevant infor-
mation while fulfilling the information bottleneck objective.
The universal damping ratio enables the attributions to iden-
tify distributed relevant information omitted by IBA, which
restricts information in a layer-specific manner.
Formulating Information Restriction The model is
trained to make a decision Ỹ = f(X) to predict the ground
truth Y by taking input X . To make a decision, the in-
put sample X is contextualized by passing through the se-
quence of intermediate layers. Here, we insert the bottle-

neck layer into the targeted layer. The role of the bottle-
neck layer is to restrict the information by dampening the
signal of the intermediate representation passing through
the L bottleneck-inserted layers. We perturb the interme-
diate representations in the l-th layer to dampen the signal.
To dampen the signal, we inject the independent noise ϵl
into the intermediate bottleneck representation R′

l, which is
computed from the bottleneck variables Zl−1 of the preced-
ing layer. Note that the first element of intermediate bottle-
neck representations is the non-perturbed intermediate rep-
resentation, i.e., R′

1 = R1. Thus, we obtain the bottleneck
representation Zl as follows:

Zl = λR′
l + (1− λ)ϵl , (3)

Here, a universal damping ratio λ ∈ RP×1 manipulates the
degree of perturbation for each token, denoting P as the
number of patches. Thus, λ is ranged from 0 to 1, allowing
the propagation of the signal when λ = 1 otherwise block-
ing it when λ = 0. As the universal damping ratio λ is
consistently adapted to the layers, we omit the layer index
in the notation. We compute λ = sigmoid(α) by passing
the trainable parameter α, which is initialized with 5, to the
sigmoid function. The universal damping ratio uniformly
perturbs the signal along the channel dimension. This set-
ting avoids handling the neurons that capture different fea-
tures with the same coefficient and induces concentration
on the token’s importance. We empirically show this uni-
form perturbation across the channels enhances the faith-
fulness of resulting relevant information. The independent
noise ϵl shares the dimension and is sampled from the Gaus-
sian distribution with the mean µRl

and variance σ2
Rl

, such
that ϵl ∼ N (µRl

, σ2
Rl
). To minimize statistical differences

between the bottleneck variable and non-perturbed activa-
tions, we leverage the mean µRl

and variance σ2
Rl

from
those of the non-perturbed activations.
Information Bottleneck Objective The information bot-
tleneck principle desires to obtain information necessary
for the objective while compressing irrelevant information
from the signal. Compressing irrelevant information is per-
formed by minimizing the shared information between the
activation of a bottleneck-inserted network and the bottle-
neck representation. Building upon this, we compress the
amount of information by minimizing the mutual informa-
tion between internal sequences of bottleneck representa-
tions while maximizing the mutual information between
the ground truth and bottleneck representations. Combin-
ing two aspects with the ground truth Y , we maximize the
mutual information between the bottleneck variable and the
ground truth while minimizing the mutual information be-
tween bottleneck representations as follows:

max
λ

I[ZL;Y ]− 1

L

(∑
L
l=1 βlI[Zl−1;Zl]

)
. (4)
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Figure 5. An overview of CoIBA. CoIBA restricts the information flow using a universal damping ratio while upper-bounding the infor-
mation of each layer. After that, CoIBA aggregates the relevant information from each layer to produce an attribution map.

Here, the trade-off parameter βl governs the degree of com-
pression in each layer. Since the bottleneck layers are in-
serted into the sequence of layers, the compression term
includes the accumulated sequence of mutual information
of bottleneck variables I[Zl−1;Zl]. Here, the Z0 indicates
the original intermediate representation as the first element,
such that Z0 = R1. We maximize the relevancy term
I[ZL;Y ] while compression to maintain the shared infor-
mation between bottleneck variables and the ground truth.
We maximize this term by minimizing the cross-entropy
loss Lce.

Utilizing KL divergence, the mutual information be-
tween internal representations I[Zl−1;Zl] is formulated by:

I[Zl−1;Zl] = EZl−1
[DKL[P (Zl|Zl−1)||P (Zl)]] (5)

However, the direct estimation of the prior distri-
bution P (Zl) is intractable as it requires the in-
tegration of bottleneck representations P (Zl) =∫

Zl−1
P (Zl|Zl−1)P (Zl−1)dZl−1 of the correspond-

ing l-th layer. Thus, we assume the prior distribution Q(Zl)
as Gaussian distribution N (µRl

, σ2
Rl
), reconstituting the

mutual information computation as follows:

I[Zl;Zl−1] ≤ EZl−1
[DKL[P (Zl|Zl−1)||Q(Zl)]]. (6)

Since assuming the prior distribution with Gaussian distri-
bution only overestimates the mutual information, minimiz-
ing this term suppresses the mutual information of the com-
pression term.

3.4. Variational Upper Bound
As discussed in Sec. 4.6, the relevant information obtained
by suppressing layer-wise mutual information suffers from
reflecting layer-wise relevant information due to the incon-
sistent amount of information along the layers. Thus, ob-
taining the sequence of trade-off parameters {βl}Ll=1 re-
quires an extensive heuristic search to balance the degree

of compression for each layer. To overcome this issue, we
suggest the variational upper bound for CoIBA, referring to
the two following points. First, since there is no additional
information propagated during the forwarding pass, the mu-
tual information of intermediate layers would not be greater
than the mutual information between the model input and
output. Second, the iterated noise-injection procedure di-
minishes the mutual information among the internal and
bottleneck representations, i.e., I[Zl;Zl+1] ≤ I[Zl−1;Zl].
Building upon these bases, we establish an upper bound
that encompasses the combined mutual information from
all subsequent layers as follows:

I[R1;Z1] ≥
1

L

(∑
L
l=1 I[Zl−1;Zl]

)
. (7)

Accordingly, we reconstitute the objective to be a simplified
formula, leaving only a single hyperparameter β as follows:

max
λ

I[ZL;Y ]− βI[R1;Z1] . (8)

To compress the subsequent layers, the simplified objec-
tive necessitates calculating only the mutual information of
the first layer I[R1;Z1]. This term solely utilizes the non-
perturbed intermediate and bottleneck representations of the
first layer, simplifying the objective calculation. In terms
of relevant information computation, referring to the data
processing inequality, the inequality I[Y ;Zl] ≤ I[Y ;Zl−1]
holds. Thereby, in contrast to the layer-specific information
bottleneck, which overestimates mutual information in the
earlier layers during compression [37], CoIBA relieves the
overestimation. This is because, as discussed in Sec. 4.6,
the relevant information is compensated as the sequence of
bottleneck variables joins the objective computation.
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Figure 6. Quantitative comprehensive assessment on FunnyBirds experiment: The abbreviations Com. Cor. and Con. indicate
Completeness, correctness, and contrastivity. The center score indicates the comprehensive result of enumerated aspects. Acc. and B.I.
indicate accuracy and background independence, respectively. We provide detailed numeric in the supplementary material.

Variant Model Chefer-LRP [7] Generic [6] IIA [3] ViT-CX [35] IBA [27] Beyond [8] CoIBA

ViT

ViT∗-S-16/224 - 14.56/56.08 13.69/57.31 14.98/56.65 13.56/58.64 13.50/58.47 11.08/63.35
ViT∗-T-16/224 - 9.00/48.95 8.50/49.75 12.08/45.09 8.02/49.22 11.26/44.07 6.97/54.23
ViT-B-16/224 17.67/56.69 17.92/57.03 16.56/58.7 16.94/58.17 17.23/59.06 15.84/60.37 13.01/62.58
ViT-L-16/224 20.97/53.81 20.17/55.54 20.14/55.22 19.76/57.38 20.88/54.85 18.99/56.55 15.40/61.14

DeiT

DeiT-S-16/224 12.76/47.51 12.10/48.64 10.89/49.76 17.57/44.43 11.43/47.87 11.13/48.88 9.55/53.38
DeiT-B-16/224 14.63/48.79 15.10/49.41 13.69/50.51 18.21/46.97 13.95/50.18 14.45/48.88 11.79/53.96

DeiT3-B-16/224 - 15.70/52.42 15.38/52.70 18.88/50.40 15.07/53.32 14.71/54.07 12.97/56.54
DeiT3-L-16/224 - 22.10/62.73 17.75/55.93 26.11/59.60 21.01/65.60 19.34/64.27 17.64/67.20

Swin Swin-B - 33.76/42.94 - - 18.03/52.81 23.73/50.39 17.09/54.80
Swin2-B - 34.71/47.16 - - 20.94/53.85 31.32/49.44 18.88/55.77

Table 1. Quantitative feature importance assessment on insertion ↑ / deletion ↓. (∗) denotes the ViT trained with strong regularization
techniques [29]. We underline the state-of-the-art performance among the baselines.

4. Experiments

4.1. Setup

Architectures We select variants of ViT for our experi-
ment, including original ViT [11] and DeiT models [32, 33],
trained with ImageNet-21k (IN-21k) and ImageNet-1k (IN-
1k), respectively. We include the variants in depth interpo-
lated from ViT-T, ViT-S, ViT-B, ViT-L, and ViT-H models.
For the ViT-T and ViT-S models, we utilize the model pre-
trained with massive regularization techniques [29]. The
ViT-H model is pre-trained with CLIP [24]. We present the
settings of the ViT-B model with patch size 16 and image
resolution 224 as ViT-B-16/224. We include Swin trans-
formers [20, 21], demonstrating the generalized ability of
CoIBA in multi-scale features processing. The details of
settings and further results about convolutional neural net-
works are included in the supplementary material.

Feature Attribution Methods We compare the vari-
ous feature attribution methods including Chefer-LRP [7],
Generic [6], IIA [3], ViT-CX [35], Beyond [8], and
IBA [27] as baselines. We select β = 10 for IBA and 6-
th layer to insert bottleneck. For CoIBA, we select trade-
off hyper-parameter β as 1. We insert the bottleneck layer
from s-th departure to e-th arrival layers, which are cho-
sen, 4, and 12, respectively, for ViT-B. For the optimiza-
tion, we set the learning rate, batch size, and optimizer as 1,
10, and Adam [17]. The additional hyperparameter settings

are included in the supplementary material. For Swin trans-
formers, we only report the explanation methods that do not
require methodology modification, including Generic, ViT-
CX, IBA, Beyond, and CoIBA. We utilize RTX A6000 GPU
for all the experiments.
Datasets We utilize ImageNet-1k [9] (IN-1k), ImageNet-A
(IN-A) [14] and ImageNet-R (IN-R) [13] validation datasets
for the experiments. We leverage IN-A and IN-R to conduct
the difficult-aware analysis.

4.2. FunnyBirds Assessment
The FunnyBirds [15] experiment provides the ground truth
for the evaluation. With the help of ground truth, the Funny-
bird framework assesses the quality of the attribution map
from three perspectives: completeness, correctness, and
contrastivity. Fig. 6 illustrates the qualitative and quantita-
tive results of the Funnybirds experiment. As shown in the
results, CoIBA outperforms all the baselines, including the
propagation or gradient-based approaches. Furthermore, in
contrast to IBA, CoIBA obtains an attribution map with sig-
nificantly enhanced contrastivity.

4.3. Insertion/Deletion
Insertion/deletion [23] measures the correctness of feature
importance highlighted by an attribution map. The inser-
tion/deletion method gradually inserts or deletes informa-
tive pixels in ascending order of attribution to compute the
area under the curve scores. In insertion/deletion, methods
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Model Chefer-LRP [7] Generic [6] IIA [3] ViT-CX [35] IBA [27] Beyond [8] CoIBA
ViT-B-16/224 20.87/64.37 22.15/65.31 19.58/66.19 19.04/65.36 20.99/68.80 17.93/68.44 16.63/73.68

DeiT-B-16/224 15.31/59.55 16.76/59.78 14.74/61.21 18.37/57.44 15.62/61.53 15.37/60.06 11.59/67.12
ViT-L-16/224 29.92/64.87 28.31/66.51 28.39/65.92 24.30/67.27 30.55/66.97 25.47/66.68 22.03/74.88

DeiT3-L-16/224 - 20.28/69.87 19.72/70.02 24.43/66.60 19.56/71.23 19.41/70.52 15.02/76.13
ViT†-H-16/224 - 30.06/61.34 32.27/60.98 30.34/57.70 28.30/62.29 28.11/62.96 23.38/66.95

Table 2. Quantitative feature importance evaluation of ROAD (MoRF ↓ / LeRF ↑). The higher and lower scores indicate better
attribution map quality for MoRF and LeRF, respectively. The underlined scores indicate the highest performance among the baselines.
(†) denotes the ViT trained with CLIP [24].
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Figure 7. Quantitative difficulty-aware correctness assessment on insertion/deletion and ROAD. We measure differences in inser-
tion/deletion (∆InsDel↑) and ROAD (∆ROAD↑) scores. We fill the regions including low-confident samples and high-confident samples
with red and blue, respectively, based on the prediction made by the model. The first to third columns illustrate the quantitative results of
the IN-1k. The fourth and fifth columns include the results of IN-A and IN-R datasets, respectively.

providing better correctness performance achieve higher
scores for insertion and lower scores for deletion. We grad-
ually deleted or inserted around every 3.5% pixels of the
input image and randomly sampled 6,000 samples from the
IN-1k validation dataset for the assessment. As shown in
Table 1, the attributions provided by CoIBA yield predomi-
nant correctness performance compared to baselines. Espe-
cially, the consistent increase in correctness from the Swin
transformer demonstrates the generalizability of CoIBA.

4.4. Remove and Debias
The remove-and-debias (ROAD) [25] experiments measure
the correctness of the attribution maps, addressing the class
information leakage problem (i.e., the shape of the mask)
observed in the remove-and-retrain (ROAR) [16] experi-
ment. We average the quantitative scores over the 6,000 ran-
domly selected images when 20, 40, 60, and 80% of pixels
are imputed in two perspectives: most relevant first (MoRF)
and least relevant first (LeRF). As shown in Table 2, CoIBA
outperforms existing methods in MoRF and LeRF experi-
ments with a sizable gap. These results demonstrate that
regardless of the imputation type, CoIBA outperforms all
the baselines regardless of the model setting (patch size and
depth) and pre-trained dataset.

4.5. Difficulty-aware Correctness Assessment
We compare the quantitative quality of attribution maps
yielded by CoIBA and baseline methods in terms of
difficulty-aware assessment, in addition to correctness as-
sessments of overall samples. Leveraging the confidence
scores, and the prediction probability of a target class, we
divide the confidence scores with 20 intervals as in Sec. 3.2.
As shown in Fig. 7, CoIBA consistently outperforms all the
baselines regardless of the confidence scores predicted with
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(b) Ablation on arrival layer
Figure 8. Comparisons of different departure s and arrival e
layer settings. We plot the hyper-parameters selected for CoIBA
as a solid line. We compare the quantitative results of the discrep-
ancy between AUC scores of insertion/deletion (∆InsDel) with
different intervals of confidence scores outputted by the model.
The better attribution method achieves a higher score. We provide
further results in the supplementary material.

each sample, predicted by the model. Along with IN-1k, we
include the quantitative results of IN-A and IN-R. As both
IN-A and IN-R datasets include the low-confident (difficult)
samples compared to IN-1k, these quantitative results sup-
port the demonstration that CoIBA outperforms the correct
performance with low-confident samples.

4.6. Discussion
Ablation on Bottleneck-inserted Layers In this section,
we confirm whether including multiple layers enhances the
correctness of the resulting attribution map. Fig. 9 shows
the comparison of the quantitative results by interpolating
departure (s) and arrival (e) layers from earlier to deeper
layers. The results demonstrate that increasing the num-
ber of layers to compute relevant information consistently
enhances the correctness quality of an attribution map. Fur-
thermore, CoIBA consistently outperforms IBA* with large
margins, requiring only a single iteration. Thus, in CoIBA,
various layers gladly reveal the omitted relevant informa-
tion obtained from a specific layer.
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(c) Ablation on universal damping ratio

Figure 9. Ablation study on layers to analyze universal damp-
ing ratio. Fig. 9(a) illustrates the change in mutual information for
compression terms I[Z1;R1] in Eq. (8) and the Fig. 9(b) shows the
change in accuracy. We utilize the ViT-B-16/224 model for these
experiments. The mutual info. denotes mutual information.

Effectiveness of Universal Damping Ratio We investi-
gate whether leveraging the universal damping ratio com-
pensates for over-compression in Fig. 9(a) while amplifying
the relevant information in Fig. 9(b). We compare the differ-
ent numbers of targeted layers to compare the quantitative
results. The results illustrated in Fig. 9(a) show that lever-
aging the universal damping ratio complements the over-
compressed information that occurred in earlier layers, due
to the delivered relevant information from deeper layers.
Concurrently, as shown in Fig. 9(c), leveraging the univer-
sal damping ratio amplifies the relevant information term
in Eq (8). Aligning with these results, compared by as-
signing individual damping ratios to each layer, our univer-
sal damping ratio enhances the correctness performance of
CoIBA. Therefore, leveraging the universal damping ratio
to targeted multiple layers significantly enhances the cor-
rectness performance of CoIBA by compensating for the
over-compression and amplifying the relevant information.
Effectiveness of Variational Upper Bound We demon-
strate the effectiveness of our variational upper bound by
measuring correctness performance and whether the rele-
vancy of different layers is fairly reflected in attributions.
We compare quantitative results obtained by leveraging a
variational upper bound (Eq. (8)) versus linearly combin-
ing layer-wise mutual information (Eq. (4)) in Fig. 10(a).
As shown in the results, leveraging our variational upper
bound is better at correctly identifying feature importance,
regardless of confidence scores. In addition to this result,
we confirm whether the relevant information of each layer
is fairly reflected in the attribution map by comparing sim-
ilarities. Concretely, we compare the similarity of both set-
tings (Eq. (4) and (8)) with layer-specific relevant informa-
tion computed by iterating IBA with channel uniform per-
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(c) Ablation on channel uniform perturbation

Figure 10. Quantitative analysis on CoIBA. We report the results
divided by the confidence score computed by the model. For the
comparison, we include the ViT-B model pre-trained with CLIP in
Fig. 10(c). We filled the discrepancy in performances with blue
color in Fig. 10(c). The solid line indicates the results of CoIBA.

turbation, denoted as IBA∗. We employ CKA [19] as a sim-
ilarity metric. As shown in Fig. 10(b), leveraging our upper
bound yields the comprehensive relevant information of all
the layers. This result demonstrates that our variational up-
per bound encourages the resulting comprehensive relevant
information to fairly reflect the relevancy of each layer.
Effectiveness of Uniform Channel Perturbation We
demonstrate the effectiveness of uniform channel perturba-
tion by comparing the correctness performance of uniform
(unif.) and non-uniform (non-unif.) channel perturbation
strategies. As shown in Fig. 10(c), the uniform channel
perturbation consistently enhances the correctness perfor-
mance of IBA for low-confident samples. In addition to this
result, uniform channel perturbation significantly enlarges
the correctness of resulting attribution maps, regardless of
the confidence scores. These enhanced correctness perfor-
mances demonstrate the effectiveness of our uniform chan-
nel perturbation, regardless of the method.

5. Conclusion
In this paper, we introduce CoIBA, which reveals the com-
prehensive relevant information to produce an attribution
map, revealing the omitted relevancy in IBA with a theoreti-
cal guarantee. CoIBA shares the universal damping ratio to
compensate for the over-compressed information, deliver-
ing relevancy among the bottleneck-inserted layers. CoIBA
clearly judges the importance of each token by leveraging
uniform channel perturbation. We leverage variational ap-
proximation to upper bound the information to ensure the
eliminated activations are not necessary for the bottleneck-
inserted layers to make a decision. CoIBA demonstrates a
substantial improvement over existing methods in numer-
ous experiments and discussions.
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