Evaluating the Effectiveness of Black-Box Prompt Optimization as the
Scale of LLMs Continues to Grow

Anonymous EMNLP submission

Abstract

Black-Box prompt optimization methods have
emerged as a promising strategy for refining
input prompts to better align large language
models (LLMs), thereby enhancing their task
performance. Although these methods have
demonstrated encouraging results, most stud-
ies and experiments have primarily focused on
smaller-scale models (e.g., 7B, 14B) or earlier
versions (e.g., GPT-3.5) of LLMs. As the scale
of LLMs continues to increase, such as with
DeepSeek V3 (671B), it remains an open ques-
tion whether these black-box optimization tech-
niques will continue to yield significant perfor-
mance improvements for models of such scale.
In response to this, we select three well-known
black-box optimization methods and evaluate
them on large-scale LLMs (DeepSeek V3 and
Gemini 2.0 Flash) across four NLU and NLG
datasets. The results show that these black-box
prompt optimization methods offer only lim-
ited improvements on these large-scale LLMs.
Furthermore, we hypothesize that the scale of
the model is the primary factor contributing
to the limited benefits observed. To explore
this hypothesis, we conducted experiments on
LLMs of varying sizes (Qwen 2.5 series, rang-
ing from 7B to 72B) and observed an inverse
scaling law, wherein the effectiveness of black-
box optimization methods diminished as the
model size increased.

1 Introduction

Prompt optimization methods have emerged as an
effective strategy for enhancing task performance
by carefully refining input prompts to better align
with LLMs (Brown et al., 2020). Broadly speak-
ing, existing prompt optimization methods can be
classified into two categories: white-box and black-
box prompt optimization methods. White-box
prompt optimization techniques typically involve
utilizing gradient information to refine prompts.
For instance, AutoPrompt (Shin et al., 2020) uses
gradient-based methods to iteratively replace dis-

crete prompt tokens, refining the initial prompt and
improving performance on downstream tasks. Sim-
ilarly, prefix tuning (Liu et al., 2022) and prompt
tuning (Lester et al., 2021) fine-tune additional
soft continuous embeddings, referred to as "soft
tokens," to construct more effective task-specific
prompts. Although these methods show promising
results, they require access to the model’s internal
gradients or parameters, limiting their applicabil-
ity in many closed-source models, such as GPT40
(Hurst et al., 2024) and Gemini (Anil et al., 2023).

Another category of prompt optimization meth-
ods is based on nonparametric black-box tech-
niques. These methods typically optimize prompts
through calling external APIs, without the need to
access the internal model parameters or gradients.
For example, EvoPrompt (Guo et al., 2023) utilizes
evolutionary algorithms to iteratively search for bet-
ter task prompts through crossover and mutation.
Similarly, methods like ProTeGi (Pryzant et al.,
2023), BPO (Cheng et al., 2023), and OPRO (Yang
et al., 2023) use LLMs themselves as optimizers,
generating improved task prompts by leveraging
text feedback signals from the LLMs. Despite these
methods demonstrating substantial performance
improvements, they have primarily been tested on
smaller-scale LLMs (e.g., those with fewer than
14B parameters) or earlier versions of LLMs (e.g.,
GPT-3.5 (Ye et al., 2023)). As LLMs continue to
scale up, it is still uncertain whether these black-
box optimization techniques will maintain their
ability to deliver substantial performance gains.

To address this question, we selected three popu-
lar black-box optimization methods and evaluated
their performance on large-scale LLMs, DeepSeek
V3 (DeepSeek-Al, 2024) and Gemini 2.0 Flash
(Pichai et al., 2024), across four NLU and NLG
benchmark datasets. The experimental results
demonstrate that the performance improvements
from these methods have become less significant.
For the NLU datasets, the average accuracy im-



provements for DeepSeek V3 and Gemini 2.0
Flash across these three optimization methods were
0.86% and 1.16%, respectively. Similarly, for the
NLG datasets, the corresponding metric improve-
ments for DeepSeek V3 and Gemini 2.0 Flash were
1.04% and 2.03%, respectively. We hypothesize
that the limited improvements are primarily due to
the issue of model scale. To investigate this further,
we conducted experiments on LL.Ms of varying
sizes, specifically the Qwen 2.5 series, with model
sizes ranging from 7B to 72B parameters. The
results revealed an inverse scaling law, in which
the efficacy of black-box optimization methods de-
creased as the model size increased. In brief, our
work offers two key contributions:

* We evaluate three black-box optimization
methods on large-scale LLMs using four NLU
and NLG datasets, finding only limited im-
provements in performance.

* Our findings reveal an inverse scaling pat-
tern, where the effectiveness of black-box op-
timization decreases as the size of the LLM
increases.

2 Related Work

2.1 White-Box Prompt Optimization Methods

Early white-box prompt optimization methods,
such as AutoPrompt (Shin et al., 2020), utilize
gradients to search for discrete prompt tokens to
improve model performance. Wen et al. (2023)
expanded these hard prompt optimization meth-
ods to multimodal tasks, including text-to-image
generation. Prefix-Tuning (Li and Liang, 2021) in-
troduced continuous, task-specific vectors as ““soft
tokens," optimizing them via gradients to boost per-
formance. Furthermore, P-Tuning v2 (Liu et al.,
2022) optimized “soft embeddings" across mul-
tiple transformer layers, achieving improvements
across a broader range of tasks. More recently,
GReaTer (Das et al., 2024) incorporated reason-
ing path information into gradient-based prompt
searches, yielding significant performance improve-
ments over prior methods.

2.2 Black-Box Prompt Optimization

Black-box prompt optimization methods seek to en-
hance task performance by refining prompts with-
out accessing the model’s internal parameters or
gradients. For example, EvoPrompt (Guo et al.,

2023) employs evolutionary algorithms, includ-
ing crossover and mutation, to iteratively refine
prompts. APE (Zhou et al., 2022) frames black-box
prompt optimization as a program synthesis prob-
lem, refining prompts through top-k sampling and
resampling. OPRO (Yang et al., 2023) integrates
historical optimization trajectory information to im-
prove the stability of the optimization process. Pro-
TeGi (Pryzant et al., 2023) refines prompts through
iterative language feedback, resulting in enhanced
performance. Likewise, BPO (Cheng et al., 2023)
optimizes prompts using human feedback and uti-
lizes a small LLM as a prompt optimizer, reducing
the high costs associated with large-scale LLMs.

3 The Effectiveness of Black-Box Prompt
Optimization Methods on Large-Scale
LLMs

3.1 Datasets and Evaluation Metrics

The four datasets used in this study include SST-5
(Socher et al., 2013), a dataset for sentiment clas-
sification based on movie reviews; AG’s News
(Zhang et al., 2015), a corpus for news catego-
rization across four primary topics: World, Sports,
Business, and Sci/Tech; SAMSum (Gliwa et al.,
2019), a dialogue summarization using messenger-
style conversations and ASSET (Alva-Manchego
et al., 2020), a dataset for sentence simplification,
where each sentence is paired with multiple refer-
ence simplifications. For NLU datasets, we ran-
domly sample 500 examples as training dataset
for prompt optimization and 500 examples as test
dataset for evaluation, while the NLG datasets are
trained and assessed on their complete examples re-
spectively. For evaluation metrics, accuracy is used
for SST-5 and AG’s News, while ROUGE-L (Lin,
2004) and SARI (Xu et al., 2016) are employed for
SAMSum and ASSET, respectively.

3.2 Experimental Design

Three black-box prompt optimization methods are
utilized for evaluation. Specifically, the EvoPrompt
method (Guo et al., 2023) refines the initial prompts
through a stepwise evolutionary process, generat-
ing candidate prompts via crossover and mutation,
and selecting the best-performing prompt after four
iterative optimization cycles on the training data.
The ProTeGi method (Pryzant et al., 2023) opti-
mizes initial prompts by leveraging text language
gradients derived from the training data, also under-
going four optimization rounds. The BPO method



Model SST-5 (acc.) AG’s News (acc.) SAMSum (ROUGE) ASSET (SARI)
DeepSeek V3

+ EvoPrompt 56.0 — 56.6 83.6 — 84.8 344 — 354 453 — 458

+ ProTeGi 56.0 — 56.4 84.0 — 85.8 339 — 33.7 46.4 — 46.9

+ BPO 56.0 — 56.4 84.6 — 83.8 33.9 — 34.1 453 —45.8

Average % Increase 0.83% 0.88 % 0.97 % 1.10%
Gemini 2.0 Flash

+ EvoPrompt 56.4 — 56.8 824 — 854 37.2 — 385 454 — 47.6

+ ProTeGi 55.6 — 56.2 82.5 — 835 372 —37.6 44.6 — 46.0

+ BPO 57.6 — 58.2 82.8 — 82.2 37.2 —36.9 442 — 444

Average % Increase 0.94% 1.38% 1.25% 2.81%

Table 1: Performance of Black-Box Prompt Optimization Methods on DeepSeek V3 & Gemini 2.0 Flash.

Model Comparison of the Initial and Optimized Prompts on the AG’s News Dataset

Initial Identify the category of the text (e.g. Technology, Sports, World, Business).

DeepSeek V3 Identify the main topic of the content and select from the categories: World, Sports, Business, or Tech.

Gemini 2.0 Flash ~ Categorize the following news article under one of these themes: World, Sports, Business, or Tech.
Identify the article’s primary subject to make your selection.

Model Comparison of the Initial and Optimized Prompts on the SAMSum Dataset

Initial Please summarize the main context.

DeepSeek V3 Provide a clear and concise summary of the main idea, removing any redundant or extraneous
information.

Gemini 2.0 Flash ~ Create a very short, jargon-free summary that captures the core message and vital information,

avoiding any repetition or fluff.

Table 2: Comparison of the Initial and Optimized Prompts on DeepSeek V3 and Gemini 2.0 Flash.

(Cheng et al., 2023) directly applies the released
sequence-to-sequence prompt optimizer, perform-
ing five optimization rounds. For all three black-
box prompt optimization methods, we evaluate
them on these four datasets using large-scale LLMs,
including DeepSeek V3 (DeepSeek-Al, 2024) and
Gemini 2.0 Flash (Pichai et al., 2024).

3.3 Results and Analysis

As presented in Table 1, Black-Box prompt opti-
mization methods show limited improvements in
performance when applied to larger scale LLMs.
Specifically, for DeepSeek V3, the average im-
provement across NLU tasks was only 0.86%, and
1.16% for NLG tasks. Similarly, for Gemini 2.0
Flash, the NLU task improvement was 1.04%, and
the NLG task improvement was 2.03%. These
results suggest that prompt optimization has a min-
imal effect on very large models. To explore this
further, we conducted a comparative analysis of
prompts before and after optimization using the
EvoPrompt method. As shown in Table 2, the op-
timized prompts exhibit only slight modifications
compared to the initial prompts for both datasets.
The primary adjustments involve replacing syn-

onyms and subtly rephrasing to improve clarity. For
instance, in the SAMSum dataset, the initial prompt
simply instructs, “Please summarize the main con-
text.” After optimization, the prompts become more
detailed, such as “Provide a clear and concise sum-
mary of the main idea, removing any redundant or
extraneous information.” (DeepSeek V3), or “Cre-
ate a very short, jargon-free summary that captures
the core message and vital information, avoiding
any repetition or fluff.” (Gemini 2.0 Flash). These
minor synonym substitutions are unlikely to have a
significant impact on large-scale LLMs. This could
be because, generally, larger LLMs exhibit more
refined alignment, making them less sensitive to
such subtle variations in lexical choices. Similar
findings are discussed in (Shirafuji et al., 2023),
where the authors explore the effects of superficial
prompt changes in code generation tasks.

4 The Impact of LLMs Scale for
Black-Box Prompt Optimization
4.1 Experimental Design

To examine whether the size of an LLM influences
the effectiveness of black-box prompt optimization,
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Figure 1: Performance Improvements of EvoPrompt Across Different Scales of Qwen 2.5 Series.

Model Comparison of the Initial and Optimized Prompts on AG’s News Dataset.

Initial Identify the category of the text (e.g. Technology, Sports, World, Business).

Qwen2.5 7B Identify the main topic of the news article and classify it under "World", "Sports", "Tech", or "Business".

Qwen2.5 14B  Based on the primary theme of the provided news article, categorize it as "World", "Sports", "Tech", or
"Business".

Qwen2.532B  Determine the primary topic of the news article and select from the following categories: World, Sports,
Business, or Tech.

Qwen2.572B  Your task is to identify the primary topic of the news article and choose from World, Sports, Business and
Tech.

Model Comparison of the Initial and Optimized Prompts on SAMSum Dataset.

Initial Please summarize the main context.

Qwen2.5 7B Use concise language to summarize the main points, avoiding any unnecessary details or repetition.

Qwen2.5 14B  Summarize the main context briefly, focusing only on the key points and omitting any redundant or
irrelevant information.

Qwen2.532B  Summarize the key points briefly, omitting any extraneous details or repetition.

Qwen2.5 72B  Use concise language to summarize the key points, ensuring clarity and omitting unnecessary details or

repetition.

Table 3: Comparison of the Initial and Optimized Prompts across different Qwen 2.5 Scales.

we evaluated the Qwen-2.5 family, encompassing
models from 7B to 72B parameters. Specifically,
we applied the EvoPrompt black-box optimiza-
tion method under the same experimental setup
described in Section 3.

4.2 Results and Analysis

Figure 1 illustrates a distinct inverse-scaling phe-
nomenon, wherein the improved performance
gains obtained from black-box prompt optimiza-
tion methods decline significantly as model scale
increases. Specifically, on the SST-5 benchmark,
accuracy improvements diminish notably from 12%
for the Qwen-2.5 7B model to 5.9% for the Qwen-
2.5 72B model, ultimately reaching just 1.1% for
the DeepSeek-V3 671B model. Comparable trends
are observed across other datasets.

To further investigate the underlying reasons for
these observations, we analyzed performance gains
across the Qwen 2.5 series. As illustrated in Table
3, smaller LLMs (7B and 14B) exhibit a relative
significant improvement, likely attributable to the

incorporation of domain-specific clues in the opti-
mized prompts. For instance, in the case of AG’s
News, the optimized prompt explicitly includes
the phrase “news article”, providing clear, context-
specific guidance that smaller models greatly bene-
fit from.

Meanwhile, larger models (32B and 72B) yield
relatively modest improvements. This may be due
to the fact that larger models inherently possess
a more comprehensive domain understanding and
semantic alignment, making explicit domain cues
gradually redundant, while lexical refinements or
synonym replacements, such as "identify" to "de-
termine," become ineffective.

5 Conclusion

In this paper, we investigate whether black-box
prompt optimization can deliver substantial bene-
fits for large-scale LLMs. Our experiments reveal
that as model size increases, the performance gains
on both NLU and NLG datasets progressively di-
minish, exhibiting a clear inverse scaling trend.



Limitations

Our preliminary experiments indicate that
black-box prompt optimization yields only limited
benefits for large-scale LLMs. Nonetheless,
several limitations temper the scope of our
conclusions. First, the largest Qwen-2.5 model
we assess contains 72B parameters, leaving
an unexplored gap between this scale and the
671B DeepSeek-V3, intermediate-sized models
therefore remain untested. Second, our analyses
focus on English-language benchmarks, restricting
the generalizability of the findings to multilingual
contexts, especially low-resource languages,
whose response to prompt optimization is still
unknown. Third, we only consider text-based
prompts, leaving multi-modal prompt optimiza-
tion, incorporating visual or audio modality
unexamined. Furthermore, our evaluation omits
treasoning-oriented LLMs, such as DeepSeek R1
(DeepSeek-Al, 2025) or OpenAl o3 (OpenAl,
2025), which may display distinct scaling behavior
and prompt-sensitivity characteristics.
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