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Abstract

In this paper, we propose AgentDiscoTrans, a001
novel agentic framework for document-level002
machine translation that leverages specialized003
LLM agents to process long documents at004
the discourse level. Our system segments005
an input document into coherent discourse006
units—drawing inspiration from the theories007
presented in Attention, Intentions, and the008
Structure of Discourse—and then translates009
each unit using a Translation Agent that in-010
corporates contextual information from a dy-011
namic Memory. The Memory Agent updates012
and maintains critical translation cues such013
as discourse markers, entity mappings, noun-014
pronoun mappings, and phrase translations,015
ensuring inter-discourse consistency. Exper-016
iments on multiple datasets, including the TED017
test sets from IWSLT2017, the mZPRT corpus,018
and the WMT2022 dataset, demonstrate that019
our system outperforms competitive baselines020
(such as NLLB, Google Translate, and DELTA)021
in terms of automatic metrics (d-BLEU, d-022
COMET, TER) and human evaluations focus-023
ing on both General Quality and Discourse024
Awareness. Our ablation studies further val-025
idate the importance of both discourse segmen-026
tation and Memory updating for achieving high-027
quality translations.028

1 Introduction029

Document-level machine translation (DocMT)030

faces challenges far beyond those of sentence-level031

translation, as it must capture long-range depen-032

dencies, inter-sentential relationships, and evolving033

discourse phenomena to preserve narrative flow,034

consistent terminology, and cultural nuances (Kim035

et al., 2019; Maruf et al., 2021). Early neural ap-036

proaches attempted to model entire documents or037

incorporate neighboring context, but by treating038

documents as sequences of isolated sentences, they039

often produced incoherent outputs. The advent of040

large language models such as GPT-3, GPT-4, and041

LLaMA (Brown et al., 2020; Chowdhery et al., 042

2022; Touvron et al., 2023) has opened new av- 043

enues by generating long, contextually coherent 044

text. Recent studies leveraging LLMs for DocMT 045

(Wang et al., 2023a; Wu and Hu, 2023; Wu et al., 046

2024) demonstrate improved global discourse han- 047

dling; however, issues such as input length con- 048

straints and noisy long-context representations can 049

still lead to content omissions and terminology in- 050

consistencies (Karpinska and Iyyer, 2023). 051

Prior work has explored various neural meth- 052

ods for DocMT. Approaches that incorporate dis- 053

course phenomena—demonstrated by Bawden et al. 054

(2018) and Maruf and Haffari (2018)—improve 055

coherence by modeling referring expressions and 056

cohesive ties, while attention mechanisms and hier- 057

archical structures (Wang et al., 2017; Zhang et al., 058

2018; Tan et al., 2019) aim to better capture inter- 059

sentential relationships. Yet, many systems either 060

translate one sentence at a time, losing essential 061

cross-sentence cues, or process entire documents 062

as a single block, leading to practical limitations. 063

In parallel, the agentic paradigm in LLMs of- 064

fers a promising alternative by decomposing trans- 065

lation into specialized subtasks. Recent systems, 066

such as DELTA (Wang et al., 2025), show that 067

multi-level memory and agent-based frameworks 068

can enhance translation consistency by explicitly 069

modeling inter-discourse relationships. Building 070

on this idea, our work models DocMT as a series 071

of interrelated discourse-level tasks. Drawing on 072

theoretical foundations from Attention, Intentions, 073

and the Structure of Discourse (Grosz and Sidner, 074

1986) and Rhetorical Structure Theory (Mann and 075

Thompson, 1988), as well as definitions of dis- 076

course as a coherent group of contiguous sentences 077

(Jurafsky, 2000), we segment documents into self- 078

contained discourse units that are then translated 079

independently. Our agentic framework, which com- 080

prises a Discourse Agent, a Memory Agent, and a 081

Translation Agent, overcomes the pitfalls of both 082
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sentence-level and full-document translation meth-083

ods, providing a robust solution for ultra-long texts.084

Our contributions are:085

1. AgentDiscoTrans (Section 3): We propose a086

novel agentic translation system for document-087

level machine translation that leverages large088

language models as core agents to achieve co-089

herent and consistent translations across entire090

documents. Our system shows an average im-091

provement of 3.1 d-BLEU points over sentence-092

level baselines, demonstrating the efficacy of093

our agentic approach for the DocMT task.094

2. Military-Domain Parallel Corpus (Sec-095

tion 4.1): We present a curated, document-level096

parallel corpus in the military domain for the097

English–Chinese language pair, addressing098

a critical gap in resources for specialized099

domain-specific machine translation. The100

dataset consists of twelve documents with an101

average document length of 1,500 words in102

English and 2,000 words in Chinese.103

3. Comprehensive Evaluation (Section 5.2): We104

conduct extensive evaluations on standard105

benchmark datasets as well as the newly intro-106

duced military-domain corpus. Our study in-107

cludes a detailed correlation analysis between108

human translators and LLM-based agents. Com-109

pared with sentence-level baselines, our sys-110

tem achieves an average improvement of 3.1111

d-BLEU points, and shows an average improve-112

ment of 4.5 d-BLEU points over commercial113

systems across multiple language pairs.114

4. Ablation Study (Section 5.4): A thorough ab-115

lation study quantifies the contributions of each116

agent in our system. For the Chinese-to-English117

language direction, incorporating the Discourse118

Agent leads to an average improvement of 2.5119

d-BLEU points, while the addition of the Mem-120

ory Agent contributes an average improvement121

of 2.4 d-BLEU points, over a baseline sentence-122

level translation system.123

2 Related Work124

Research on document-level machine translation125

(DocMT) has evolved along two main lines. One126

stream, the document-to-sentence (Doc2Sent) ap-127

proach, integrates contextual signals from neigh-128

boring sentences into the translation process. Early129

work in this direction (Wang et al., 2017; Tan et al.,130

2021; Lyu et al., 2021) employs architectures that 131

encode preceding or surrounding sentences to im- 132

prove the translation of the current sentence. While 133

these methods provide useful context, they tend 134

to treat each sentence as an isolated unit during 135

generation and do not fully capture cross-sentence 136

dependencies. Subsequent studies have highlighted 137

that this separated encoding can lead to fragmented 138

discourse representations and missed target-side 139

cues (Sun et al., 2022; Bao et al., 2021; Li et al., 140

2023). 141

In contrast, document-to-document (Doc2Doc) 142

approaches aim to translate multiple sentences 143

jointly, thereby modelling long-range dependencies 144

directly. Systems proposed by Zhang et al. (2020); 145

Liu et al. (2020a) and further refined by Lupo et al. 146

(2022); Bao et al. (2021) incorporate hierarchical 147

attention mechanisms to capture inter-sentential 148

relationships. Although Doc2Doc models better 149

preserve coherence, they face challenges in scal- 150

ing to ultra-long documents and are prone to errors 151

such as content omissions, as reported by Wang 152

et al. (2023a) and Karpinska and Iyyer (2023). 153

Recent advances have leveraged large language 154

models (LLMs) for DocMT, capitalizing on their 155

capability to handle long contexts. Studies such as 156

Wang et al. (2023a); Wu et al. (2024) have demon- 157

strated that LLMs can process document-level in- 158

puts and generate more context-aware translations. 159

Yet, these systems are not without shortcomings; 160

when operating over extensive texts, they may still 161

produce inconsistencies in terminology and omit 162

critical information. 163

A separate but related line of research focuses on 164

agentic LLMs. Recent work has begun to explore 165

the use of autonomous agents to decompose com- 166

plex tasks into specialized subtasks. For instance, 167

Zhao et al. (2024) present ExpeL, where LLM 168

agents learn from interactions and self-refine their 169

outputs, while survey studies (Guo et al., 2024) 170

have documented multi-agent systems designed for 171

long-context tasks. In the context of translation, 172

systems like DELTA (Wang et al., 2025) employ 173

multi-level memory to maintain consistency across 174

document segments. Moreover, studies (Park et al., 175

2023; Wang et al., 2023c; Lee et al., 2024; Xu et al., 176

2024; Feng et al., 2024) have introduced mecha- 177

nisms for retrieval, self-assessment, and iterative 178

refinement, enabling agents to address challenges 179

such as error propagation and discourse inconsis- 180

tency. 181

Unlike monolithic approaches, agentic frame- 182
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Figure 1: AgentDiscoTrans: System overview.

works assign dedicated roles—such as discourse183

segmentation, memory maintenance, and transla-184

tion generation—to distinct LLM agents. This de-185

sign allows each agent to focus on a specific aspect186

of document translation. Drawing upon founda-187

tional discourse theories (Grosz and Sidner, 1986;188

Mann and Thompson, 1988), these systems use189

principled methods to segment text into coherent190

units before translation, ensuring that the overall191

narrative and stylistic integrity are maintained. Our192

work builds on these ideas by introducing a three-193

agent architecture that explicitly addresses the lim-194

itations observed in both Doc2Sent and Doc2Doc195

approaches.196

3 Methodology: Agentic Discourse197

Translation198

We tackle document-level machine translation with199

a discourse-level approach. Given an input docu-200

ment201

D = ⟨s1, s2, . . . , sk⟩,202

where each si is a sentence in the source language,203

our goal is to produce a target document204

T = ⟨t1, t2, . . . , tl⟩.205

where each ti is a sentence in the target language.206

Rather than translating each sentence in isolation207

or processing the entire document in one pass, our208

method segments D into coherent discourses and209

translates them one by one while maintaining inter-210

discourse consistency.211

3.1 Problem Statement212

The task of document-level machine translation213

is defined as follows. The input is a document214

D (a string containing a sequence of sentences215

s1, s2, . . . , sk) in the source language. The output216

is the translated document T (a string compris- 217

ing a sequence of translated segments t1, t2, . . . , tl) 218

in the target language. Our approach explicitly 219

handles discourse-level granularity by segment- 220

ing the document into self-contained discourses 221

that capture complete ideas, thereby addressing 222

the shortcomings of both sentence-level and mono- 223

lithic document-level translation. 224

3.2 Overview 225

Algorithm 1 Agentic Document-Level Translation
Workflow

1: Input: Document D = ⟨s1, s2, . . . , sk⟩,
source language, target language

2: Output: Translation T = ⟨t1, t2, . . . , tn⟩
3: Initialize memory K ← ∅
4: DS ← DiscourseAgent(D)
5: for each discourse di ∈ DS do
6: ti ← TranslationAgent(di,K)
7: K ←MemoryAgent(K, di, ti)
8: end for
9: T ← concatenate(t1, t2, . . . , tn)

10: return T

Our system consists of three primary agents: the 226

Discourse Agent, the Translation Agent, and the 227

Memory Agent. The overall workflow (see Algo- 228

rithm 1) is as follows. First, the Discourse Agent 229

segments the input document D into a sequence of 230

discourses DS = [d1, d2, . . . , dn]. Then, for each 231

discourse di, the Translation Agent generates a 232

translation ti using a prompt that incorporates both 233

di and the current state of a structured memory Ki. 234

Initially, the memory is blank, K0 = ϕ. The Mem- 235

ory Agent updates Ki based on the translation of di, 236

ensuring that information such as proper noun map- 237

pings, phrase translations, and discourse markers 238
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is retained for consistency. Finally, the individual239

translations t1, t2, . . . , tn are stitched together to240

form the final output T . The workflow of our sys-241

tem is illustrated in Figure 4. This figure provides242

a high-level representation of the components and243

their interactions within the system.244

3.3 Agent Description245

Discourse Agent. The Discourse Agent is re-246

sponsible for segmenting the input document D247

into a list of self-contained discourses DS =248

[d1, d2, . . . , dn]. Drawing inspiration from Grosz249

and Sidner (1986), our agent is designed to group250

sentences into coherent segments that capture251

complete ideas while respecting natural discourse252

boundaries. In our approach, the agent first splits253

the document into sentences and then groups con-254

secutive sentences based on linguistic cues (e.g.,255

anaphoric references, discourse connectives) and a256

maximum token-length constraint. The segmen-257

tation algorithm is formally described in Algo-258

rithm 2.259

Translation Agent. The Translation Agent trans-260

lates a given discourse di into the target language261

by incorporating contextual information stored in262

Memory. Formally, the translation is computed as:263

ti = fT (di,Ki−1),264

where, di is the current discourse unit, Ki−1 repre-265

sents the Memory (a structured repository) contain-266

ing contextual translation information accumulated267

from previously processed discourses, and fT de-268

notes the translation function.269

The prompt constructed for the Translation270

Agent includes explicit instructions to ensure that271

linguistic phenomena such as cohesion, anaphora,272

cataphora, discourse connectives, deixis, and el-273

lipsis are correctly handled, thereby maintaining274

consistency with earlier translations.275

Memory Agent. The Memory Agent is tasked276

with updating the Memory K to capture inter-277

discourse consistency. Given the previous Memory278

Ki−1, the current discourse di, and its translation279

ti, the Memory Agent updates the Memory as fol-280

lows:281

Ki = fM (Ki−1, di, ti),282

where, Ki−1 is the Memory prior to processing di,283

di and ti are the current discourse and its transla-284

tion, and fM is the memory update function.285

The Memory is structured to maintain the fol-286

lowing components:287

• Discourse Markers (KDM): A record of 288

source-side discourse markers, which aids in 289

preserving logical flow. 290

• Entity Mapping (KEM): Mappings between 291

source language entities and their correspond- 292

ing target language translations, ensuring con- 293

sistent reference. 294

• Noun Pronoun Mapping (KNPM): A map- 295

ping that links target language proper nouns 296

with the pronouns that subsequently refer to 297

them. 298

• Phrase Translation (KPT): Consistent trans- 299

lations for key source-side phrases. 300

Maintaining these components in Memory enables 301

the Translation Agent to refer back to earlier deci- 302

sions and ensures a coherent and consistent transla- 303

tion across all discourses. 304

3.4 Workflow 305

The overall translation process is orchestrated by a 306

sequential workflow, as described in Algorithm 1. 307

Initially, the Memory K is empty. The input doc- 308

ument D is segmented into discourses DS by the 309

Discourse Agent. For each discourse di, the Trans- 310

lation Agent generates a translation ti based on the 311

current discourse and the previous Memory Ki−1, 312

following the equation: 313

ti = fT (di,Ki−1). 314

After obtaining ti, the Memory Agent updates the 315

Memory using: 316

Ki = fM (Ki−1, di, ti). 317

Once all discourses have been processed, the fi- 318

nal translation T is formed by concatenating all 319

translations t1, t2, . . . , tn. 320

4 Experiments 321

4.1 Datasets 322

We evaluate our system on three datasets cover- 323

ing multiple domains and language pairs. In par- 324

ticular, the mZPRT dataset (Xu et al., 2022) is 325

a parallel corpus for Chinese-English translation 326

in fiction and Q&A domains, which we use for 327

prompt selection experiments, domain-adaptation 328

experiments, and ablation studies. We also employ 329

the WMT2022 dataset (Kocmi et al., 2022)—fea- 330

turing Chinese–English translations in news and 331
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Algorithm 2 Discourse Agent: Segmenting a Document into Discourses

1: Input: Document D (string), maximum token length Lmax

2: Output: List of discourses DS = [d1, d2, . . . , dn]
3: S ← break_into_sentences(D) {S = [s1, s2, . . . , sl]}
4: Initialize DS ← [ ]
5: st← 1
6: while st ≤ |S| do
7: Initialize discourse d← [S[st] ]
8: en← st+ 1
9: while en ≤ |S| and should_include(d, S[en]) and token_count(d ∪ {S[en]}) ≤ Lmax do

10: Append S[en] to d
11: en← en+ 1
12: end while
13: Append concatenate(d) to DS
14: st← en
15: end while
16: return DS

social domains—to asses domain-adaptation per-332

formance. Finally, the TED test sets from the333

IWSLT2017 translation task (Cettolo et al., 2012)334

provide a parallel two-way corpus for language335

pairs including English–Chinese, English–French,336

English–German, and English–Japanese, enabling337

comparison with existing systems.338

We further add a Military domain parallel corpus339

for Chinese-English translation. The dataset con-340

sists of twelve parallel documents in Chinese and341

English, with an average of 55 and 190 sentences342

per document, respectively. The dataset statistics343

have been provided in 1.344

4.2 Implementation Details345

Our implementation builds on the Qwen2-7B-346

Instruct and Qwen2-72B-Instruct models as the347

backbone for translation. We run all our experi-348

ments using NVIDIA A100 GPUs for inference.349

Our code integrates three core agents—Discourse,350

Translation, and Memory Agents—to segment in-351

put documents into coherent discourse units, trans-352

late each unit with context-aware prompts, and up-353

date a structured memory that preserves proper354

noun mappings, phrase translations, and discourse355

markers. The max_new_token hyperparameter is356

set to 2048. For the Discourse Agent, the maxi-357

mum_token_length is set to 1024.358

4.3 Baselines359

We compare our proposed system against sev-360

eral strong baselines. These include the com-361

mercial Google Translate service1, NMT system 362

NLLB-3.3B (Costa-jussà et al., 2022), sentence- 363

level prompting of LLMs (using both Qwen2-7B- 364

Instruct2 and Qwen2-72B-Instruct3 models), and 365

state-of-the-art document-level approaches such as 366

Doc2Doc (Wang et al., 2023b) and DELTA (Wang 367

et al., 2025). This comparison allows us to assess 368

the improvements brought by our agentic frame- 369

work over both traditional and emerging methods 370

for document-level machine translation. 371

4.4 Evaluation 372

Translation quality is evaluated using a suite of au- 373

tomatic metrics and human assessments. We report 374

d-BLEU (Liu et al., 2020b) and d-COMET (Rei 375

et al., 2020) scores to quantify accuracy, fluency, 376

and adequacy. In addition, human evaluation is con- 377

ducted along two axes: (i) Discourse Awareness, 378

which measures the system’s ability to maintain 379

coherence and appropriately handle inter-discourse 380

phenomena, and (ii) General Translation Quality, 381

which assesses overall fluency and fidelity to the 382

source text.4 383

To target specific discourse phenomena, we use 384

two targeted metrics introduced in Wang et al. 385

(2023a): The Consistent Terminology Translation 386

(CTT) score and the Accurate Zero Pronoun Trans- 387

1https://py-googletrans.readthedocs.io/
2https://huggingface.co/Qwen/Qwen2.

5-7B-Instruct
3https://huggingface.co/Qwen/Qwen2.

5-72B-Instruct
4The guidelines for Human Evaluations can be found in

Appendix B.
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Domain Source Language |D| |S| |W| |W/D|
News

WMT2022 Zh⇒En
38 505 16.1K/18.5K 424

Social 25 478 16.4K/13.3K 656
Fiction

mZPRT Zh⇒En
12 857 17.1K/16.6K 1425

Q&A 182 1171 15.0/22.1K 82
TED IWSLT2017 {De,Fr,Ja,Zh}⇔En 62 6047 19.6K/51.5K 8.5K

Table 1: Statistics of datasets for document-level translation and analysis.

Prompting Strategy d-BLEU d-COMET

Zero-shot 19.1 4.1
In-context 21.3 5.2
CoT Prompt 24.5 7.2

Table 2: Average d-BLEU scores for Zero-shot, In-
context, and CoT Prompting strategies averaged across
five domains for Chinese-to-English translation.

lation (AZPT) score are two metrics designed to388

evaluate specific aspects of translation quality. The389

CTT metric assesses whether a terminology word390

w ∈ TT is translated consistently throughout a391

document. For a term w with a set of translations392

{t1, t2, . . . , tl}, the CTT score is calculated as fol-393

lows:394

CTT (w) =

∑
t∈TT

∑k
i=1

∑k
j=i+1 1(ti=tj)

C2
k

TT
,395

where 1(ti = tj) is an indicator function that396

equals 1 when ti and tj are the same and 0 oth-397

erwise. A higher CTT score reflects greater consis-398

tency in translating the term w.399

The AZPT metric focuses on evaluating the ac-400

curacy of translating zero pronouns (ZPs), which401

are commonly omitted in languages like Chinese402

and Japanese. Given ZP , the set of zero pronouns403

in the source text, and tz , the translation produced404

for a zero pronoun z ∈ ZP , a binary function405

A(tz | z) is defined to return 1 if tz accurately406

translates z and 0 otherwise. The AZPT score is407

computed as:408

AZPT =
1

|ZP |
∑
z∈ZP

A(tz | z).409

A higher AZPT score indicates the system’s ef-410

fectiveness in recovering omitted pronouns in the411

translation, thereby enhancing discourse coher-412

ence.413

5 Results and Analysis 414

In this section, we present a detailed analysis of 415

the experimental outcomes for our proposed Agent- 416

DiscoTrans (ADT) system. We report results on 417

prompt selection, overall performance on the TED 418

test sets, domain-specific translation quality, abla- 419

tion studies to quantify the contribution of each 420

agent, and qualitative analysis of discourse phe- 421

nomena. All quantitative results are based on auto- 422

matic evaluation metrics (d-BLEU and d-COMET) 423

and are complemented by human evaluations as- 424

sessing General Quality and Discourse Awareness. 425

5.1 Prompt Selection 426

We first assess the influence of prompting strate- 427

gies on Chinese-to-English translation quality over 428

five domains: News, Social, Fiction, Q&A, and 429

Military. Table 2 shows that the CoT Prompt strat- 430

egy, which augments a task description with in- 431

context in-domain examples and an explicit chain- 432

of-thought reasoning step, outperforms both the 433

Zero-shot and In-context approaches. In particular, 434

the CoT Prompt strategy achieves a d-BLEU of 435

24.5 and d-COMET of 7.2, compared to 19.1/4.1 436

for Zero-shot and 21.3/5.2 for In-context prompt- 437

ing. These improvements indicate that providing a 438

reasoning step and domain-specific guidance sig- 439

nificantly enhances the model’s ability to resolve 440

ambiguities and maintain consistency in transla- 441

tion, especially in domains such as Military where 442

context plays a crucial role. 443

5.2 Main Results 444

We next evaluate the overall performance of our
system on the TED test sets from IWSLT2017,
which encompass multiple language pairs (Chinese,
French, German, and Japanese to/from English).
Table 3 summarizes the average d-BLEU and d-
COMET scores for several systems. Our baselines
include the NMT system NLLB and the commer-
cial system Google Translate, as well as LLM-
based approaches using sentence-level prompt-
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System Xx⇒ En En⇒ Xx
d-BLEU d-COMET d-BLEU d-COMET

NLLB 31.8 6.9 29.1 6.3
Google 29.2 5.8 28.4 5.7
GPT-3.5-Turbo 33.7 7.1 31.3 6.7
GPT-4o-mini 34.0 7.2 33.2 6.8
DELTA-Qwen2-7B-Instruct 30.4 6.8 28.1 6.1
DELTA-Qwen2-72B-Instruct 33.3 7.2 31.2 6.6
ADT-Qwen2-7B-Instruct 33.2 7.2 29.4 6.9
ADT-Qwen2-72B-Instruct 34.6 7.8 32.5 7.2

Table 3: Average d-BLEU and d-COMET scores for various systems on the TED test set, averaged over (Chinese,
French, German, Japanese) to English and vice versa.

ing (GPT-3.5-Turbo and GPT-4o-mini). Recent
document-level methods, such as DELTA (with
both Qwen2-7B-Instruct and Qwen2-72B-Instruct
variants), are also considered. Our ADT variants
(ADT-Qwen2-7B-Instruct and ADT-Qwen2-72B-
Instruct) consistently outperform all baselines. For
instance, on the Xx⇒ En direction, ADT-Qwen2-
72B-Instruct achieves a d-BLEU of 34.6 and a d-
COMET of 7.8, surpassing DELTA-Qwen2-72B-
Instruct (33.3/7.2) and all other systems. These re-
sults demonstrate that our agentic framework effec-
tively captures document-level context and main-
tains cross-discourse coherence. The p-values of t-
tests for ADT vs sentence-level and full-document
translation systems in d-BLEU is less than 0.05 for
En⇔ Xx.

5.3 Domain-specific Translation445

To further evaluate our system in specialized set-446

tings, we conduct experiments on Chinese-to-447

English translation across five domains: News,448

Social, Fiction, Q&A, and Military. As detailed449

in Table 4, both automatic evaluation (d-BLEU)450

and human assessments on General Quality and451

Discourse Awareness reveal that our ADT system452

achieves superior performance compared to Google453

Translate, GPT-3.5, and GPT-4. For instance, in454

the Military domain, ADT records notably higher455

d-BLEU scores, while human evaluators consis-456

tently rate its translations as more coherent and457

contextually accurate. These findings suggest that458

the integration of discourse-level segmentation and459

memory management in our system is particularly460

beneficial for domain-specific challenges where461

nuanced discourse phenomena are prominent.462

5.4 Ablation Study 463

Our system consists of three agents: Discourse 464

(DA), Translation (TA) and Memory (MA) agents. 465

To quantify the contribution of each component 466

in our system, we perform an ablation study on 467

the mZPRT dataset for Chinese-to-English trans- 468

lation. We compare four variants: (i) TA, a 469

baseline sentence-level translation system; (ii) 470

TA+DA, which integrates discourse segmentation; 471

(iii) TA+MA, which augments sentence-level trans- 472

lation with Memory; and (iv) TA+DA+MA (the full 473

ADT system). As shown in Table 5, both discourse 474

segmentation and memory management contribute 475

to improved translation quality, with the full system 476

achieving the highest average d-BLEU of 24.5 and 477

d-COMET of 7.4. These results confirm that the 478

combination of discourse-aware segmentation and 479

Memory updating is critical to the success of our 480

approach. 481

5.5 Analysis 482

Our qualitative analysis further investigates the 483

strengths of AgentDiscoTrans. Table 6 presents 484

targeted metrics measuring Consistent Terminol- 485

ogy Translation (CTT) and Accurate Zero Pronoun 486

Translation (AZPT). The baseline sentence-level 487

system achieves a CTT of 32.4% and an AZPT of 488

39.1%, while a conventional document-level sys- 489

tem improves these scores to 47.3% and 51.3%, 490

respectively. Our full ADT system further boosts 491

the scores to 56.2% (CTT) and 57.4% (AZPT), 492

demonstrating superior consistency and pronoun 493

recovery. Analysis of selected translation exam- 494

ples indicates that ADT more effectively maintains 495

discourse continuity and handles referential expres- 496

sions, which is critical for preserving the overall 497

narrative coherence in longer texts. In addition, 498
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System Automatic (d-BLEU) Human (General/Discourse)
News Social Fiction Q&A Military Ave. News Social Fiction Q&A Military Ave.

Google 27.7 35.4 16.0 12.0 14.2 21.1 1.9/2.0 1.2/1.3 2.1/2.4 1.5/1.5 1.7/1.5 1.7/1.7
GPT-3.5 29.1 35.5 17.4 17.4 16.1 23.1 2.8/2.8 2.5/2.7 2.8/2.9 2.9/2.9 3.1/2.9 2.8/2.8
GPT-4 29.7 34.4 18.8 19.0 17.2 23.8 3.3/3.4 2.9/2.9 2.6/2.8 3.1/3.2 2.9/3.1 3.0/3.1
ADT 30.4 35.5 19.2 19.1 18.2 24.5 4.6/5 4.6/5 3.2/4 4.6/5 4/4.2 4.2/4.6

Table 4: Domain-specific performance (d-BLEU scores) for Chinese-to-English translation across five domains.

System d-BLEU d-COMET

TA 21.4 5.2
TA+DA 23.9 6.1
TA+MA 23.8 6.4
TA+DA+MA (ADT) 24.5 7.4

Table 5: Ablation study results on the mZPRT dataset
(Chinese-to-English), averaged across five domains.

System cTT (%) AZPT (%)
Sentence-level 32.4 39.1
Document-level 47.3 51.3
ADT 56.2 57.4

Table 6: Analysis of pronoun accuracy and discourse
marker consistency comparing a baseline system with
AgentDiscoTrans.

human evaluators noted improvements in both the499

fluency and consistency of translations produced500

by our system compared to baseline approaches.501

6 Conclusion502

In this paper, we propose AgentDiscoTrans, a novel503

agentic framework for document-level machine504

translation that leverages specialized LLM agents505

to process long documents at the discourse level.506

Our system segments an input document into co-507

herent discourse units—drawing inspiration from508

the theories presented in Attention, Intentions, and509

the Structure of Discourse—and then translates510

each unit using a Translation Agent that incorpo-511

rates contextual information from a dynamic Mem-512

ory. The Memory Agent updates and maintains513

critical translation cues such as discourse mark-514

ers, entity mappings, noun-pronoun mappings, and515

phrase translations, ensuring inter-discourse consis-516

tency. Experiments on multiple datasets, including517

the TED test sets from IWSLT2017, the mZPRT518

corpus, and the WMT2022 dataset, demonstrate519

that our system outperforms competitive baselines520

(such as NLLB, Google Translate, and DELTA) in521

terms of automatic metrics (d-BLEU, d-COMET,522

TER) and human evaluations focusing on both Gen- 523

eral Quality and Discourse Awareness. Our abla- 524

tion studies further validate the importance of both 525

discourse segmentation and Memory updating for 526

achieving high-quality translations. 527

7 Limitations 528

Despite the encouraging results, our approach has 529

several limitations. First, our discourse segmenta- 530

tion algorithm relies on heuristic criteria derived 531

from discourse theories; while effective, it may 532

not capture all discourse boundaries in highly com- 533

plex texts. Second, the Memory Agent’s update 534

mechanism depends on the quality of LLM outputs, 535

which can occasionally propagate errors across sub- 536

sequent discourses. Third, our experiments have 537

been conducted on a limited set of datasets and 538

language pairs; additional evaluations across more 539

diverse domains and languages are necessary to 540

fully establish the generalizability of our approach. 541

Finally, the multi-agent interaction and iterative re- 542

finement process incur significant computational 543

overhead, which may impede real-time deployment 544

in production environments. Future work will fo- 545

cus on addressing these issues through more robust 546

segmentation techniques, improved memory up- 547

date strategies, and optimization of computational 548

efficiency. 549
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You are a language expert specializing in {{source_lang}}.
Your task is to segment the following text into self-contained discourses such that each
segment contains a complete thought.
Ensure proper handling of discourse phenomena such as **cohesion, anaphora, and
ellipsis.**

### When to Include the Next Sentence in the Current Discourse:
A sentence should be included in the current discourse if:
    - **Anaphoric Reference:** The next sentence refers back to entities or events in the current
discourse (e.g., pronouns, demonstratives).
    - **Ellipsis Resolution:** The next sentence completes an idea left incomplete in the current
discourse.
    - **Discourse Continuity:** The next sentence elaborates, clarifies, or extends the idea
presented in the current discourse.
    - **Logical Flow:** The next sentence provides a natural continuation of reasoning, such as
cause-effect relations or descriptive continuation.
    - **Linguistic Cues:** Presence of discourse connectives like "因此" (therefore), "但是"
(however), "此外" (furthermore) indicating continuation.

### For Chinese Text Segmentation:
- Each segment should contain a complete logical thought, not merely individual sentence
breaks.
- Account for **topic-comment structures** typical in Chinese discourse.
- Ensure natural segmentation at **discourse boundaries**, such as sentence-final
punctuation marks (。！？).

---

### **Input and Output Format:**
- **Input:** The system will receive a "Current discourse" and a "Next sentence".
- **Output:** Respond with either `"yes"` (if the next sentence should be included in the
current discourse) or `"no"` (if the next sentence begins a new discourse).

### Key Instructions:
- Limit the maximum token length for each segment to **{{max_discourse_length}}** tokens.
- Return **only** `"yes"` or `"no"` as output, with no additional commentary or formatting.

Discourse Agent

Figure 2: Prompt: Discouse Agent
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You are a professional translator specializing in translating from {{source_lang}} to {{target_lang}}. 
Your task is to perform **discourse-level translation**, which involves translating a series of
connected discourses while ensuring cross-discourse consistency and linguistic coherence. 

### Discourse-Level Translation Explained:
- **Consistency Across Discourses:** Maintain consistent translations for proper nouns, key phrases,
and discourse markers across the entire document, not just individual segments.
- **Entity Handling:** If a proper noun exists in the source language, either translate it (if a standard
translation exists) or transliterate it accurately.
- **Contextual Alignment:** Ensure coherence between current and previous translations by referring
to the provided Memory, which captures previous translation decisions.

---

### Using the Memory:
You will be provided with a **Memory** containing information from previous discourses, structured
as:
{
  "proper_noun_references": {
    "source_entity": "target_entity"
  },
  "phrase_consistency": {
    "source_phrase": "target_phrase"
  },
  "discourse_markers": [
    "marker1",
    "marker2"
  ]
}

- **Proper Nouns:** Use the Memory to ensure proper nouns are consistently translated or
transliterated.
- **Phrase Consistency:** Use the pool for critical phrase translations. If a phrase reappears, use the
same translation.
- **Discourse Markers:** Ensure discourse markers for logical flow and coherence are consistent with
prior segments.

Translation Agent

Figure 3: Prompt: Translation Agent
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You are a language model responsible for updating a Memory for machine translation. 
The Memory maintains:
- **proper_noun_references**: Proper noun mappings from source to target language.
- **phrase_consistency**: Consistent translations of critical phrases across the document.
- **discourse_markers**: Important discourse markers for cohesion and coherence.

### Current Memory Format:
{
  "proper_noun_references": {
    "source_entity": "target_entity"
  },
  "phrase_consistency": {
    "source_phrase": "target_phrase"
  },
  "discourse_markers": [
    "marker1",
    "marker2"
  ]
}
### Example Update:
**Current Memory:** {
  "proper_noun_references": {},
  "phrase_consistency": {},
  "discourse_markers": []
}
**Source Discourse:** 中国的习近平主席会见了美国总统拜登。
**Translation:** Chinese President Xi Jinping met with US President Biden.
**Updated Memory:** {
  "proper_noun_references": {
    "习近平主席": "Xi Jinping",
    "拜登": "Biden"
  },
  "phrase_consistency": {
    "中国的": "Chinese",
    "美国总统": "US President"
  },
  "discourse_markers": [
    "met with"
  ]
}

Memory Agent

Figure 4: Prompt: Memory Agent
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Score General Quality Discourse Awareness
5 Translation passes quality control; the over-

all translation is excellent. Translation is
very fluent with no grammatical errors and
has been localized to fit target language.
Word choice is accurate with no mistrans-
lations. The translation is 100% true to the
source text.

No inconsistency relating to key terms such
as names, organization, etc. Linking words
or expressions between sentences keeps the
logic and language of the passage clear
and fluent. Context and tone are consis-
tent throughout. The style conforms to the
culture and habit of the target language.

4 Translation passes quality control; the over-
all translation is very good. Translation is
fluent. Any errors that may be present do
not affect the meaning or comprehension
of the text. Most word choice is accurate,
but some may cause ambiguity. Key terms
are consistent. Inconsistency is limited to
non-key terms.

Logical and language is clear and fluent.
Some sentences lack transition but do not
affect contextual comprehension. Topic is
consistent. Tone and word choice may be
inconsistent, but comprehension is not af-
fected. Translation conforms to the culture
and habit.

3 Translation passes quality control; the over-
all translation is ok. Translation is mostly
fluent but there are many sections that
require rereading due to language usage.
Some word choice is inaccurate or errors
but meaning of the sentence can be inferred
from context.

Some key terms may be inconsistent. Most
sentences translate smoothly and logically
but some sentences that may seem abrupt
due to lack of linkage. Topic is consistent.
Tone and word choice is inconsistent, no-
ticeably affecting the accuracy of reading
comprehension.

2 Translation does not pass quality control;
the overall translation is poor. Meaning is
unclear or disjointed. Even with multiple
rereading, passage may still be incompre-
hensible. Translation is not accurate to the
source text or is missing in large quantities,
causing the translation to deviate from the
source text.

Many key terms are inconsistent, needing
multiple rereading to understand context
of the passage. Some linkages are present
but overall, the passage lacks fluency and
clarity, causing trouble with comprehen-
sion. The topic or tone is different from
other passages, affecting reading compre-
hension.

1 Translation does not pass quality control;
the overall translation is very poor. More
than half of the translation is mistranslated
or missing.

Key terms are inconsistent, causing great
trouble with comprehension. Some link-
ages are present but overall, the passage
lacks fluency and clarity, heavily interfer-
ing with comprehension. The topic or tone
is different from other passages, heavily in-
terfering with comprehension.

0 Translation output is unrelated to the source
text.

Output is unrelated to previous or following
sections.

Table 7: Quality and Discourse Awareness Scoring Guidelines
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