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ABSTRACT

In the field of text-to-SQL candidate generation, a critical challenge remains in
quantifying and assessing the confidence in the generated SQL queries. Existing
approaches often rely on large language models (LLMs) that function as opaque
processing units, producing outputs for every input without a mechanism to mea-
sure their confidence. Current uncertainty quantification techniques for LLMs
do not incorporate domain-specific information. In this study, we introduce the
concept of query entropy for Text-to-SQL candidate confidence estimation and
integrate it into existing popular self-correction pipelines to guide generations and
prevent resource overuse by including a novel clustering technique for generated
SQL candidates based on entropy. We further study the treatment of different
candidate generation techniques under this paradigm.

1 INTRODUCTION

Text-to-SQL, the task of converting natural language queries into structured SQL commands, has
emerged as a crucial technology in bridging the gap between human users and database systems
[Gunther & Beretta (2000); Zhong et al. (2017)]. This field has gained significant attention due
to its potential to democratize data access, allowing non-technical users to interact with complex
databases using everyday language [Lei et al. (2024); Wang et al. (2019)]. However, the process of
accurately translating natural language into SQL queries presents numerous challenges, including
the need to understand context, resolve ambiguities, and map diverse linguistic expressions to precise
database schema elements [Maamari et al. (2024)].

In recent years, the application of large language models (LLMs) to the text-to-SQL problem has
shown promising results [Yu et al. (2019); Lee et al. (2025)]. These models leverage vast amounts
of training data to generate SQL queries from natural language inputs. The current state-of-the-art
approaches commonly employ the following steps: first, generating a large number of candidate
SQL queries, then refining the generated candidates through self-correction [Wu et al. (2024); Song
et al. (2025)] and selecting the best candidate [Pourreza et al. (2024); Gao et al. (2024)]. This
evolution in methodology has significantly improved the accuracy and robustness of text-to-SQL
systems.

Candidate generation methods are common in a multitude of fields apart from text-to-sql [Fredrikson
et al. (2015); Hoffmann et al. (2021)]. Despite advances in generation methods, current approaches
face limitations that hinder reliability. In particular, existing systems generate a large candidate
set without providing confidence scores for the overall set. This lack of uncertainty quantification
leads to inefficiencies in the candidate selection process and may result in suboptimal query choices.
Furthermore, the absence of a mechanism to determine when to stop refining candidates can cause
unnecessary computational overhead [Xia et al. (2024); Cao et al. (2024)].

Inspired by semantic uncertainty [Kuhn et al. (2023); Nikitin et al. (2024)], we attempt to use entropy
as a novel measure to quantify uncertainty and guide the refinement of generated SQL queries, thus
addressing the aforementioned limitations.

Our contributions are as follows:
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1. We propose a novel measure for uncertainty and develop a method for clustering similar
queries, based on the entropy over their execution result representations.

2. We attempt to incorporate entropy scores into conventional query-fix module, resulting in
optimizing resource allocation.

3. We present a cluster analysis of candidate generation methods, offering insights into the
distribution of generated SQL candidates within clusters for each method.

2 RELATED WORK

Agentic Frameworks. Recent state-of-the-art Text-to-SQL frameworks have mainly employed
agentic builds, comprising of modules for schema-linking, candidate-generation and selection.
These methods rely on supervised fine-tuned language models in conjunction with in-context learn-
ing (ICL) for candidate generation and selection. In XiYan-SQL [Gao et al. (2024)], a novel hi-
erarchical schema representation has been proposed to highlight relationships between in a semi-
structured format. In CHESS-SQL [Talaei et al. (2024)], the relevant schema information has been
retrieved through a combination of locality sensitive hashing (LSH), semantic similarity and edit
distance with the query.

Existing agentic methods mainly place emphasis on selecting majority candidate by providing exe-
cution result based clustering result as context to LLMs [Gao et al. (2024); Wang et al. (2019)]. In
our work, we explore an alternative entropy based clustering.

Uncertainty in text-to-sql. Several studies have been done on uncertainty quantification in LLMs.
In Xiong et al. (2024), elicited confidence scores from the model are scored by the model, followed
by an aggregation function. In Kadavath et al. (2022), calibration is evaluated based on two tasks:
P (T ) and P (IK) - the probability that the answer to the question is true and the probability that
the LLM knows the answer to the question respectively. In the Text-to-SQL field, The most related
work to ours is that of SUN [Qin et al. (2022)] which uses token based log probabilities to estimate
the intrinsic uncertainty in the candidate SQL queries generated by an LLM. However, unlike our
method, it focuses on the uncertainty in the natural language questions themselves and not on the
generated candidates.

3 PRELIMINARIES

Our method borrows several techniques from CHASE-SQL [Pourreza et al. (2024)]. Specifically,
we re-use the Information Retrieval, Candidate Generation and Selection Agent modules. The In-
formation Retrieval (IR) module identifies relevant tables, columns, values through schema linking
and multi-path reasoning strategies. The Candidate Generator (CG) utilizes a fine-tuned language
model to produce diverse SQL query candidates, ensembling queries from the following techniques
for diversity:

1. Divide and Conquer. Follows a map-reduce prompting strategy of decomposing the natu-
ral language question, answering each question independently and aggregating the results.

2. Query Plan. Comprises of breaking the question into a sequence of steps before sub-query
generation.

3. Online Synthetic Example Generation. A prompting strategy to generate in-context
learning examples depending on available table schemas.

Subsequently, the Query Fixer (QF) refines candidate queries iteratively by prompting an LLM
with the execution result, appropriate schema and few-shot examples. Finally, the Selection Agent
(SA) pairwise selects the most appropriate query from refined candidates, given schemas as context.
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4 METHODOLOGY

4.1 QUERY ENTROPY

Query entropy quantifies the diversity and uncertainty of generated SQL candidates, serving as a
guide for the query refinement process. This metric, detailed in Algorithm 1, is computed on clusters
of semantically similar queries. To form these clusters, we leverage execution result embeddings,
creating a more nuanced representation of query similarity. Specifically, we convert the execution
results into HTML format and utilize the markuplm-base model [Li et al. (2022)] to generate rich,
contextual embeddings. Following this, we use DBSCAN clustering [Ester et al. (1996)] to get
distributions over candidates. Note that generate embeddings over all candidates, and include their
error message in the HTML if they do not run.

Algorithm 1 calculateQueryEntropy

Input: candidates, databaseName
Input: eps, minSamples // DBSCAN hyperparameters
Initialize: embeddings← ϕ
for candidate in candidates do

execResult← execute(candidate, databaseName)
HTMLResult← HTML(candidate, databaseName)
embeddings← embeddings ∪ markupEmbed(HTMLResult)

end for
clusters← DBSCAN(embeddings, eps, minSamples)
queryEntropy←

∑k
i=1 pilogpi // k = number of clusters, pi = probability of ith cluster

return queryEntropy

4.2 QUERY FIXER (QF)

The QF module iteratively refines candidate queries to improve correctness and efficiency. Our
enhancement lies in using query entropy as a stopping criterion, continuing until the entropy falls
below a predetermined threshold relative to the previous generation. This process ensures that we
generate high-quality SQL queries while optimizing computational resources. The steps involved
are:

• Entropy-Guided Refinement: Using query entropy as a stopping criterion, combined with
CHASE-SQL’s self-debugging approach to iteratively refine candidates by correcting logi-
cal or syntactical errors based on execution results or error feedback.

• Execution-Based Refinement: Incorporating test-case-driven refinement methods where
generated queries are executed on synthetic databases, and errors are used to guide correc-
tions.

5 EXPERIMENTS

Our experiments were carried out using Mixtral-8x7b-instruct [Jiang et al. (2024)] for information
retrieval and candidate generation, and Deepseek-coder-v2-lite-instruct [DeepSeek-AI et al. (2024)]
for query fix and selection agent modules. The models were deployed on three NVIDIA-A100-
80GB GPUs. All of our experiments were conducted on a subsampled set of 146 questions from the
BIRD benchmark development set. Our results reveal that the optimal number of query-fix iterations
is 4 (ref 1.1, 1.2), but the mean Q-ent over iterations remains in the 2.6 - 2.8 range, indicating the
need for a more informative clustering approach.

We conducted further experiments on the entropy of the distribution of methods and the coefficient of
variation across buckets for different methods (ref 2.1, 2.2), averaged over all questions. Our analysis
shows that Divide-and-Conquer(DAC) has the highest entropy, this means DAC is spread out more
evenly across the different buckets at each iteration. it doesn’t concentrate in a particular bucket
but rather distribute more uniformly. Query Plan (QP) and Online Synthetic Example Generation
(SYNTH) have the same(lower) entropy, these two methods are less spread out compared to DAC.
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Their distributions are more concentrated in fewer buckets. DAC might be a more exploratory
method, being used more evenly across different buckets, while QP and SYNTH could be more
specialized, being assigned to specific buckets more often. Furthermore, our findings reveal that
SYNTH and DAC have the same (higher) coefficient of variation (CV), this possibly means that both
the methods fluctuate more in their distributions across iterations. some buckets get significantly
higher/lower values over time, leading to more relative variability in percentage allocation. QP has
a lower CV, this suggests QP’s distribution is more stable over time. it does not fluctuate as much in
how its percentages are spread across buckets.

Even though DAC is more evenly distributed according to entropy analysis, it also has high CV,
which suggests that distribution is not stable over time, and has fluctuations. SYNTH behaves
similarly in terms of variability. QP, on the other hand, has lower entropy and lower CV, meaning it
is both more concentrated and more stable in how it spreads across buckets.

Figure 1.1: Standard deviation in query entropy
with query fix iteration, the shaded area corre-
sponds to the standard deviation

Figure 1.2: Query entropy progression with itera-
tions

Figure 2.1: Bucket distribution entropy of differ-
ent candidate generation methods vs. query-fix it-
eration

Figure 2.2: Bucket distribution coefficient of vari-
ance vs. query-fix iteration

6 CONCLUSION

In this paper, we introduced a novel approach to text-to-SQL parsing that integrates query execution
plans with semantic clustering techniques. Our method leverages the structural information inher-
ent in SQL queries to enhance the accuracy and efficiency of natural language to SQL translation.
Building on our current research, future work will focus on three primary directions: (1) enhancing
semantic clustering by more deeply integrating query execution plans, (2) exploring specialized lan-
guage model architectures tailored for SQL generation tasks, and (3) expanding evaluation across
broader and more diverse database benchmarks. Specifically, we aim to develop more sophisticated
cost-based weighting strategies, investigate adaptive techniques for improving open-source model
performance, and incorporate schemas from financial, scientific, and domain-specific databases.
Our analysis reveals key findings that will guide these developments, including the observation that
query plan techniques demonstrate lower covariance variation compared to traditional approaches
and that Query Fix iterations exhibit diminishing returns. By pursuing these research directions, we
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aim to push the boundaries of text-to-SQL parsing, ultimately creating more accurate, efficient, and
versatile natural language interfaces for complex database querying.
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Scao, Théophile Gervet, Thibaut Lavril, Thomas Wang, Timothée Lacroix, and William El Sayed.
Mixtral of experts, 2024. URL https://arxiv.org/abs/2401.04088.

Saurav Kadavath, Tom Conerly, Amanda Askell, Tom Henighan, Dawn Drain, Ethan Perez,
Nicholas Schiefer, Zac Hatfield-Dodds, Nova DasSarma, Eli Tran-Johnson, Scott Johnston, Sheer
El-Showk, Andy Jones, Nelson Elhage, Tristan Hume, Anna Chen, Yuntao Bai, Sam Bow-
man, Stanislav Fort, Deep Ganguli, Danny Hernandez, Josh Jacobson, Jackson Kernion, Shauna
Kravec, Liane Lovitt, Kamal Ndousse, Catherine Olsson, Sam Ringer, Dario Amodei, Tom
Brown, Jack Clark, Nicholas Joseph, Ben Mann, Sam McCandlish, Chris Olah, and Jared Ka-
plan. Language models (mostly) know what they know, 2022. URL https://arxiv.org/
abs/2207.05221.

Lorenz Kuhn, Yarin Gal, and Sebastian Farquhar. Semantic uncertainty: Linguistic invariances for
uncertainty estimation in natural language generation, 2023. URL https://arxiv.org/
abs/2302.09664.

5

https://arxiv.org/abs/2411.00073
https://arxiv.org/abs/2411.00073
https://arxiv.org/abs/2406.11931
https://doi.org/10.1145/2810103.2813677
https://doi.org/10.48550/arXiv.2411.08599
https://arxiv.org/abs/cs/0012021
https://arxiv.org/abs/cs/0012021
https://api.semanticscholar.org/CorpusID:238990280
https://arxiv.org/abs/2401.04088
https://arxiv.org/abs/2207.05221
https://arxiv.org/abs/2207.05221
https://arxiv.org/abs/2302.09664
https://arxiv.org/abs/2302.09664


Published at Building Trust Workshop at ICLR 2025

Dongjun Lee, Choongwon Park, Jaehyuk Kim, and Heesoo Park. MCS-SQL: Leveraging mul-
tiple prompts and multiple-choice selection for text-to-SQL generation. In Owen Rambow,
Leo Wanner, Marianna Apidianaki, Hend Al-Khalifa, Barbara Di Eugenio, and Steven Schock-
aert (eds.), Proceedings of the 31st International Conference on Computational Linguistics, pp.
337–353, Abu Dhabi, UAE, January 2025. Association for Computational Linguistics. URL
https://aclanthology.org/2025.coling-main.24/.

Fangyu Lei, Jixuan Chen, Yuxiao Ye, Ruisheng Cao, Dongchan Shin, Hongjin Su, Zhaoqing Suo,
Hongcheng Gao, Wenjing Hu, Pengcheng Yin, Victor Zhong, Caiming Xiong, Ruoxi Sun, Qian
Liu, Sida Wang, and Tao Yu. Spider 2.0: Evaluating language models on real-world enterprise
text-to-sql workflows, 2024. URL https://arxiv.org/abs/2411.07763.

Junlong Li, Yiheng Xu, Lei Cui, and Furu Wei. Markuplm: Pre-training of text and markup language
for visually-rich document understanding, 2022. URL https://arxiv.org/abs/2110.
08518.

Karime Maamari, Fadhil Abubaker, Daniel Jaroslawicz, and Amine Mhedhbi. The death of
schema linking? text-to-sql in the age of well-reasoned language models, 2024. URL https:
//arxiv.org/abs/2408.07702.

Alexander Nikitin, Jannik Kossen, Yarin Gal, and Pekka Marttinen. Kernel language entropy: Fine-
grained uncertainty quantification for llms from semantic similarities, 2024. URL https://
arxiv.org/abs/2405.20003.

Mohammadreza Pourreza, Hailong Li, Ruoxi Sun, Yeounoh Chung, Shayan Talaei, Gaurav Tar-
lok Kakkar, Yu Gan, Amin Saberi, Fatma Ozcan, and Sercan O. Arik. Chase-sql: Multi-path
reasoning and preference optimized candidate selection in text-to-sql, 2024. URL https:
//arxiv.org/abs/2410.01943.

Bowen Qin, Lihan Wang, Binyuan Hui, Bowen Li, Xiangpeng Wei, Binhua Li, Fei Huang, Luo Si,
Min Yang, and Yongbin Li. Sun Exploring intrinsic uncertainties in text-to-sql parsers, 2022.
URL https://arxiv.org/abs/2209.06442.

Xiaoshuai Song, Yanan Wu, Weixun Wang, Jiaheng Liu, Wenbo Su, and Bo Zheng. Progco: Pro-
gram helps self-correction of large language models, 2025. URL https://arxiv.org/
abs/2501.01264.

Shayan Talaei, Mohammadreza Pourreza, Yu-Chen Chang, Azalia Mirhoseini, and Amin Saberi.
Chess: Contextual harnessing for efficient sql synthesis, 2024. URL https://arxiv.org/
abs/2405.16755.

Bailin Wang, Richard Shin, Xiaodong Liu, Oleksandr Polozov, and Matthew Richardson. RAT-
SQL: relation-aware schema encoding and linking for text-to-sql parsers. CoRR, abs/1911.04942,
2019. URL http://arxiv.org/abs/1911.04942.

Zhenyu Wu, Qingkai Zeng, Zhihan Zhang, Zhaoxuan Tan, Chao Shen, and Meng Jiang. Large
language models can self-correct with key condition verification. In Yaser Al-Onaizan, Mohit
Bansal, and Yun-Nung Chen (eds.), Proceedings of the 2024 Conference on Empirical Meth-
ods in Natural Language Processing, pp. 12846–12867, Miami, Florida, USA, November 2024.
Association for Computational Linguistics. doi: 10.18653/v1/2024.emnlp-main.714. URL
https://aclanthology.org/2024.emnlp-main.714/.

Hanchen Xia, Feng Jiang, Naihao Deng, Cunxiang Wang, Guojiang Zhao, Rada Mihalcea, and Yue
Zhang. r3: ”this is my sql, are you with me?” a consensus-based multi-agent system for text-to-sql
tasks, 2024. URL https://arxiv.org/abs/2402.14851.

Miao Xiong, Zhiyuan Hu, Xinyang Lu, Yifei Li, Jie Fu, Junxian He, and Bryan Hooi. Can llms
express their uncertainty an empirical evaluation of confidence elicitation in llms, 2024. URL
https://arxiv.org/abs/2306.13063.

Tao Yu, Rui Zhang, Heyang Er, Suyi Li, Eric Xue, Bo Pang, Xi Victoria Lin, Yi Chern Tan,
Tianze Shi, Zihan Li, Youxuan Jiang, Michihiro Yasunaga, Sungrok Shim, Tao Chen, Alexan-
der Fabbri, Zifan Li, Luyao Chen, Yuwen Zhang, Shreya Dixit, Vincent Zhang, Caiming Xiong,

6

https://aclanthology.org/2025.coling-main.24/
https://arxiv.org/abs/2411.07763
https://arxiv.org/abs/2110.08518
https://arxiv.org/abs/2110.08518
https://arxiv.org/abs/2408.07702
https://arxiv.org/abs/2408.07702
https://arxiv.org/abs/2405.20003
https://arxiv.org/abs/2405.20003
https://arxiv.org/abs/2410.01943
https://arxiv.org/abs/2410.01943
https://arxiv.org/abs/2209.06442
https://arxiv.org/abs/2501.01264
https://arxiv.org/abs/2501.01264
https://arxiv.org/abs/2405.16755
https://arxiv.org/abs/2405.16755
http://arxiv.org/abs/1911.04942
https://aclanthology.org/2024.emnlp-main.714/
https://arxiv.org/abs/2402.14851
https://arxiv.org/abs/2306.13063


Published at Building Trust Workshop at ICLR 2025

Richard Socher, Walter Lasecki, and Dragomir Radev. CoSQL: A conversational text-to-SQL
challenge towards cross-domain natural language interfaces to databases. In Kentaro Inui, Jing
Jiang, Vincent Ng, and Xiaojun Wan (eds.), Proceedings of the 2019 Conference on Empir-
ical Methods in Natural Language Processing and the 9th International Joint Conference on
Natural Language Processing (EMNLP-IJCNLP), pp. 1962–1979, Hong Kong, China, Novem-
ber 2019. Association for Computational Linguistics. doi: 10.18653/v1/D19-1204. URL
https://aclanthology.org/D19-1204/.

Victor Zhong, Caiming Xiong, and Richard Socher. Seq2sql: Generating structured queries from
natural language using reinforcement learning. CoRR, abs/1709.00103, 2017. URL http://
arxiv.org/abs/1709.00103.

7

https://aclanthology.org/D19-1204/
http://arxiv.org/abs/1709.00103
http://arxiv.org/abs/1709.00103

	Introduction
	Related Work
	Preliminaries
	Methodology
	Query Entropy
	Query Fixer (QF)

	Experiments
	Conclusion

