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Abstract

Long-form question answering (LFQA) aims001
to provide thorough and in-depth answers to002
complex questions, enhancing comprehension.003
However, such detailed responses are prone to004
hallucinations and factual inconsistencies, chal-005
lenging their faithful evaluation. This work006
introduces HaluQuestQA, the first hallucina-007
tion dataset with localized error annotations for008
human-written and model-generated LFQA an-009
swers. HaluQuestQA comprises 698 QA pairs010
with 1.8k span-level error annotations for five011
different error types by expert annotators, along012
with preference judgments. Using our collected013
data, we thoroughly analyze the shortcomings014
of long-form answers and find that they lack015
comprehensiveness and provide unhelpful ref-016
erences. We train an automatic feedback model017
on this dataset that predicts error spans with in-018
complete information and provides associated019
explanations. Finally, we propose a prompt-020
based approach, Error-Informed Refinement,021
that uses signals from the learned feedback022
model to refine generated answers, which we023
show reduces errors and improves the quality024
of the answers across multiple models. Further-025
more, humans find the answers generated by026
our approach comprehensive and highly prefer027
them (84%) over the baseline answers.1028

1 Introduction029

Long-form question answering (LFQA) provides030

comprehensive, user-friendly, and in-depth re-031

sponses to complex questions by leveraging state-032

of-the-art large language models (LLMs) and re-033

triever components (Krishna et al., 2021; Nakano034

et al., 2021). While LLMs generate plausible and035

convincing answers, they also hallucinate and pro-036

duce factually inconsistent, irrelevant, and incom-037

plete content (Goyal and Durrett, 2020; Laban et al.,038

2022; Menick et al., 2022; Ji et al., 2022), which are039

difficult to detect for both humans and machines.040

1Code and data available at: github.com/lfqa-errors
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Figure 1: Overview of our data collection process. Us-
ing five fine-grained evaluation criteria, we collect span-
level expert human judgments on question-answer pairs
from the Reddit platform, as well as on corresponding
answers generated by GPT-4.

Traditional evaluation metrics of answer qual- 041

ity, such as BLEU (Papineni et al., 2002), 042

ROUGE (Lin, 2004), and BERTScore (Zhang et al., 043

2020) yield only a single score, obscuring the er- 044

ror type, severity, and location in the answer. We 045

take inspiration from machine translation, which 046

moved beyond this simplistic evaluation paradigm 047

by localizing and categorizing errors (Freitag et al., 048

2021; Kocmi et al., 2024), resulting in higher- 049

quality and more interpretable evaluations. We 050

make a similar contribution to the field of LFQA 051

by asking human annotators to identify spans from 052

the answers that correspond to errors and catego- 053

rize each span into an error schema that we design. 054

Our work is the first to explore error localization in 055

LFQA, offering a more detailed and interpretable 056

evaluation of answers. 057

LLMs make many errors for LFQA that require 058

targeted evaluation. Xu et al. (2023a) highlight 059

that key aspects such as factuality, relevance, com- 060

pleteness, structure, references, and accessibility 061
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are essential to evaluate long-form answers. While062

previous studies have focused on evaluating factu-063

ality (Lee et al., 2022; Min et al., 2023; Li et al.,064

2023; Muhlgay et al., 2023) and faithfulness (Su065

et al., 2022) in long-form text generation, other066

aspects of evaluation, such as response complete-067

ness, and relevance (which can particularly mislead068

users), have received less attention.069

Our work addresses this gap by introducing070

HaluQuestQA, a dataset of long-form answers an-071

notated at the span level with five error types: ques-072

tion misconception, factuality, completeness, rele-073

vance, and references. Expert annotators provide074

these annotations and preference judgments, as075

shown in Figure 1.076

Next, we train an automatic feedback model on077

this dataset to predict erroneous answer spans that078

lack key details to address the question comprehen-079

sively. The feedback model provides fine-grained080

feedback, identifying error locations (sentence081

level), error justification, and a confidence score,082

all without relying on reference texts (Xu et al.,083

2023b). Finally, we propose ERROR-INFORMED084

REFINEMENT, a prompt-based approach that uses085

signals from the feedback model to refine generated086

answers (Madaan et al., 2023), reducing errors and087

improving answer quality across multiple LLMs.088

Our contributions are summarized as follows:089

• We release HaluQuestQA, a dataset with span-090

level error annotations on pairs of human-written091

and model-generated answers. Our analysis re-092

veals that long-form answers often lack compre-093

hensiveness and provide unhelpful references.094

• We train a feedback model to identify erro-095

neous answer spans with incomplete informa-096

tion, aligned with expert human judgments. Al-097

though our dataset encompasses multiple errors,098

our feedback model focuses on completeness er-099

rors, which are identified as the most critical issue100

in the LFQA answers.101

• We propose Error-Informed Refinement, an ap-102

proach that applies fine-grained feedback from103

our learned model to improve the quality of104

human-written and LLM-generated answers.105

2 Related Work106

Human evaluation. Prior work (Krishna et al.,107

2021) has shown that human evaluation for LFQA108

tasks is challenging due to long answer lengths,109

and expert annotators are required to evaluate them110

effectively. Xu et al. (2023a) hire expert annotators111

and identify nine multi-faceted aspects for mean- 112

ingful LFQA evaluation. While some of these fine- 113

grained aspects, such as factuality (Goyal and Dur- 114

rett, 2020; Laban et al., 2022), coherence (Goyal 115

et al., 2022), and completeness (Tang et al., 2024), 116

have been used to investigate errors in summariza- 117

tion tasks, ours is amongst the first works to study 118

LFQA-centric errors at the span level. To this end, 119

we collect span-level annotations of LFQA errors, 120

enabling high-quality and interpretable evaluations 121

that can be used to improve answer quality. While 122

this has been done for machine translation (Freitag 123

et al., 2021; Kocmi et al., 2024), it has not yet been 124

applied to long-form question answering. 125

Automatic evaluation. Increasing focus on the 126

reliability of LLMs has led to the development of 127

explainable evaluation metrics (Zhong et al., 2022; 128

Fu et al., 2023) to detect errors in LLM gener- 129

ations. Xu et al. (2023b) present InstructScore, 130

an explainable metric based on LLaMA (Touvron 131

et al., 2023a), to obtain detailed error analysis for 132

LLM-generated text. However, most of the current 133

evaluation metrics require hard-to-obtain gold refer- 134

ences. Jiang et al. (2023b) propose a reference-free 135

evaluation metric, TIGERSCORE, that can locate, 136

categorize, and explain errors across various text 137

generation tasks, including LFQA. While LLM- 138

based metrics can detect diverse errors, they are 139

prone to hallucinations due to training data qual- 140

ity. In this study, we collect expert-annotated data 141

on fine-grained LFQA errors and train a feedback 142

model for accurate error detection. 143

Mitigating errors with human feedback. 144

Reinforcement learning with human feed- 145

back (RLHF) (Ziegler et al., 2019) incorporates 146

human feedback to train reward models and align 147

LLMs, reducing undesirable generations (Ouyang 148

et al., 2022; Bai et al., 2022a,b; Wu et al., 2023b). 149

A recent alignment technique, direct preference 150

optimization (DPO) (Rafailov et al., 2023), 151

bypasses the computationally expensive reward 152

modeling step and has been used to fine-tune 153

LMs for factuality (Tian et al., 2023). Human 154

feedback has also been used to fine-tune feedback 155

models (Wang et al., 2023; Xu et al., 2024) to 156

guide the refinement of LLM outputs (Madaan 157

et al., 2023; Welleck et al., 2023), improving 158

answer quality. However, these feedback models 159

either lack fine-grained error feedback or depend 160

on ground truth passages, which may not always 161

be available in open-domain QA. In our study, we 162
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Category
(# samples)

Preference Krippendorf’s
𝛼

Human Model

Physics (94) 33% 67% 0.01
Chemistry (96) 22% 78% 0.20
Biology (110) 25% 75% 0.36
Technology (110) 16% 84% 0.53
Economics (110) 14% 86% 0.31
History (92) 9% 91% 0.52
Law (86) 16% 84% 0.59

Average 19.29% 80.71% 0.36

Table 1: Overview of HaluQuestQA and expert answer
preferences, with experts’ agreement on a smaller sub-
set (~15%) calculated using Krippendorf’s alpha (Hayes
and Krippendorff, 2007) (Appendix A.5).

develop a reference-free feedback model to refine163

LFQA answers with detailed error feedback.164

3 HaluQuestQA (HQ2A)165

Prior LFQA evaluations with non-expert (Nakano166

et al., 2021) and expert (Xu et al., 2023a) annotators167

collect preference judgments over model responses.168

However, overall preference is not indicative of169

fine-grained errors in LFQA. As a first step, we170

annotate span-level errors in long-form answers,171

with explanations from domain experts.172

3.1 Hiring Annotators173

We recruit domain experts on Prolific’s academic174

annotation platform for seven domains shown in Ta-175

ble 1. The expert selection is based on age (22-32),176

demographics (US and UK), education (undergrad-177

uate or graduate degree in the target domain), and178

native language (English). For each target domain,179

we first conduct a small pilot comprising ten sam-180

ples, where given a question and two candidate an-181

swers, the experts evaluate the answers and mark all182

erroneous or problematic parts (phrase, sentence,183

or multiple sentences) based on our defined evalua-184

tion criteria (§3.2). After carefully evaluating the185

pilot results for relevance, clarity, and factuality,186

we choose three experts per domain and give them187

each a large-scale study containing 35-50 QA pairs.188

We collect expert judgments for 698 questions.189

3.2 Task Setup190

We evaluate two answers (human and model-191

generated) to the same questions. This setting192

enables us to identify errors made by humans193

and state-of-the-art LFQA systems. We chose194

GPT-4 (gpt-4-0314) as the LFQA model to195

evaluate since previous work (Bhat et al., 2023)196

has shown it outperforming existing open-source197

LLMs (LLaMA and Alpaca (Taori et al., 2023)) in 198

reasoning and inferring from long context. Since 199

GPT-4’s training data extends up to September 200

2021, it may have already seen the ELI5 dataset 201

released by Fan et al. (2019) during its pre-training. 202

Thus, we scrape more recent questions with their 203

highest-voted answers from the r/explainlikeimfive 204

subreddits posted between November 2022 and 205

March 2023, following Xu et al. (2023a). We pro- 206

vide further details of the setup in Appendix A. 207

To obtain the model-generated answers, we zero- 208

shot prompt the GPT-4 model (Appendix B.1). We 209

host the annotation task on the INCEpTION plat- 210

form (Klie et al., 2018) and evaluate the following:2 211

1. Question misconception: False assumptions 212

made within the given question. 213

2. Factuality: Accuracy and correctness of the 214

answer as per verifiable facts. 215

3. Relevance: Specificity and meaningfulness of 216

the answer. 217

4. Completeness: Answer comprehensiveness en- 218

suring all question aspects are addressed. 219

5. References: (Un)helpful examples, analogies, 220

and external links in the answer. 221

Annotators highlight errors in questions or answers 222

based on evaluation criteria, provide free-form jus- 223

tifications, and indicate overall answer preferences. 224

3.3 Data Curation 225

To ensure high-quality annotations, we implement 226

several checks before, during, and after the annota- 227

tion process. Before annotation, we ensure the qual- 228

ity of scraped questions by removing duplicates, 229

discarding questions under five words, and verify- 230

ing grammar and fluency. For the corresponding 231

answers, we select responses that receive the high- 232

est upvotes on Reddit and have a minimum length 233

of 50 words. We also verify that the responses are 234

not generated by AI-assisted tools (e.g., ChatGPT3) 235

using a commercial AI detector (GPTZero4). We 236

find that none of the responses are flagged as AI- 237

generated, though we acknowledge the inherent 238

limitations of AI detection tools. During anno- 239

tation, annotators are encouraged to contact the 240

authors anonymously through Prolific for clarifica- 241

tion to reduce potential errors. After the study, we 242

2We provide detailed annotation guidelines in Appendix F.
3https://chat.openai.com
4https://app.gptzero.me/
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Aspect Question Answer A Answer B Expert Justification

Question
Misconception

How do people in
prison get so jacked
with terrible nutrition
and no supplements?

(human) [...] While prison food gen-
erally doesn’t taste great, it does
have calories and protein. [...] can
buy on commissary (fish [...]

(model) [...] In prison, inmates often
have a lot of free time, which they
can use to work out and develop a
consistent exercise routine. [...]

This is an assumption, not every
prison offers terrible food without
nutritional value, also lots of "easy"
food choices (lentils, eggs, [...]

Factuality

What is difficult about
developing nuclear
weapons that makes
some countries inca-
pable of making them?

(human) The main problem is the
nuclear fuel [...] Uranium is a fairly
rare element on its own, but to make
a bomb you need lots of a very rare
isotope of uranium (u-235) [...]

(model) Developing nuclear
weapons is a highly complex and
resource-intensive [...] To create a
nuclear bomb, a nation must have a
deep understanding of [...]

The claim is false. According to
the World Nuclear Association, Ura-
nium is not a rare element and oc-
curs in potentially recoverable con-
centrations in many types [...]

Relevance

Why is it taboo to talk
about people’s wages?

(human) Because companies used
to be able to fire [...] discussing your
wages is a federally [...] so by all
means discuss discuss discuss! [...]

(model) Talking about wages is con-
sidered taboo because it can create
tension and jealousy [...]. Employ-
ers often discourage discussions [...]

This does not contribute to the an-
swer.

Completeness

Can anyone explain
the differences between
copyright and trade-
mark?

(human) A trademark protects a
brand’s symbol or logo. A copy-
right protects content. So the ac/dc
logo with the lightning bolt [...]

(model) [...] Copyright protects cre-
ative works like books, music, and
art, [...]. Trademark, on the other
hand, protects brand identifiers [...]

The answer fails to mention the
broader scope of copyright protec-
tion, which includes creative works
beyond just music and lyrics.

References

Why is 1000mbps in-
ternet only guaranteed
at 900mbps and what’s
the equipment needed
to get the 1000mbps ad-
vertised?

(human) [...] It’s similar to asking
why postal mail weighs more than
just the paper you are sending... Ev-
erything that tells it how to get to the
other side encapsulates (contains) it,
and makes up that extra weight.

(model) Internet speeds are often ad-
vertised as "up to" a certain speed
because various factors can affect
the actual performance. For in-
stance, network congestion... To get
the full 1000mbps advertised, [...]

The example is terrible and does not
give any idea of what the writer is
talking about.

Table 2: Examples of expert annotated errors in long-form answers based on the defined evaluation criteria. The
answers in green are expert-preferred answers. Additional examples are provided in Table 12 in the Appendix.

manually review error spans, justifications, refer-243

ences, and preference judgments, verifying their244

quality and ensuring no AI involvement. Iterative245

feedback and bonus payments further incentivize246

high-quality work. Examples are shown in Table 2.247

3.4 Quantitative Analysis248

As shown in Table 1, experts display a high pref-249

erence (80.7%) for GPT-4 answers compared to250

human answers. We hypothesize that humans pre-251

fer fluent answers, and LLMs are known to op-252

timize for fluency (Wu et al., 2023a; Coyne and253

Sakaguchi, 2023). Moreover, the preference of our254

annotators is corroborated by similar findings in255

summarization (Liu et al., 2023b) and LFQA (Xu256

et al., 2023a), who show that GPT-3 answers score257

higher than human answers.258

Comparing different domains, we observe that259

experts strongly prefer GPT-4 answers in history,260

law, technology, and economics (>80%). However,261

in science domains like physics, biology, and chem-262

istry, model preference drops to 60-80%. GPT-263

4’s strong performance in history and law can be264

attributed to its ability to learn facts that remain265

consistent over time, during its training process.266

However, it struggles with college-level scientific267

questions requiring advanced reasoning (Sun et al.,268

2024; Wang et al., 2024) – and our dataset includes269

complex, real-world scientific problems that sur-270

pass college-level difficulty, likely contributing to271

its lower performance in scientific domains.272

3.5 Fine-grained Answer Scoring 273

We score human and model answers on our defined 274

evaluation criteria to understand how experts’ an- 275

swer preferences diverge across different domains. 276

For the question misconception aspect, the score 277

S = 1 when the question has no misconceptions; 278

otherwise, S = 0. For aspects of factuality, rele- 279

vance, and completeness, S = 1−
( # Error sentences

Total # of sentences

)
, 280

while the score for reference is calculated as S = 281

1 −
(

# Error references
Total # of references

)
. 282

For calculating the overall answer scores, we leave 283

out the question misconception scores because this 284

aspect pertains to the question. We sum the other 285

aspect scores and include the overall answer pref- 286

erence scores (S = 1 if preferred) to get the final 287

score. Finally, we normalize this score between 288

0 and 1. In Figure 2, we report the fine-grained 289

aspect scores for human and model answers across 290

different domains and discuss our findings below. 291

1) Questions from technology and economics are 292

biased. Ambiguous and misinformed questions 293

can lead to undesirable answers (Cole et al., 2023; 294

Kim et al., 2023). Therefore, fair answer scoring 295

requires prior estimation of question quality. For 296

this, we utilize the question misconception aspect 297

and find that questions from all evaluated domains 298

consist of misconceptions arising from the user’s 299

bias or misinformation. This is especially promi- 300

nent in technology and economics, where ~40% 301

of the questions are misinformed – users have low 302
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Figure 2: Comparison of fine-grained scores of the
human-written and model-generated answers for differ-
ent evaluation criteria. The last figure (with red bound-
ary) shows the averaged and normalized overall scores.
A higher score represents fewer errors in the answers.

domain knowledge to ask the right questions. Thus,303

we encourage future research to assess the capabil-304

ity of LLMs to rebut misconceived questions.305

2) Answers lack comprehensiveness and provide306

unhelpful references. We observe that human-307

written and model-generated answers score high on308

factuality and relevance, meaning most of the infor-309

mation provided is verifiable, trustworthy and rele-310

vant to the question. However, the answers score311

low on completeness and references aspects, lack-312

ing important information and providing web refer-313

ences and examples that are not helpful (Liu et al.,314

2023a), according to expert judgments. Specifi-315

cally, GPT-4 hallucinates and provides incorrect or316

fabricated web links, while human answers digress317

from the topic and include irrelevant information.318

Overall, GPT-4 answers score better than the319

human answers in all evaluated domains. While320

this is due to its better performance over humans321

in the considered aspects, the persuasive nature of322

the model responses (Salvi et al., 2024) also plays323

a crucial role in their higher preference.324

4 Error Mitigation325

In §3.4, we have shown that the LFQA answers lack326

completeness and omit useful information. There-327

fore, we train a feedback model to identify erro-328

neous answer spans with incomplete information329

and provide free-form error justifications. Our ap-330

proach ERROR-INFORMED REFINEMENT, uses this331

feedback to refine the answers and improve their332

overall quality without human intervention.333

4.1 Error Feedback Model 334

Given an input question and an LFQA response, 335

we fine-tune the LLaMA2-13B model (Touvron 336

et al., 2023b) to generate a label [Complete] or [In- 337

complete] for every sentence 1...𝑛 in the response 338

and provide associated reasons for the incomplete 339

sentences (see Figure 3). 340

Dataset & Training. Training the feedback 341

model requires high-quality error annotations with 342

justifications. Therefore, we use our dataset to ex- 343

tract QA pairs with completeness errors. Since our 344

dataset includes phrase- and sentence-level anno- 345

tations, we convert phrase-level errors to sentence- 346

level annotations by assigning the phrase’s error 347

label and justification to its containing sentence. 348

This is done with our observation that ~65% of an- 349

notated completeness errors occur at the sentence 350

level (Table 6), supporting the choice of sentence 351

level granularity as both representative and practi- 352

cal for training and evaluation. For each QA sam- 353

ple, we segment the human- or model-generated an- 354

swer with errors into sentences and label each sen- 355

tence as [Complete] or [Incomplete] with the cor- 356

responding expert justifications. The final dataset 357

consists of 509 samples with a 90/10 train/test split. 358

We provide the training details in Appendix B.2. 359

Inference. The trained feedback model halluci- 360

nates web references in about 20% of test sam- 361

ples. This likely occurs because the training data 362

includes web references in expert error justifica- 363

tions, which the model struggles to replicate coher- 364

ently. To combat this, we opt for a sampling-based 365

approach (Malon and Zhu, 2024) to provide more 366

consistent feedback. The intuition is that trustwor- 367

thy details and references should appear in many 368

other generated samples. Hence, during the decod- 369

ing step, we sample 20 responses from the feedback 370

model and check their consistency in two stages: 371

(1) TAG CONSISTENCY: This pertains to the con- 372

sistency of span-level tag predictions, complete 373

or incomplete, for each sampled response. The 374

tag consistency score is calculated by counting the 375

number of other sampled responses that match the 376

tag sequence of each sampled output and averaging 377

over the total number of samples. Formally, if the 378

sampled tag predictions 𝑝1, ..., 𝑝𝑛 consist of tag se- 379

quences 𝑡1, ..., 𝑡𝑛 where 𝑡𝑖 is a list of tag predictions 380

for every span, the score for sample 𝑖 is 381

STC =
1

𝑛

𝑛∑︁
𝑠=1

1𝑡𝑖=𝑡𝑠 382
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Q: Why are railroads full of
rocks?
A: Ballast is a comparably cheap
way of leveling ground that can
support a lot of weight very
cheaply. Rocks don’t wash or
blow away [...]. Compared to say
a concrete foundation, they won’t
crack or require formwork [...]

Feedback
Model

Consistency score (𝑆𝑅𝐶 ): 0.8
Prediction (Sentence-level):
1. [Incomplete] Reasons: This is
correct; ballast is cheap and effec-
tive [...]. However, I think it will be
useful to mention that ballast also
helps with drainage and prevents
erosion.
2. [Complete]
3. [Complete]

Refine
Model

Refined Answer

Railroads are full of rocks be-
cause ballast provides an econom-
ical and efficient solution for lev-
eling ground and preventing ero-
sion. Additional benefits include
thermal cycling, self-leveling, and
ease of repair. [...] Here are some
reasons [...] 1. Cost effective [...]
2. Drainage [...] 3. Thermal [...]

Figure 3: A pictorial view of our Error-Informed Refinement approach. The FEEDBACK model takes a question-
answer pair as input and outputs sentence-level error with justifications and a consistency score. The REFINE model
uses this feedback to improve the original answer. Additional refined examples are in Table 13 (Appendix).

where 1𝑡𝑖=𝑡𝑠 is 1 if the tag sequence 𝑡𝑖 is the same383

as tag sequence 𝑡𝑠 and 0 if not. The samples with384

the highest score are selected for the next stage.385

(2) REASON CONSISTENCY: We assess the con-386

sistency of justifications given for the incomplete387

spans from the remaining samples. Specifically,388

we count the number of other sampled justifica-389

tions from the LLM that matched each token of390

each sampled output and score each justification391

by the average count per token. Formally, if the392

sampled justifications 𝑗1, ..., 𝑗𝑛 consist of words393

𝑤𝑘
𝑖
, 𝑘 = 1...𝑚𝑖 , the score of sample 𝑖 is394

SRC =
1

𝑚𝑖

𝑚𝑖∑︁
𝑘=1

𝑛∑︁
𝑠=1

1𝑤𝑘
𝑖
∈ 𝑗𝑠395

where 1𝑤𝑘
𝑖
∈ 𝑗𝑠 is 1 if token 𝑤𝑘

𝑖
is in the justification396

𝑗𝑠 and 0 if not. Finally, we select the highest scor-397

ing output as feedback for the refinement model.398

After sampling, reference hallucinations reduce399

by 50% (from 20% to 5-10% of the test set).400

4.2 Error-Informed Refinement (EIR)401

Our approach is shown in Figure 3 and con-402

sists of two main components: an error feedback403

model (§4.1), and a refinement model. Given404

an input prompt 𝑥𝑖 and a corresponding human-405

written or model-generated response 𝑦𝑖, the feed-406

back model E generates a targeted feedback 𝑓𝑖 that407

represents the quality of 𝑦𝑖 in free-form natural lan-408

guage. Finally, the refinement model uses 𝑥𝑖, 𝑦𝑖,409

and 𝑓𝑖 to generate a refined and improved output410

𝑦𝑖 . The following sections describe our approach.411

Refinement Model & Baselines. Our experi-412

ments use the LLaMA2-13B chat LLM and its413

DPO optimized version (see Appendix C) as the414

refinement model. In each case, the model is 0-415

shot prompted with the fine-grained error feedback416

received from the error detection model. We also417

experiment with two strong baseline feedback mod-418

els, (1) IMPROVE: The refinement model is 0-shot419

prompted to improve the answer without any error 420

feedback provided. (2) GENERIC: The refinement 421

model is 0-shot prompted to improve the answer 422

with a generic error feedback that asks the model 423

to provide a more complete and accurate answer. 424

We list the prompts used in Appendix B.3. 425

Datasets & Evaluation Metrics. We test our 426

error-informed refinement approach on three 427

datasets: HQ2A with span-level error annotations 428

for answer completeness, ASQA (Stelmakh et al., 429

2022), and ELI5 (Fan et al., 2019). The ASQA 430

dataset consists of 6K ambiguous factoid questions 431

with long-form answers synthesized from multiple 432

sources to resolve the ambiguities. ELI5 consists 433

of 270K long-form answers covering general topics 434

from the Reddit forum "Explain Like I’m Five". 435

We evaluate the refined answers using TIGER- 436

Score, a trained reference-free metric that identifies 437

errors in LLM-generated text and assigns an error 438

score based on error severity. Specifically, we use 439

the LLaMA-7B trained version of TIGERScore, 440

which highly correlates with humans for error de- 441

tection in LFQA tasks (Jiang et al., 2023b) while 442

being cost-effective. We also measure how well our 443

refinement approach corrects errors identified by 444

TIGERScore using precision, recall, and F1 score 445

metrics. Finally, we conduct a human evaluation 446

to assess the comprehensiveness and preference of 447

refined answers compared to gold answers. 448

5 Results 449

We explore several research questions: (1) Can our 450

learned feedback model detect errors in LFQA sys- 451

tems and help in downstream answer refinement 452

task? (2) Does fine-grained feedback produce bet- 453

ter quality LFQA answers than coarse-grained feed- 454

back? (3) Does fine-grained feedback help miti- 455

gate errors and improve the comprehensiveness of 456

LFQA answers? (4) Are comprehensive answers 457

from our approach preferred by humans? 458
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Approach Model Accuracy (%) Weighted
Accuracy (%) (↑)

Consistency
Score (𝑆𝑅𝐶 ) (↑)Exact (↑) Adjacent (↓) Different (↓)

Zero-shot LLaMA2-13B 23.53 ± 1.60 7.84 ± 0.00 68.63 ± 1.60 34.31 ± 1.44 0.52 ± 0.02
Zero-shot GPT-3.5-Turbo 25.49 11.76 62.75 37.65 0.99
Fine-tuning w/ HQ2A LLaMA2-13B 37.25 ± 0.00 24.18 ± 0.92 38.56 ± 0.93 53.20 ± 0.37 0.80 ± 0.01

Table 3: Accuracy and Consistency Score (𝑆𝑅𝐶) of zero-shot and fine-tuned models in detecting sentence-level
errors on HQ2A, averaged over three runs with standard deviations (except for GPT-3.5). Best scores are in bold.

5.1 Detecting Errors via Feedback Model459

To measure the error detection accuracy of our feed-460

back model, we propose an evaluation across three461

fine-grained categories: (1) EXACT: Erroneous462

sentences identified by the model exactly match463

the human-annotated erroneous sentences. This464

category represents the most stringent evaluation465

of model performance. (2) ADJACENT: Erroneous466

sentences identified by the model are adjacent to,467

or closely related to, human-annotated erroneous468

sentences. Here, "adjacent" refers to a sentence469

preceding or following the human-annotated error470

sentence. These near-misses may still aid in under-471

standing or resolving the error due to the contextual472

relation between the preceding/following sentence473

and the actual error sentence. (3) DIFFERENT: Er-474

roneous sentences identified by the model do not475

match, precede or follow human-annotated error476

sentences, capturing instances where the model477

detects completely unrelated error spans.478

To capture the overall error detection perfor-479

mance across the defined evaluation categories, we480

introduce a weighted accuracy metric:481

Accuracywt =
𝑤Exact ·

# Exact matches
Total errors

+ 𝑤Adj ·
# Adjacent matches

Total errors

+ 𝑤Diff ·
# Different matches

Total errors
.

482

where 𝑤Exact, 𝑤Adj, and 𝑤Diff represent the weights483

assigned to each category according to its rela-484

tive importance. We assign 𝑤Exact = 1.0 to reward485

the model’s capability of correctly detecting errors486

and 𝑤Adj = 0.5 to quantify the importance of near-487

misses which may still provide insight on the actual488

errors. Consequently, 𝑤Diff = 0.1 to penalize the489

model for its incorrect error detection.490

In Table 3, we show the sentence-level error de-491

tection accuracy of the zero-shot LLaMA2-13B492

and GPT-3.5-Turbo and our fine-tuned feedback493

models compared to the strong human baseline.494

Our fine-tuned feedback model improves the de-495

tection of correct error spans (exact) by ~14% and496

~12% and reduces the detection of incorrect error497

spans (different) by ~30% and ~24% compared to498

the zero-shot feedback models LLaMA2-13B and 499

GPT-3.5-Turbo, respectively. Specifically, our feed- 500

back model outperforms GPT-3.5-Turbo by ~16% 501

on our weighted accuracy metric while maintaining 502

a high consistency score of 0.80. This shows that 503

the model effectively learns to identify complete- 504

ness errors, even when fine-tuned on limited but 505

high-quality HQ2A samples, aligning with recent 506

findings (Zhou et al., 2023; Xia et al., 2024) on fine- 507

tuning with small but carefully curated datasets. 508

We further evaluate our error feedback model by 509

comparing the gap in the downstream LFQA re- 510

finement task when we use human-annotated error 511

feedback. This evaluation measures the effective- 512

ness of our feedback model in guiding the refine- 513

ment of long-form answers and reducing errors. In 514

Table 4, we present the refinement performance 515

with our feedback model compared to the expert 516

human feedback on HQ2A. Our feedback model 517

reduces error samples by 2% and improves the F1 518

score by 4% over expert human feedback, validat- 519

ing its effectiveness in refining LFQA answers. 520

5.2 Fine- vs. Coarse-Grained Feedback 521

Table 4 presents the quality of BASELINE an- 522

swers (original dataset instances) refined using 523

coarse- and fine-grained feedback. We also evalu- 524

ate answers generated through zero-shot prompting 525

LLaMA2-13B-chat for comparison. 526

Our results show that inadequate feedback can 527

deteriorate generation quality. While directly 528

prompting the refinement model to generate an- 529

swers (ZERO-SHOT) or improve answers with- 530

out detailed feedback (IMPROVE) performs better 531

than the baseline, using more targeted feedback, 532

such as asking the model to complete the answer 533

(GENERIC), consistently leads to higher-quality 534

LFQA answers. In contrast, fine-grained feedback 535

from our error detection model (EIR) outperforms 536

coarse-grained feedback and fine-grained human 537

feedback (on HQ2A), reducing error samples and 538

error scores by ~3% and ~Δ38%, respectively, and 539

improving F1 scores by ~5%, on average. 540
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Dataset Approach
TIGERScore Error Correction

% Error samples (↓) Error score (↓) Precision (↑) Recall (↑) F1 (↑)

HQ2A Human feedback 2.61 ± 0.92 0.09 ± 0.01 0.86 ± 0.04 1.00 ± 0.00 0.94 ± 0.02

Baseline 19.61 0.63 - - -
Zero-shot 15.69 ± 0.00 0.34 ± 0.00 0.56 ± 0.00 0.90 ± 0.00 0.69 ± 0.00

Improve 1.31 ± 0.92 0.05 ± 0.04 1.00 ± 0.00 0.93 ± 0.05 0.97 ± 0.02

Generic 1.31 ± 0.92 0.05 ± 0.03 0.97 ± 0.04 0.97 ± 0.05 0.97 ± 0.02

EIR (Ours) 0.65 ± 0.92 0.03 ± 0.04 0.97 ± 0.04 1.00 ± 0.00 0.98 ± 0.02

ASQA Baseline 34.81 1.20 - - -
Zero-shot 35.02 ± 0.00 1.08 ± 0.00 0.50 ± 0.00 0.62 ± 0.00 0.55 ± 0.00
Improve 20.85 ± 1.00 0.68 ± 0.03 0.70 ± 0.02 0.71 ± 0.01 0.70 ± 0.01

Generic 18.67 ± 0.52 0.61 ± 0.01 0.72 ± 0.01 0.75 ± 0.01 0.74 ± 0.00

EIR (Ours) 16.63 ± 0.41 0.51 ± 0.02 0.73 ± 0.00 0.82 ± 0.02 0.77 ± 0.01

ELI5 Baseline 22.93 0.82 - - -
Zero-shot 9.61 ± 0.00 0.27 ± 0.00 0.74 ± 0.00 0.89 ± 0.00 0.81 ± 0.00
Improve 10.05 ± 0.18 0.36 ± 0.02 0.75 ± 0.00 0.86 ± 0.00 0.80 ± 0.00

Generic 6.06 ± 0.23 0.22 ± 0.01 0.84 ± 0.01 0.91 ± 0.00 0.87 ± 0.00

EIR (Ours) 3.81 ± 0.30 0.13 ± 0.01 0.88 ± 0.01 0.96 ± 0.01 0.92 ± 0.01

Table 4: Results on the quality of original answers from the datasets (BASELINE); answers from zero-shot prompting
LLaMA2-13B-chat (ZERO-SHOT); answers refined with coarse-grained feedback (IMPROVE and GENERIC), fine-
grained feedback (EIR) and human feedback on HQ2A. Reported results are averages over three iterations with
standard deviations. Best results are in bold green, and the second-best results are in orange. We report results with
LLaMA3-8B-Instruct (Dubey et al., 2024) and Mistral-7B-Instruct-v0.3 (Jiang et al., 2023a) models in Appendix E.3.

We also investigated the impact of aligning the541

refinement model with human preferences from542

HQ2A with DPO. Despite promising initial results543

in reducing LFQA errors (Appendix E.1), the re-544

sulting refinement model ultimately did not outper-545

form the vanilla refinement model (Appendix E.2).546

5.3 Human Evaluation547

We conduct a human evaluation with three anno-548

tators to test the comprehensiveness and overall549

quality of the answers generated using our refine-550

ment approach. Each annotator is given pairs of551

answers for 50 questions from the HQ2A, ASQA,552

and ELI5 datasets—one baseline answer from the553

dataset and the corresponding refined answer gen-554

erated by our approach. The annotators choose the555

more comprehensive answer, focusing on whether556

it sufficiently addresses all aspects of the question.557

Table 5 shows the results of our human evalua-558

tion of the BASELINE and REFINED answers. An-559

notators find the refined answers more comprehen-560

sive (~60%) across all datasets. However, com-561

prehensiveness alone does not equate to quality.562

Therefore, we also evaluate the overall preference563

of our answers, incorporating factors such as factu-564

ality and relevance compared to the baseline. We565

observe that annotators significantly prefer the re-566

fined answers (~84%) across all the datasets, indi-567

cating their factual accuracy and relevance.568

Dataset Pref. Comprehensiveness(↑) Overall(↑)

HQ2A Baseline 0.00% 7.84%
Refined 100% 92.16%
Tie 0.00% -

ASQA Baseline 0.00% 40.00%
Refined 18.00% 60.00%
Tie 82.00% -

ELI5 Baseline 0.00% 0.00%
Refined 62.00% 100%
Tie 38.00% -

Table 5: Human evaluation results on the comprehen-
siveness and preference of answers refined with EIR
over the original answers from the datasets (BASELINE).
Details on the human agreement are in Appendix E.4.

6 Conclusion 569

We introduce HALUQUESTQA, a dataset of expert 570

judgments on fine-grained errors in LFQA. Using 571

our dataset, we analyze the pitfalls of human and 572

model long-form answers, identifying issues with 573

comprehensiveness and unhelpful references. To 574

address these, we propose ERROR-INFORMED RE- 575

FINEMENT, an approach that uses signals from our 576

learned feedback model to refine LLM responses. 577

Our feedback model outperforms baseline feedback 578

models and expert human feedback in guiding an- 579

swer refinement and reducing errors. A human eval- 580

uation confirms the effectiveness of our approach, 581

with participants finding our refined answers more 582

comprehensive and preferable to baseline outputs. 583
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Limitations584

Despite providing an in-depth analysis on errors in585

human and model generated responses, our work586

only focusses on the LFQA task. Thus, we encour-587

age future work to apply our findings to different588

tasks such as summarization, translation, etc. We589

study a diverse but limited scope of long-form an-590

swers drawn from online community platforms.591

More diverse questions from different domains592

such as education or commercial may have dif-593

ferent issues and might be to be evaluated in a594

different way.595

Our trained error detection model shows high596

correlation with human annotations but relies on a597

high consistency of model outputs. The model may598

hallucinate if the consistency score is low (< 0.80).599

Training larger models with more high quality data600

might be an interesting future work to get better re-601

sults. Lastly, in our refinement approach, we have602

experimented with the instruction-tuned variants603

of the LLaMA2, LLaMA3, and Mistral models.604

Models with better or worse instruction following605

capabilities may give different results, and improv-606

ing the refinement process can be a great future607

direction to mitigate errors.608

Ethics and Broader Impact Statement609

The expert annotation data collection protocol has610

been determined to be exempt from review by an611

IRB board. All the collected data will be publicly612

available under the CC BY-SA 4.0 license. We hire613

annotators on the academic annotation platform614

Prolific and gather no sensitive user information ex-615

cept demographics and annotator performance data.616

We examined the collected data and ascertained617

that it contains no toxic or harmful content.618
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A Data Collection and Analysis1068

This section presents additional insights on our1069

HaluQuestQA (HQ2A) dataset.1070

A.1 Domain Classification1071

The questions on the ELI5 are classified into do-1072

mains via the FLAIR label (tag containing post in-1073

formation), which lets us perform domain-specific1074

analysis. For unclassified categories (like History1075

and Law), we cluster the OTHER category ques-1076

tions (not in pre-defined ELI5 domains), using1077

K-means clustering (Selim and Ismail, 1984) and1078

identify the domain-specific questions. For each1079

domain, we sample between 100-200 questions1080

with their highest-voted answers.1081

A.2 Answer Length Distribution1082

Figure 4 compares the length distribution of human-1083

written and model-generated answers. We observe1084

that the length of human and model answers is1085

comparable, resulting in a fair evaluation. Across1086

all domains, the length of collected answers ranges1087

between 50-500 words with an average length of1088

100 words.1089
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Figure 4: Answer length distribution of human-written
and model-generated answers (H/M) in our expert-
annotated dataset.

A.3 Overall Answer Preference1090

In Figure 5, we plot the word frequency distribution1091

of the free-form answer justifications provided by1092

our expert annotators. Apart from our considered1093

evaluation aspects, we observe that the annotators1094

also find answers clarity, conciseness, and ease of1095

understanding helpful in deciding the overall best1096

answer. We encourage future LFQA research to1097

consider these aspects in their evaluation.1098

A.4 Span-level Annotations1099

In Table 6, we present the distribution of errors1100

annotated at different span-levels (phrase, sentence1101

Error Type Annotated Spans

Phrase-
level

Sentence-
level

Multi-sentence-
level

Question Mis-
conception

38.89% 52.47% 8.64%

Factuality 42.40% 44.88% 12.72%
Relevance 25.00% 39.13% 35.87%
Completeness 35.81% 34.63% 29.56%
References 31.24% 30.77% 38.00%

Average 34.67% 40.38% 24.96%

Table 6: Overview of error types and the corresponding
annotation distribution across phrase-level, sentence-
level, and multi-sentence-level errors.

and multi-sentence). Our findings show that ex- 1102

perts identify phrase-level errors in approximately 1103

35% of the cases, indicating that a substantial por- 1104

tion of errors are nuanced and cannot be effectively 1105

captured at the sentence level. This highlights the 1106

need to employ fine-grained span-level annotations 1107

to enhance the evaluation process, as they provide 1108

deeper insight into the nature and exact location 1109

of errors, ultimately leading to improved answer 1110

quality by targeting specific errors. 1111

A.5 Expert (dis)agreement. 1112

In Table 1, we report Krippendorf’s alpha (Hayes 1113

and Krippendorff, 2007) as a measure of agreement 1114

for experts’ overall answer preference. Our expert 1115

annotators achieve moderate agreement in technol- 1116

ogy, history, and law, fair agreement in biology and 1117

economics, and slight agreement in physics and 1118

chemistry.5 We emphasize that the disagreement 1119

between experts is not a failure of our evaluation. 1120

Instead, it highlights the challenges of identify- 1121

ing fine-grained errors in answers, affecting over- 1122

all preference. Moreover, prior work has similar 1123

findings for human disagreement in LFQA evalua- 1124

tion (Xu et al., 2023a). 1125

B Prompts 1126

This section lists the prompts for data collection, 1127

training the error detection model, and refining 1128

answers using our Error-informed approach. 1129

B.1 Data Collection 1130

We prompt GPT-4 in a zero-shot manner to 1131

generate responses to questions asked on 1132

the Reddit platform, as shown in Listing 1. 1133

5Interpretation of agreement follows Wong et al. (2021)
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Figure 5: Distribution of the top 50 most common words mentioned by our expert annotators in their overall answer
justifications. The size and color of the bubble represent the word frequency and importance, respectively. The
green and orange colors denote the important evaluated and non-evaluated aspects, respectively, while blue depicts
the generic terms used in answer justifications.

We use the default generation parameters1134

in OpenAI API with temperature=0.1 and1135

max_tokens=1.5*(human_answer_length). We1136

specifically instruct the model to generate a1137

response of length similar to the corresponding1138

human response on Reddit to compare model-1139

generated and human-written answers fairly on our1140

defined evaluation criteria.1141

B.2 Feedback Model1142

We use expert error annotations for the complete-1143

ness aspect from our HQ2A dataset and train the1144

feedback model for 5 epochs with a learning rate1145

2𝑒 − 5 and a sequence length of 1024. In List-1146

ing 2, we show an example prompt used to train1147

our feedback model. Given an instruction and in-1148

put question-answer, the output is a sentence-level1149

prediction of answer completeness with detailed1150

justifications.1151

B.3 Refinement Model1152

As detailed in §4.2, the refinement model uses1153

coarse-grained feedback (IMPROVE and GENERIC)1154

and fine-grained feedback from the learned error1155

detection model to refine input answers. We list the1156

prompts used for IMPROVE, GENERIC and incorpo-1157

rating fine-grained feedback in Listing 3, Listing 41158

and Listing 5, respectively.1159

f"""Your task is to answer a question
by providing a clear and concise
explanation of a complex concept in
a way that is accessible for
laypeople. The question was posted
on the Reddit forum Explain Like
I'm Five (r/explainlikeimfive).
Please keep in mind that the
question is not literally meant for
5-year-olds, so you should not
answer the question in a way that
you are talking to a child. Your
answer should be around
{human_answer_length} words and
should break down the concept into
understandable parts, providing
relevant examples or analogies
where appropriate. You should also
aim to make your explanation easy
to follow, using clear and concise
language throughout. Your answer
should maintain accuracy and
clarity. When appropriate, you can
start with one sentence summarizing
the main idea of the answer.

↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→
↩→

Question: {question}

Answer (around {human_answer_length}
words):↩→

"""

Listing 1: Zero-shot prompt for GPT-4 to generate long-
form answers to questions asked on the ELI5 subreddit
on the reddit platform.
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f"""### Instruction:
When given a question and answer

statements, evaluate whether each
given statement provides sufficient
information for answering the
question.

↩→
↩→
↩→
↩→
Use the '[Incomplete]' tag to indicate

answer incompleteness, and
'[Complete]' tag to indicate
completeness, with reasons.

↩→
↩→
↩→
Please note that the answer can have

single, multiple or no incomplete
statements.

↩→
↩→

### Input:
Question: Can anyone explain the

differences between copyright and
trademark?

↩→
↩→
Answer: 1. A trademark protects a

brand's symbol or logo.↩→
2. A copyright protects content.
3. So the ac/dc logo with the lightning

bolt would be trademarked.↩→
4. The music and lyrics to

thunderstruck would be copyrighted.↩→
5. Edit: eli10 addendum: just to be

clear, the content of a copyright
can also be an image.

↩→
↩→
6. So the album cover to

thunderstruck's album, razor's
edge, would be copyrighted because
it is artistic content owned by
someone, but doesn't identify ac/dc
as a whole.

↩→
↩→
↩→
↩→
↩→

### Response: 1. [Complete]
2. [Incomplete] Reasons: The answer

fails to mention the broader scope
of copyright protection, which
includes creative works beyond just
music and lyrics.

↩→
↩→
↩→
↩→
3. [Complete]
4. [Complete]
5. [Complete]
6. [Complete]
"""

Listing 2: An example prompt used for training
LLaMA2-13B model for error feedback.

f"""
Answer the following question:

"{question}"↩→
Your answer is: "{answer}".
Please improve your answer.
Your improved answer:

"""

Listing 3: Zero-shot prompt for LLaMA2-13B-chat
model to refine long-form answers without feedback
from the error detection model (IMPROVE).

f"""
Answer the following question:

"{question}"↩→
Your answer is: "{answer}".
The answer is not complete.
Please improve your answer.
Your improved answer:

"""

Listing 4: Zero-shot prompt for LLaMA2-13B-chat
model to refine long-form answers with generic feed-
back (GENERIC).

f"""
Answer the following question:

"{question}"↩→
Your answer is: "{answer}".
The answer is not complete because:
"{reason}".
Please improve your answer.
Your improved answer:

"""

# reasons are given as:
# 1. Reason 1
# 2. Reason 2
# ...

Listing 5: Zero-shot prompt for LLaMA2-13B-chat
model to refine long-form answers with error feedback
from the error detection model.

C Mitigating Errors with Preference 1160

Optimization 1161

While language models acquire large amounts of 1162

world knowledge and strong reasoning skills from 1163

unsupervised training over massive web corpora, 1164

aligning them with human expectations is often 1165

hard. Model alignment techniques like direct pref- 1166

erence optimization (DPO) (Rafailov et al., 2023) 1167

allow us to directly use preference data to optimize 1168

the language model by casting the RL-based objec- 1169

tive used by existing RLHF methods to an objective 1170

that can be directly optimized via a simple binary 1171

cross-entropy loss. This simplifies the process of 1172

refining LLMs greatly. The following paragraphs 1173

detail how we use DPO to reduce LLM errors. 1174

Implementation details. We model data from 1175

HQ2A as a preference dataset where every question 1176

has a chosen and a rejected response selected by 1177

expert annotators based on the given evaluation cri- 1178

teria. Using this dataset, we fine-tune the LLaMA2- 1179

7B-chat (Touvron et al., 2023b) and Mistral-7B- 1180
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Instruct-v0.1 (Jiang et al., 2023a) models with1181

the DPO algorithm. We use 𝑏𝑎𝑡𝑐ℎ_𝑠𝑖𝑧𝑒 = 16,1182

𝑤𝑎𝑟𝑚𝑢𝑝_𝑟𝑎𝑡𝑖𝑜 = 0.1, 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔_𝑟𝑎𝑡𝑒 = 2𝑒 − 5,1183

𝑛𝑢𝑚_𝑒𝑝𝑜𝑐ℎ𝑠 = 5, 𝑏𝑒𝑡𝑎 = 0.1, and 𝑚𝑎𝑥_𝑙𝑒𝑛𝑔𝑡ℎ =1184

1024 for training the models.1185

Due to compute limitations, we train Llama2-1186

13B-chat model on our preference dataset using1187

LoRA (Hu et al., 2022). We use the following1188

training parameters: 𝑟 = 256, 𝑎𝑙 𝑝ℎ𝑎 = 128,1189

𝑙𝑜𝑟𝑎_𝑑𝑟𝑜𝑝𝑜𝑢𝑡 = 0.05, 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔_𝑟𝑎𝑡𝑒 = 5𝑒 − 5,1190

𝑏𝑒𝑡𝑎 = 0.1, 𝑚𝑎𝑥_𝑙𝑒𝑛𝑔𝑡ℎ = 1024 and train the1191

model for 5 epochs.1192

Datasets & Evaluation Metrics. We experiment1193

with three datasets: HQ2A, ASQA (Stelmakh et al.,1194

2022), and ELI5 (Fan et al., 2019). HQ2A dataset1195

consists of 698 high-quality long-form question-1196

answer pairs split into train (80%), dev (10%), and1197

test (10%) sets. The ASQA dataset consists of1198

6K ambiguous factoid questions with long-form1199

answers synthesized from multiple sources to re-1200

solve the ambiguities. ELI5 consists of 270K long-1201

form answers covering general topics from the1202

subreddits "explainlikeimfive", "askscience", and1203

"AskHistorians" on the Reddit platform.1204

We report the quality of the generated long-form1205

answers using TigerScore (Jiang et al., 2023b), a1206

trained reference-free evaluation metric to pinpoint1207

mistakes in the LLM-generated text. TigerScore1208

detects errors in the input text and assigns an error1209

score based on the severity of the error detected.1210

Specifically, we use the LLaMA-7B trained ver-1211

sion of TigerScore, which highly correlates with1212

humans for error detection in LFQA tasks (Jiang1213

et al., 2023b). We also measure the factual cor-1214

rectness of the generated answers using sample-1215

based consistency metrics (Manakul et al., 2023).1216

Following their approach, we zero-shot prompt a1217

LLaMA-13B-chat model to check if 𝑖𝑡ℎ sentence1218

in the original answer is supported by the sampled1219

answer 𝑆𝑛 and return a score 𝑥𝑛
𝑖

using the map-1220

ping: {"Yes: 1.0", "No: 0.0", "N/A: 0.5"}. The1221

final consistency score is then calculated as:1222

𝑆𝑃𝑟𝑜𝑚𝑝𝑡 (𝑖) =
1

𝑁

𝑁∑︁
𝑛=1

𝑥𝑛𝑖1223

D Training, Infrastructure and Runtime1224

We use a server with 8 NVIDIA A100 Tensor Core1225

GPUs, each with 80GB VRAM, to run all our1226

experiments. Each experiment required, at most,1227

two A100 GPUs. Fine-tuning the LLaMA2-13B1228

feedback model took 6 hours on 2 A100 GPUs 1229

using our HQ2A dataset. LoRA fine-tuning of 1230

the LLaMA2-13B-chat refinement model took 2 1231

hours on a single A100 GPU using the prefer- 1232

ence data from HQ2A. Refining answers with our 1233

ERROR-INFORMED REFINEMENT approach took 1234

0.5, 3, and 23 hours for the HQ2A, ASQA, and 1235

ELI5 datasets, respectively, on a single A100 GPU. 1236

The evaluation of the refined answers with Tiger- 1237

Score (LLaMA-7B) utilized the VLLM inference 1238

library (Kwon et al., 2023) and took approximately 1239

1, 15, and 30 minutes for HQ2A, ASQA, and ELI5 1240

datasets, respectively, on a single A100 GPU. 1241

E Additional Results 1242

E.1 Aligning LLMs 1243

Table 7 shows the results for training language mod- 1244

els with DPO using our collected preference anno- 1245

tations. Our preference-tuned models outperform 1246

the strong baseline models and reduce error gen- 1247

erations in all the evaluation settings except the 1248

LLaMA model on the ASQA dataset. We hypoth- 1249

esize that this is due to the ambiguous nature of 1250

questions in the ASQA dataset that can have multi- 1251

ple correct answers. 1252

We also observe that the models become more 1253

robust and generate more consistent responses after 1254

preference-tuning. The only exception is the Mis- 1255

tral model on our held-out test set, which has lower 1256

response consistency. We believe this is likely due 1257

to the conservative nature of DPO-trained models 1258

wherein, during sampling, it can refrain from an- 1259

swering a question in some cases and not in others, 1260

leading to a lower consistency score. 1261

E.2 EIR with DPO 1262

In Table 8, we present the quality of answers re- 1263

fined using different types of feedback (coarse- and 1264

fine-grained), alongside the BASELINE answers. 1265

Additionally, we include the results for answers 1266

refined with the DPO-aligned model. While the 1267

DPO-aligned refinement model does not outper- 1268

form the vanilla refinement model in reducing the 1269

overall number of error samples, it achieves the 1270

best error scores on ASQA and ELI5. This sug- 1271

gests that the DPO optimization is still effective in 1272

correcting major errors to some extent. 1273

E.3 Fine- vs. Coarse-grained Feedback 1274

In Table 9 and Table 10, we show the results on 1275

the quality of answers generated with zero-shot 1276
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Dataset
(# samples) Instruct Model

TIGERScore SelfCheck
Consistency (↓)% Error samples (↓) Error score (↓)

HQ2A (70)

LLaMA2-7B 18.57 ± 0.00 0.60 ± 0.00 0.166 ± 0.014

LLaMA2-7B + DPO 15.71 ± 0.00 0.66 ± 0.00 0.162 ± 0.015

Mistral-7B 20.00 ± 0.00 0.57 ± 0.00 0.266 ± 0.011

Mistral-7B + DPO 17.14 ± 0.00 0.54 ± 0.00 0.285 ± 0.011

ASQA (948)

LLaMA2-7B 26.58 ± 1.49 0.86 ± 0.06 0.187 ± 0.014

LLaMA2-7B + DPO 28.41 ± 1.06 0.89 ± 0.02 0.178 ± 0.006

Mistral-7B 62.09 ± 0.35 2.08 ± 0.01 0.578 ± 0.003

Mistral-7B + DPO 60.80 ± 0.56 2.03 ± 0.01 0.555 ± 0.008

ELI5_GENERAL
(1000)

LLaMA2-7B 9.93 ± 1.05 0.32 ± 0.04 0.133 ± 0.001

LLaMA2-7B + DPO 9.33 ± 0.66 0.29 ± 0.03 0.130 ± 0.004

Mistral-7B 29.97 ± 0.97 0.90 ± 0.04 0.327 ± 0.003

Mistral-7B + DPO 22.77 ± 1.03 0.72 ± 0.03 0.319 ± 0.011

ELI5_SCIENCE
(1000)

LLaMA2-7B 9.47 ± 0.47 0.31 ± 0.02 0.137 ± 0.003

LLaMA2-7B + DPO 9.47 ± 0.76 0.30 ± 0.00 0.139 ± 0.004

Mistral-7B 34.10 ± 0.94 1.07 ± 0.02 0.320 ± 0.004

Mistral-7B + DPO 29.03 ± 1.51 0.95 ± 0.04 0.297 ± 0.010

ELI5_HISTORY
(1000)

LLaMA2-7B 9.63 ± 0.59 0.30 ± 0.02 0.188 ± 0.005

LLaMA2-7B + DPO 7.60 ± 0.08 0.22 ± 0.01 0.189 ± 0.005

Mistral-7B 26.23 ± 0.38 0.79 ± 0.02 0.363 ± 0.016

Mistral-7B + DPO 22.17 ± 1.31 0.69 ± 0.04 0.345 ± 0.013

Table 7: Results of aligning LLMs with DPO using our collected answer preference data. We measure the errors
using Tigerscore and the consistency of model outputs using SelfCheckGPT. Reported results are averages over
three iterations with standard deviations. The best scores are marked in bold.

prompting (ZERO-SHOT) as well as answers re-1277

fined using coarse (IMPROVE and GENERIC) and1278

fine-grained (EIR) feedback, using the LLaMA3-1279

8B-Instruct and Mistral-7B-Instruct-v0.3 models,1280

respectively. Similar to the observations in §5.2,1281

we notice that inadequate feedback deteriorates the1282

quality of generation.1283

When using LLaMA3-8B-Instruct as the refine-1284

ment model, the direct prompting (ZERO-SHOT)1285

and refining without detailed feedback (IMPROVE)1286

approaches improve answer quality over the BASE-1287

LINE (original answers from the dataset) on all the1288

datasets, except ASQA, where the ZERO-SHOT ap-1289

proach generates lower quality answers than BASE-1290

LINE, likely due to the ambiguous nature of the1291

questions in the ASQA dataset. On the contrary,1292

prompting with more targeted feedback (GENERIC)1293

consistently outperforms the BASELINE, ZERO-1294

SHOT, and IMPROVE approaches, generating better1295

quality LFQA answers and giving the best scores1296

on HQ2A. Furthermore, providing fine-grained1297

feedback from our error detection model (EIR)1298

outperforms coarse-grained feedback on ASQA1299

and ELI5 datasets, reducing error samples and er-1300

ror scores by ~8% and ~Δ68%, respectively, and1301

improving F1 scores by ~11% on average.1302

When using Mistral-7B-Instruct-v0.3 as the re- 1303

finement model, the approach to refine answers 1304

without detailed feedback (IMPROVE) improves an- 1305

swer quality over the BASELINE, ZERO-SHOT, and 1306

even the GENERIC approach, achieving the best 1307

scores on HQ2A. We hypothesize that this is due 1308

to the capability of the model to understand sim- 1309

plistic feedback instructions to improve answers, 1310

leading to a better performance than the GENERIC 1311

approach. In contrast, providing fine-grained feed- 1312

back from our error detection model (EIR) outper- 1313

forms coarse-grained feedback on ASQA and ELI5 1314

datasets, reducing error samples and error scores 1315

by ~2% and ~Δ27%, respectively, and improving 1316

F1 scores by ~4% on average. 1317

E.4 Human Evaluation 1318

This section presents additional details of our hu- 1319

man evaluation of the answers refined with our 1320

Error-informed feedback approach. In Table 11, 1321

we present the agreement of our annotators on two 1322

evaluation metrics: comprehensiveness and overall 1323

answer preference. The annotators strongly agree 1324

that the refined answers are comprehensive, i.e., 1325

the answer contains all the required information 1326

as asked by the question. For the overall answer 1327
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Dataset Approach
TIGERScore Error Correction

% Error samples (↓) Error score (↓) Precision (↑) Recall (↑) F1 (↑)

HQ2A
Human feedback 2.61 ± 0.92 0.09 ± 0.01 0.86 ± 0.04 1.00 ± 0.00 0.94 ± 0.02

Baseline 19.61 0.63 - - -
Improve 1.31 ± 0.92 0.05 ± 0.04 1.00 ± 0.00 0.93 ± 0.05 0.97 ± 0.02

Generic 1.31 ± 0.92 0.05 ± 0.03 0.97 ± 0.04 0.97 ± 0.05 0.97 ± 0.02

EIR (Ours) 0.65 ± 0.92 0.03 ± 0.04 0.97 ± 0.04 1.00 ± 0.00 0.98 ± 0.02

EIR w/ DPO (Ours) 4.57 ± 2.44 0.07 ± 0.02 0.90 ± 0.08 0.87 ± 0.05 0.88 ± 0.06

ASQA
Baseline 34.81 1.20 - - -
Improve 20.85 ± 1.00 0.68 ± 0.03 0.70 ± 0.02 0.71 ± 0.01 0.70 ± 0.01

Generic 18.67 ± 0.52 0.61 ± 0.01 0.72 ± 0.01 0.75 ± 0.01 0.74 ± 0.00

EIR (Ours) 16.63 ± 0.41 0.51 ± 0.02 0.73 ± 0.00 0.82 ± 0.02 0.77 ± 0.01

EIR w/ DPO (Ours) 22.61 ± 0.26 0.45 ± 0.01 0.64 ± 0.00 0.77 ± 0.01 0.71 ± 0.00

ELI5
Baseline 22.93 0.82 - - -
Improve 10.05 ± 0.18 0.36 ± 0.02 0.75 ± 0.00 0.86 ± 0.00 0.80 ± 0.00

Generic 6.06 ± 0.23 0.22 ± 0.01 0.84 ± 0.01 0.91 ± 0.00 0.87 ± 0.00

EIR (Ours) 3.81 ± 0.30 0.13 ± 0.01 0.88 ± 0.01 0.96 ± 0.01 0.92 ± 0.01

EIR w/ DPO (Ours) 5.71 ± 0.25 0.13 ± 0.00 0.83 ± 0.00 0.94 ± 0.01 0.88 ± 0.00

Table 8: Results on the quality of original answers from the datasets (BASELINE), answers refined with coarse-
grained feedback (IMPROVE and GENERIC), and fine-grained feedback (EIR). Additionally, we include the results
of refinement with expert human feedback on our collected data. Reported results are averages over three iterations
with standard deviations. The best scores are marked in bold.

Dataset Approach
TIGERScore Error Correction

% Error samples (↓) Error score (↓) Precision (↑) Recall (↑) F1 (↑)

HQ2A
Human feedback 1.96 ± 0.00 0.07 ± 0.01 0.90 ± 0.01 1.00 ± 0.00 0.95 ± 0.00

Baseline 19.61 0.63 - - -
Zero-shotLLaMA3 17.65 ± 0.00 0.46 ± 0.00 0.53 ± 0.00 0.80 ± 0.00 0.64 ± 0.00

Improve 2.61 ± 0.92 0.04 ± 0.04 0.88 ± 0.04 1.00 ± 0.00 0.93 ± 0.02

Generic 0.00 ± 0.00 0.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00 1.00 ± 0.00

EIR (Ours) 1.30 ± 0.92 0.03 ± 0.03 0.96 ± 0.04 0.96 ± 0.05 0.96 ± 0.02

ASQA
Baseline 34.81 1.20 - - -
Zero-shotLLaMA3 42.83 ± 0.00 1.39 ± 0.00 0.41 ± 0.00 0.55 ± 0.00 0.47 ± 0.00

Improve 30.09 ± 0.53 0.82 ± 0.01 0.55 ± 0.01 0.72 ± 0.01 0.62 ± 0.01

Generic 20.92 ± 0.62 0.51 ± 0.03 0.66 ± 0.01 0.81 ± 0.01 0.72 ± 0.01

EIR (Ours) 10.16 ± 0.65 0.23 ± 0.02 0.82 ± 0.02 0.89 ± 0.01 0.85 ± 0.01

ELI5
Baseline 22.93 0.82 - - -

Zero-shotLLaMA3 3.22 ± 0.00 0.10 ± 0.00 0.91 ± 0.00 0.96 ± 0.00 0.93 ± 0.00

Improve 3.05 ± 0.14 0.09 ± 0.01 0.90 ± 0.01 0.97 ± 0.00 0.93 ± 0.01

Generic 2.70 ± 0.18 0.06 ± 0.01 0.91 ± 0.01 0.97 ± 0.00 0.94 ± 0.00

EIR (Ours) 0.99 ± 0.06 0.02 ± 0.01 0.96 ± 0.01 0.99 ± 0.00 0.97 ± 0.01

Table 9: Results on the quality of original answers from the datasets (BASELINE), answers from 0-shot prompting
LLaMA3-8B-Instruct (ZERO-SHOT), answers refined with coarse-grained feedback (IMPROVE and GENERIC), and
fine-grained feedback (EIR) using LLaMA3-8B-Instruct refinement model. Additionally, we include the results of
refinement with expert human feedback on our collected data. Reported results are averages over three iterations
with standard deviations. he best results are in bold green and the second-best results are in orange .
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Dataset Approach
TIGERScore Error Correction

% Error samples (↓) Error score (↓) Precision (↑) Recall (↑) F1 (↑)

HQ2A
Human feedback 1.96 ± 0.00 0.07 ± 0.01 0.90 ± 0.01 1.00 ± 0.00 0.95 ± 0.00

Baseline 19.61 0.63 - - -

Zero-shotMistral 3.92 ± 0.00 0.16 ± 0.00 0.83 ± 0.00 1.00 ± 0.00 0.91 ± 0.00

Improve 1.30 ± 1.85 0.03 ± 0.05 0.96 ± 0.05 0.96 ± 0.05 0.96 ± 0.05

Generic 1.96 ± 0.00 0.05 ± 0.03 0.90 ± 0.01 1.00 ± 0.00 0.95 ± 0.00

EIR (Ours) 4.57 ± 1.85 0.15 ± 0.05 0.85 ± 0.06 0.93 ± 0.09 0.88 ± 0.05

ASQA
Baseline 34.81 1.20 - - -
Zero-shotMistral 39.35 ± 0.00 1.24 ± 0.00 0.45 ± 0.00 0.58 ± 0.00 0.51 ± 0.00

Improve 13.53 ± 0.44 0.32 ± 0.03 0.77 ± 0.01 0.86 ± 0.01 0.81 ± 0.01

Generic 15.85 ± 1.05 0.40 ± 0.03 0.74 ± 0.02 0.83 ± 0.01 0.78 ± 0.01

EIR (Ours) 10.72 ± 0.96 0.23 ± 0.02 0.81 ± 0.02 0.90 ± 0.01 0.85 ± 0.01

ELI5
Baseline 22.93 0.82 - - -
Zero-shotMistral 7.91 ± 0.00 0.25 ± 0.00 0.79 ± 0.00 0.90 ± 0.00 0.84 ± 0.00

Improve 3.22 ± 0.16 0.09 ± 0.01 0.89 ± 0.01 0.96 ± 0.01 0.93 ± 0.00

Generic 3.81 ± 0.15 0.11 ± 0.01 0.88 ± 0.01 0.96 ± 0.01 0.92 ± 0.00

EIR (Ours) 3.02 ± 0.19 0.08 ± 0.01 0.90 ± 0.01 0.97 ± 0.01 0.94 ± 0.00

Table 10: Results on the quality of original answers from the datasets (BASELINE), answers from 0-shot prompting
Mistral-7B-Instruct-v0.3 (ZERO-SHOT), answers refined with coarse-grained feedback (IMPROVE and GENERIC),
and fine-grained feedback (EIR) using Mistral-7B-Instruct-v0.3 refinement model. Additionally, we include the
results of refinement with expert human feedback on our collected data. Reported results are averages over three
iterations with standard deviations. he best results are in bold green and the second-best results are in orange .

Dataset Comprehensiveness (↑) Preference (↑)

HQ2A 0.70 0.31
ASQA 0.86 0.02
ELI5 0.92 0.61

Average 0.83 0.31

Table 11: Agreement of annotators on the comprehen-
siveness and preference of refined answers over the
baseline answers from three datasets.

preference compared to the baseline, we observe1328

weak agreement between annotators, primarily due1329

to the low agreement value on the ASQA dataset.1330

We hypothesize that the annotators struggle to align1331

on ASQA due to the ambiguous nature of the ques-1332

tions in this dataset, which may have multiple cor-1333

rect answers, and choosing between two answers1334

is difficult.1335
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F Annotation Guidelines 1336

We have previously described our data collection setup in §3.5. This section provides additional details on 1337

the annotation interface, detailed task instructions, and annotation procedure. 1338

F.1 Annotation Interface 1339

In Figure 6, we show the interface for collecting expert error annotations on LFQA answers. For every 1340

question, experts see a human-written and model-generated answer (randomized order). Our expert 1341

annotators must select the evaluation layer (top right) and highlight the error span in the question or 1342

answer, giving justifications with web references, wherever applicable. After annotating for all the 1343

evaluation criteria, experts judge the better answer and mark it in the left pane, giving reasons for their 1344

preference. 1345

Figure 6: Screenshot of annotation interface for collecting expert error annotations on LFQA answers.

F.2 Task Instructions 1346

We provide experts with detailed task instructions for evaluating answers according to the defined 1347

evaluation criteria. We go through every evaluation aspect in depth, defining it and giving annotation 1348

examples for clarification, as detailed in the next paragraphs. 1349

1) Question Misconception. You should select a span of text in the question that contains a misconcep- 1350

tion or false assumption. The question is repeated twice. You only need to select the span in one repetition. 1351

If you select such spans, we would like you to indicate in your reason (obligatorily): 1352

• whether the answers reject or correct the misconception/false assumption, 1353

• if no answer rejects/corrects it, please explain in your reason why that is a misconception/false 1354

assumption (preferably with references). 1355

Example: 1356

Question: Why is it so important for humans to have a balanced nutrition but not for animals? Most 1357

animals have a fairly simple diet, carnivores eat only meat their whole life, cows eat exclusively grass etc. 1358
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So why are human bodies so picky and need a balance of protein, fat, carbs etc from different sources to1359

perform well?1360

2) Factuality. You should select a span of text in the answers that is factually incorrect. If you select1361

such spans, we would like you to (obligatorily):1362

• preferably give references (e.g., credible websites, academic papers, or books) that show the content1363

is factually wrong, or1364

• give examples that show the content is factually wrong.1365

Example:1366

Question: Why is it so important for humans to have a balanced nutrition but not for animals? Most1367

animals have a fairly simple diet, carnivores eat only meat their whole life, cows eat exclusively grass etc.1368

So why are human bodies so picky and need a balance of protein, fat, carbs etc from different sources to1369

perform well?1370

Answer: Animals generally have a simpler diet than humans. For example, carnivores only eat meat, while1371

cows only eat grass...1372

Reason: This is a reductionist view of animal nutrition as it doesn’t consider how animals have evolved1373

and the complexities of the food chain. For example, lions are carnivores that only eat meat but they eat1374

the stomach of zebras that contain grass/plants and are able to digest it.1375

3) Relevance. You should select a span of text in the answers that is irrelevant to answering the question.1376

Removing such content should not affect the overall quality of an answer. If you select such spans, we1377

would like you to (obligatorily):1378

• explain why the selected text is not relevant to answering the question.1379

Example:1380

Question: What is happening when you get migraines that cause you to lose part of your vision for a short1381

time?1382

Answer: My wife gets these. An ocular migraine is a condition where the blood vessels in the optic nerve1383

at the back of your eye tighten and swell, resulting in various visual distortions. While classic migraines1384

usually result in intense headaches, sensitivity to light and loud sounds, or nausea, ocular migraines are1385

not necessarily painful.1386

Reason: Answer contains irrelevant information (writer’s wife having them, migraine may not be painful).1387

The person’s wife’s personal health condition doesn’t provide useful information to the question, and the1388

question doesn’t ask about whether ocular migraines are painful or not.1389

4) Completeness. You should: (a) select a span of text in the answer that does not offer enough details,1390

or (b) select the label Answer 1 or Answer 2 if some relevant information that should be included in the1391

answer is missing. If you select such spans, we would like you to (obligatorily):1392

• offer the details or relevant information that you think should be included. References from credible1393

sources is encouraged.1394

Example:1395

Question: Why does alcohol make your throat or stomach feel warm when drinking?1396

Answer: There are a few reasons why alcohol might make your throat or stomach feel warm. first, alcohol1397

is a solvent, which means it can dissolve other substances. when you drink alcohol, it can break down the1398

barrier between your stomach and your throat, causing a burning sensation. second, alcohol can irritate1399

the lining of your stomach, causing inflammation. this can also lead to a burning feeling. finally, when1400

you drink alcohol, your blood vessels dilate, or widen. this increased blood flow can cause a feeling of1401

warmth.1402

Reason: The answer should give more details on what the barrier is. [Offer relevant information based on1403

your knowledge, for example, what the barrier is.]1404
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5) References/example/analogy. You should select a span of text in the answer that is examples/analo- 1405

gies or a reference to a external credible source (e.g., websites, papers, or books). If you select such spans, 1406

we would like you to (obligatorily): 1407

• indicate whether the example/analogy/credible source is helpful, and 1408

• give a reason on why it is helpful/not helpful. 1409

Example: 1410

Question: How does a speaker vibrate at multiple frequencies simultaneously to deliver sounds to our 1411

ears? I’ll try and explain what I mean.. say a song is playing - how do the vocals, drums, guitars etc which 1412

all have different frequencies (aka a plate is moving back & forth at a rate to deliver these sound waves) 1413

play at the same time? Surely the plate can’t vibrate to deliver two or more frequencies at once? 1414

Answer: Imagine an ocean with a consistent wave. It flows up and down, with equal distance between 1415

the two waves at any time. Now imagine I push a larger, shorter wave into this ocean. The two waves 1416

will collide, resulting in some new wave pattern. This new wave pattern is a combination of those two 1417

waves. Speakers work similarly. If I combine two sound waves, I get a new combination wave that sounds 1418

different. 1419

Reason: I like the analogy with the ocean waves, and due to how visual the explanation is it is easier to 1420

understand in my opinion. 1421

Answer Preference. Based on the five criteria you have went through, please weight all good and bad 1422

points of each answer and choose the one that is better overall. Writing a motivation to support your 1423

choice is obligatory. 1424

1. When writing your motivation, please refer to the five layers of evaluation. 1425

2. If there are other aspects you used to make your decision but are not in the evaluation layers, please 1426

mention them in the reason 1427

3. If you have quotations from the answers, please indicate which answer are the quotations from. 1428

4. Here are some aspects for you to consider (not obligatorily): 1429

• Nice example/analogy, to the point, generic, concise, informative, useful, well structured, easy 1430

to follow ... 1431

Overall Requirement. The overall task requirements are summarized below. Please read them carefully 1432

to avoid redoing the task. 1433

1. You have to highlight spans in both question answers for these aspects and give reason why you 1434

highlight a span for an aspect. 1435

2. Mark as many spans as necessary. 1436

3. Please be objective in your reasons and avoid using phrases like “I believe” or “I think”. 1437

4. Your reasons should be informative and succinct. 1438

5. Please use declarative sentences and avoid using questions in your reasons. 1439

6. Products like ChatGPT or BARD are absolutely not allowed. 1440

F.3 Annotation Procedure 1441

The expert annotators spend around 15-20 minutes per question, highlighting the demanding nature of 1442

this task. We accordingly pay £10/hour and provide a bonus of £10 for good-quality annotations, resulting 1443

in a total cost of £3000 to collect expert judgments for 698 questions. The annotators understand that we 1444

will use their annotated data for research purposes. We show a screenshot of an expert annotated answer 1445

in Figure 7. 1446

23



Figure 7: Screenshot of an expert annotated answer on the INCEpTION platform.
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Table 12: Additional examples of expert annotated errors in long-form answers based on the defined evaluation
criteria. The answers in green are expert-preferred answers. The overall answer preference justifications are not
shown here.

Aspect Question Answer A Answer B Expert Justification

Question
Misconception

How is GPS free?
GPS has made a ma-
jor impact on our
world. How is it
a free service that
anyone with a phone
can access? How is
it profitable for com-
panies to offer ser-
vices like navigation
without subscription
fees or ads?

(human) GPS "receivers" are just ra-
dios that listen to broadcasts by spe-
cific satellites, and then use some
math to calculate the location. There
is no back and forth data transmis-
sion at all. So there is no capacity
limit and no extra costs for more
users. The us government created
GPS as a military program. It would
likely still be maintained even if no
civilians used it, just like it was be-
fore it was opened up to the public.

(model) GPS is free because it’s a
public service provided by the US
government through a network of
satellites. Your phone or device re-
ceives signals from these satellites
to determine its location. Compa-
nies make profits by offering addi-
tional services or applications that
use GPS data, such as navigational
apps or ads based on your location.
These companies don’t need to pay
for access to GPS data because the
US government maintains and funds
this infrastructure.

Although GPS is a free service,
made accessible to civilians for
free by Ronald Reagan, America’s
former president at the time, it is
not entirely without cost, as U.S.
taxpayers fund it. Therefore, if you
live and work in the U.S. and use
a smartphone, you do not receive
GPS on your phone for free, even
though you are not directly paying
for it; you are paying indirectly
through taxes. On the other hand,
for people living outside of the U.S.,
GPS might be available on their
smartphones at no additional charge,
but they often need to pay indirectly
through internet service fees before
they can use it.
Source1:
https://www.quora.com/How-
is-GPS-sustained-as-a-free-service
Source2:
https://www.gps.gov/policy/funding/

Question
Misconception

If movies run at 24
fps, why do games
look so bad unless
they run at at least 60
fps?

(human) U/dragoniel is right about
motion blur, but the more important
answer is that movies very rarely
move the camera, they certainly
don’t spin it 180 degrees in a frac-
tion of a second. If they did every-
thing in the shot would be a blurry
mess. A whole load of thought goes
into how you get the shot you want
without too much camera motion
and all the bullet time stuff from
the matrix was done with many still
cameras taking a single photo, not
moving a camera on a rocket sled.

(model) Movies appear smooth at
24 frames per second (fps) due to
motion blur created by cameras cap-
turing the natural blur of moving ob-
jects. Video games lack this natu-
ral motion blur as they consist of
sharp, static images. To compensate,
games need higher frame rates, like
60 fps, to create smoother transitions
between static images, and reduce
distractions caused by choppiness or
sudden changes while playing. Ad-
ditionally, games involve frequent
interactions with controllers, requir-
ing faster feedback to feel more re-
sponsive, which makes higher frame
rates even more essential for a good
gaming experience.

This is a misconception. Not all
games look bad on FPS below 60.
In fact, most games run smoothly
between 30 and 60 FPS, although
some games will not work smoothly
on fps below 60.
Source:
https://www.avg.com/en/signal/9-
ways-boost-gaming-rig

Factuality

Why can you sleep
through the night
without going to the
bathroom?

(human) Your body produces a
hormone called (vasopressin) an-
tidiuretic hormone, or adh, which
causes the body to produce less
urine at night. It’s the reason [...]

(model) During sleep, your body
produces less urine [...] Addition-
ally, the hormone vasopressin helps
to reduce urine production at night.
This combination of decreased [...]

The urine production is decreased
due to the hormone, not addition-
ally. The more concentrated urine
is because you cannot drink while
sleeping.

Factuality

Why hasn’t there
been anyone to come
out as a competitor
to ticketmaster?

(human) There are lots of different
ticketing companies. Dozens, possi-
bly hundreds. Ticketmaster however
is locked in to the biggest venues
that feature the biggest artists, either
because they have exclusive con-
tracts or they outright own the venue.
If you look at smaller venues than
stadiums and arenas they often use
different ticketing companies.

(model) Ticketmaster’s dominance
is due to exclusive contracts with
venues and promoters, giving them
control over ticket sales. Competi-
tors struggle to break into the mar-
ket because they lack access to these
popular events. However, some
smaller companies like eventbrite
and axs have been growing, tar-
geting niche markets and smaller
venues to challenge ticketmaster’s
monopoly.

Ticketmaster’s market share in-
creased from 66% to 70% between
2021 and 2022. Therefore, smaller
ticketing companies have so far
been unable to challenge Ticketmas-
ter’s monopoly.
Source:
https://www.usesignhouse.com/blog/
ticketmaster-stats

Continued on next page
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Aspect Question Answer A Answer B Expert Justification

Relevance

How do publishers
of ebooks prevent
piracy?

(human) Some publishers try to only
publish on platforms that take com-
plete control of the distribution chan-
nels, file types, software and hard-
ware to make it hard for people to
copy the ebook without permission.
Most famous of these distributors
is amazon with their kindle ebook
services. But others are doing the
same. This does however make it
harder for the customers to read the
books unless they have the required
hardware. And it does not com-
pletely prevent piracy. Other pub-
lishers make sure that it is easier and
better service to buy the book out-
right instead of pirating it. There is
not actually a very big market for
pirated ebooks as there is for movies
and TV series. So it can be hard to
find pirated versions of the books
you want, especially high quality
versions. That makes the $3-10 for
an ebook directly from the publisher
a preferable deal to a lot of people.
The people who do not want to pay
this probably would not want to buy
the book even if they did not find
any pirated versions. So there is no
loss in revenue to not implement any
digital rights management.

(model) Ebook publishers use sev-
eral methods to prevent piracy,
which mainly involve digital rights
management (DRM) and watermark-
ing. DRM is a technology used to
restrict access to and usage of copy-
righted material, such as ebooks. In
simple terms, DRM is like a lock
that prevents unauthorized copying
and sharing of ebooks. When you
purchase an ebook, you’re usually
given a key (in the form of an ac-
count or device authorization) to un-
lock and read the book. This pre-
vents users from easily sharing the
ebook file with others, as they will
not have the necessary key to open it.
Some popular drm systems used for
ebooks include adobe’s adept and
amazon’s kindle drm. Watermark-
ing is another technique ebook pub-
lishers use to deter piracy. Instead of
locking the content like drm, a dig-
ital watermark embeds identifiable
information into the ebook file. This
information can be visible (like a
logo or text) or invisible (embedded
in the file’s data). [...]

This does not tell us how publish-
ers prevent piracy; it only provides
a scenario explaining why piracy
would not occur in books as it would
in visual media.

Relevance

Why do companies
like Meta have so
many employees,
what do they do?

(human) In my experience software
companies lean heavily on product
and project managers. To stay com-
petitive in tech you have to con-
stantly be trying to innovate (at least
that’s the idea), which takes a lot
of people to come up with and plan
out these projects, even if many
never see the light of day. Beyond
that, maintaining a tech infrastruc-
ture like that is very complex„ goes
well beyond devs. [...] Facebook
also has a huge footprint in the open
source community, in that they ac-
tively maintain many sophisticated
projects they built for their products
that are now used by millions of
other products, like their react frame-
works. Not to mention they heavily
use other open source softwares and
dedicate some resources to maintain-
ing those as well [...] Successful
tech companies are incredibly con-
voluted and complex in my experi-
ence. Many times there are whole
teams working on "nothing" because
their part of the business is on its
way out, or they were part of another
company that was acquired, and in
either case, someone in the middle
hasn’t gotten around to trimming
the fat/reallocating those resources.
Source: have worked for a faang
company, other huge tech compa-
nies, now work as a private contrac-
tor bc of how ** annoying these con-
glomerates are to work with.

(model) Meta, formerly known as
Facebook, is a massive tech com-
pany that requires a large number
of employees to manage and main-
tain its various services, products,
and operations. [...] let’s break it
down into main areas:1. Software
development: Meta operates numer-
ous services and applications, in-
cluding Facebook, Instagram, What-
sapp, and the oculus virtual reality
platform. Each of these services re-
quires teams of software engineers,
product managers, and designers
to develop, maintain, and improve
the platforms. [...] 2. Infrastruc-
ture and operations: with billions
of active users, Meta must maintain
and develop a vast infrastructure of
servers, networks, and data centers
to handle the enormous amount of
data being generated, processed, and
stored. [...] 3. Research and devel-
opment: companies like meta are
always innovating and creating new
technologies. They require exten-
sive r&d teams that include experts
in fields like artificial intelligence,
virtual reality, and machine learning.
These teams drive the development
of cutting-edge technologies and so-
lutions for Meta’s products. [...] 4.
Sales and marketing: meta generates
a significant portion of its revenue
from advertising. [...] 5. User sup-
port and moderation: with billions
of users worldwide, [...]

Adds nothing to the explanation is a
rant by the person.

Continued on next page
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Aspect Question Answer A Answer B Expert Justification

Completeness

How do pharmacies
work? Do they just
have every kind of
medication at all
time? How is a
prescription ready
within an hour? Eta
thank you everyone
for taking the time to
respond! I know it
seems super obvious
as to how it works,
this was a late night
thought I had and
needed to know?

(human) General yes, pharmacies
will keep enough of the more com-
monly requested medications in
stock so that most prescriptions can
be filled the same day. When that’s
not possible, depending on various
factors, many pharmacies may have
multiple deliveries from suppliers
each week, making it possible to
order anything that isn’t in stock
within a few days if it’s available
from the supplier.

(model) Pharmacies keep a stock of
commonly prescribed medications
on hand. When you provide your
prescription, the pharmacist checks
their inventory, measures and pack-
ages the drug, and puts the proper
labeling and instructions on it. If the
medication isn’t in stock, they can
usually order it and have it ready in
a short time. Efficient organization
and well-trained staff help facilitate
the quick turnaround for prescrip-
tions.

The answer should specify factors
that may affect the availability of
medications, such as manufacturing
issues, disruptions in supply, and
stockouts of essential medicines
(World Health Organization).
For more information, you can
visit: https://www.who.int/our-
work/access-to-medicines-and-
health-products

Completeness

What are the pros/-
cons of borrowing
money from the
bank vs paying
cash when buying
a house? And why
would it ever be a
good idea to borrow
if you can pay cash
and pay no interest
to the bank?

(human) If you can make more
money doing something else with
your cash than using it to pay down
your mortgage, then it’s beneficial
to take out a loan. It depends on
your credit rating what kind of inter-
est you’ll get on your loan, and what
the long term stock market trends
are, or if you want to buy multiple
properties at the same time, for ex-
ample. But making money in the
stock market is not a given, so there
is risk involved in going that route.
Also, you want to have cash on hand
for possible emergency situations,
like big unexpected medical bills,
your car dies, you lose your job, etc.
On the other hand, if you lose your
job and you have a mortgage, then
you might end up defaulting on your
loan, and lose the home and any of
the equity you had in it.

(model) The main advantage of bor-
rowing money from a bank (a mort-
gage) to buy a house is that it allows
you to purchase a property without
having all the cash up front. This en-
ables people to become homeowners
earlier in life and potentially benefit
from the appreciation of the home’s
value. Paying a mortgage also helps
build credit history, which can be
beneficial for obtaining future loans
or credit cards. On the other hand,
paying cash for a house has the ad-
vantage of no interest costs, which
can save a substantial amount of
money over time. Cash buyers may
also have more negotiating power, as
they are not reliant on bank approval
and can close the deal quickly. In cer-
tain situations, it can be better to bor-
row money even if you have the cash.
This is because investing the cash
into diversified investments (stocks,
bonds, etc. ) may provide better re-
turns than paying off the mortgage
early, although it comes with some
level of risk. Additionally, having
cash reserves can provide financial
flexibility for emergencies or future
opportunities.

This answer is missing the disad-
vantages of getting a mortgage and
paying in cash. It could mention
how getting a mortgage means
you will have to pay interest, as
well as any mortgage fees (such as
arrangement fees or valuation fees).
It could also discuss how your home
could be put at risk if you are unable
to keep up with the repayments
since a mortgage is secured against
the value of your property. In
terms of paying in cash, the answer
could explain that this will narrow
your investment portfolio, thereby
missing the opportunity to invest in
other assets that could increase your
wealth over time.
Source: (Heming,2022)
https://www.moneysupermarket.com/
mortgages/advantages-and-
disadvantages/

References

Why can’t spam
call centers be
automatically shut
down? Additionally,
why can’t spam calls
be automatically
blocked, and why is
nobody really doing
a whole lot about it?
It seems like this is
a problem that they
would have come up
with a solution for
by now.

(human) Most of the spam call cen-
ters originate in countries where the
governments don’t _really_ care all
that much. For example, a good
number of them are in smaller cities
in India, where the politicians are
willing to turn a blind eye for the
right price (and so long as they
don’t go around scamming Indians).
From there, the call centers are just
another overseas call. There are a
number of _legitimate_ call centers
in foreign countries, so looking to
block the scam ones is a needle in a
stack of needles. Its a ton of effort
for the phone company with little
actual benefit to them.

(model) Spam call centers can’t be
automatically shut down because
they are often located in coun-
tries with weak regulation and they
use advanced techniques to hide
their identity, like caller id spoof-
ing. Blocking spam calls is challeng-
ing because these callers use ever-
changing phone numbers, making
it difficult to maintain an updated
block list. While there are some
efforts to combat spam calls, such
as telecom companies implement-
ing call-filtering systems and gov-
ernments enacting regulations, the
issue is deeply rooted in the eco-
nomic incentive for spam callers and
the complexities in tracking them
down. Ultimately, tackling spam
calls requires international cooper-
ation and continuous technology ad-
vancements.

The example is not helpful in ad-
dressing the query. It is a contro-
versial example that will stir up the
emotions of readers, and therefore
distract them.
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Table 13: Examples of answers refined using our Error-informed Refinement approach. We show the feedback
from the error-feedback model and the corresponding refined answers from the refinement model incorporating the
feedback. The highlighted portion in the refined answer depicts the feedback incorporated in the answer.

Question Answer Feedback Refined Answer

[ELI5] Why do cars
sound different in re-
verse?

Reverse gears often are straight-cut in-
stead of cross-cut because they get used
far less and are cheaper to make.[...]
The gears on the top are cross-cut and
make far less noise and last a lot longer.
Straight cut makes more noise because
the teeth sort of slap against each other
as the gears mesh. Cross cut are quiet
because the more gently mesh with each
other over a diagonal.

Consistency score: 1.0
Prediction:
1. [Incomplete] Reasons: This is correct
but could be improved by mentioning that
straight-cut gears are louder because there
is more friction between the teeth when
they meet. This causes more heat buildup
and wear on the teeth, which contributes
to the noise. [...]
2. [Complete]
3. [Complete]
4. [Complete]
5. [Complete]

Cars can sound different in reverse due
to the type of gears used in the transmis-
sion. Reverse gears are often straight-cut
instead of cross-cut because they are used
less frequently and are therefore cheaper
to manufacture. Straight-cut gears have
teeth that meet end-to-end, causing more
friction and heat buildup, which results in
a louder noise. In contrast, cross-cut gears
have teeth that mesh at an angle, reducing
the amount of friction and heat generated,
resulting in a quieter noise. Additionally,
straight-cut gears tend to have more play
between the teeth, which can also con-
tribute to the noise. To hear the difference
for yourself, you can listen to a video of
a car reversing with both straight-cut and
cross-cut gears.[...]

[ELI5] How have
they brought air
inside the Inter-
national Space
Station? In liquid
form?

In liquid form? In a way, yeah. Usually in
the form of water, which is safe to trans-
port, doesn’t have to be pressurized and
you only have to vent the excess hydro-
gen.

Consistency score: 1.0
Prediction:
1. [Incomplete] Reasons: The answer
does not completely describe how this is
possible. It mentions that water is used as
a source of oxygen, but it fails to explain
how this works. Additionally, it does not
address the issue of bringing air into the
ISS from an external source.
2. [Complete]
3. [Complete]

To bring air inside the International Space
Station (ISS), the astronauts use a pro-
cess called öxygen generation,ẅhere they
convert carbon dioxide and other gases
present in the space station’s atmosphere
into breathable oxygen. This process in-
volves several steps:
1. Carbon Dioxide Removal: [...]
2. Oxygen Generation: [...]
3. Air Revitalization: [...]
4. Humidification: [...]
5. Filtering: [...]
In terms of bringing air into the ISS from
an external source, there are actually two
methods used:
1. Atmospheric Replenishment: [...]
2. Cargo Vehicle Supply: [...]
So, to summarize, the ISS has systems
in place to generate oxygen from car-
bon dioxide and other gases present in
the space station’s atmosphere, as well as
methods for bringing in air from external
sources when necessary.

[ELI5] Why are
chairs slightly in-
curved instead of the
other way around?

Some busses and trains in Sweden actu-
ally have chairs that make you sit with a
straight back, but i think It’s cause people
find those types of chairs more comfort-
able.

Consistency score: 1.0
Prediction:
1. [Incomplete] Reasons: The answer
does not explain why most chairs are
slightly inclined.

Chairs are designed with a slight incline
rather than being perfectly straight for
several reasons. Firstly, an angled seat
allows users to maintain better posture
while sitting. When the backrest is at a
slight angle, it supports the natural curva-
ture of the spine, promoting good posture
and reducing strain on the back and neck
muscles. This can help prevent long-term
health issues associated with poor sitting
positions, such as lower back pain and
herniated discs.
Additionally, the inclination of the chair
helps to distribute weight evenly across
the seat and backrest, reducing pressure
points and providing a more comfortable
sitting experience. This is particularly im-
portant for people who spend extended pe-
riods of time sitting, such as office work-
ers or students.
While some buses and trains in Sweden
may have straight-backed seats, this de-
sign is not typical of most chairs found
in everyday use. In fact, many ergonomic
experts recommend that chairs be de-
signed with a slight incline to promote
proper posture and reduce discomfort.[...]

Continued on next page
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Question Answer Feedback Refined Answer

[ASQA] When did
the first cellular
phone come out?

The first handheld cellular mobile phone
was demonstrated by John F. Mitchell and
Martin Cooper of Motorola in 1973. In
1983, the DynaTAC 8000x was the first
commercially available handheld mobile
phone. The phone had a talk time of
just thirty minutes and took ten hours to
charge.

Consistency score: 0.55
Prediction:
1. [Incomplete] Reasons: This is correct
but it would be useful to mention
that this demonstration didn’t lead to
the development of an actual product.
Instead, it showed the potential of such a
device.
2. [Complete]
3. [Complete]

The first handheld cellular mobile phone
was demonstrated by John F. Mitchell and
Martin Cooper of Motorola in 1973. This
demonstration showcased the potential of
a portable device that could communi-
cate wirelessly over long distances, revo-
lutionizing the way people communicated
while on-the-go. However, it wasn’t until
1983 that the first commercially available
handheld mobile phone, the DynaTAC
8000x, became available to consumers.
With a talk time of just thirty minutes
and a charging time of ten hours, this
early model paved the way for future ad-
vancements in mobile technology. Today,
smartphones have become an essential
part of modern life, offering a wide range
of features and capabilities beyond sim-
ply making calls and sending texts.

[ASQA] Where is
the danube river lo-
cated in europe?

The Danube river is the second longest
river in Europe, running through Cen-
tral and Eastern Europe. Starting in
Germany the river flows through Aus-
tria, Slovakia, Hungary, Croatia, Ser-
bia, Romania, Bulgaria, Moldova and
Ukraine before draining into the Black
Sea. The river flows through many cities
including Pančevo, Drobeta-Turnu Sev-
erin, Bratislava, Ruse, Novi Sad, Ulm,
Vienna, Zemun, Vidin, Regensburg, In-
golstadt, Linz, Győr, Dunaújváros, Smed-
erevo, Izmail, Belgrade, Apatin, Galat,i,
Vukovar and Budapest.

Consistency score: 0.70
Prediction:
1. [Complete]
2. [Complete]
3. [Incomplete] Reasons: These are just
names of cities; it would be useful to
know where they are located (which coun-
tries) so you can understand how the river
flows through different nations.

The Danube River is the second longest
river in Europe, flowing through Central
and Eastern Europe for a total length of
approximately 2,857 kilometers (1,777
miles). It originates in the Black Forest
region of Germany, then passes through
or along the borders of several other Eu-
ropean countries, including Austria, Slo-
vakia, Hungary, Croatia, Serbia, Roma-
nia, Bulgaria, Moldova, and Ukraine be-
fore emptying into the Black Sea.
Along its journey, the Danube River
flows through numerous cities and towns,
some of which include:

* In Germany: Ulm, Ingolstadt, and
Regensburg * In Austria: Linz and
Vienna * In Slovakia: Bratislava * In
Hungary: Budapest, Gyor, and Szeged
* In Croatia: Vukovar and Osijek * In
Serbia: Belgrade and Smederevo * In
Romania: Bucharest and Galati * In
Bulgaria: Ruse and Vidin * In Moldova:
Kishinev * In Ukraine: Odessa and Reni

Each of these cities has a unique history
and culture, [...].

[HQ2A] How did
human trafficking
become a thing?
Why do people
kidnap and sell
others?

Human trafficking became a thing likely
in pre-history and hasn’t stopped at all.
There is always a need for people to do
something and being sent from one place
to another. Various forms of slavery is
obviously a prominent activity and has
been present in many societies since pre-
history and still exists today.

Consistency score: 0.55
Prediction:
1. [Incomplete] Reasons: This is correct;
it mentions that human trafficking has
occurred since prehistoric times and
continues today. However, it would be
useful to trace the historical emergence
of modern slave trade and human
trafficking. For example, it could explain
how during the transatlantic slave trade,
African slaves were transported across
the Atlantic Ocean to the Americas
(https://www.britannica.com/topic/
transatlantic-slave-trade). This would
help to provide context and give further
insight into the history of human traffick-
ing.
2. [Complete]
3. [Complete]

Human trafficking, unfortunately, has a
long and complex history that dates back
to pre-historic times. The practice of cap-
turing and enslaving individuals for vari-
ous purposes, including forced labor and
sexual exploitation, can be traced back
to ancient civilizations such as Greece,
Rome, and Egypt. However, the mod-
ern form of human trafficking, which in-
volves the use of force, fraud, or coercion
to exploit people for labor or commercial
sex, gained momentum during the transat-
lantic slave trade era.
During this period, millions of Africans
were forcibly taken from their homes and
sold into slavery in the Americas, where
they were subjected to brutal working
conditions and treated as property rather
than human beings. This tragic chapter
in human history laid the foundation for
the modern human trafficking industry,
which has evolved over time to include
a wide range of activities, such as child
labor, domestic servitude, [...]
So, why do people engage in human traf-
ficking? The reasons are complex and
varied, but some common motivations in-
clude financial gain, power and control,
and a lack of empathy for the victims.
Traffickers often target vulnerable indi-
viduals, such as those living in poverty
or fleeing conflict, and use manipulation,
coercion, and violence to keep them [...]

Continued on next page
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[HQ2A] How are e-
fits constructed in
the pursuit of a sus-
pect?

E-fits, or electronic facial composites,
are digital images created to help iden-
tify suspects in criminal investigations.
They are constructed by combining dif-
ferent facial features based on the eye-
witness’s description of the suspect. The
process starts with an interview between
the eyewitness and a trained police offi-
cer or forensic artist. The officer uses
specialized software, which contains a
database of various facial features, such
as eyes, noses, mouths, and hairstyles.
The eyewitness selects the features that
best match their memory of the suspect’s
appearance. Once the initial facial com-
posite is created, the officer and the eye-
witness work together to refine the image.
They may adjust the size, shape, and posi-
tion of features to improve accuracy. The
final e-fit is then used to aid police investi-
gations, typically by sharing with the pub-
lic and other law enforcement agencies,
in the hopes of identifying the suspect.

Consistency score: 1.0
Prediction:
1. [Complete]
2. [Complete]
3. [Complete]
4. [Complete]
5. [Complete]
6. [Complete]
7. [Complete]
8. [Incomplete] Reasons: It would be
helpful if this section elaborated more on
how e-fits are shared and why it is benefi-
cial to do so.

E-fits, or electronic facial composites,
are digital images created to help iden-
tify suspects in criminal investigations.
They are constructed by combining dif-
ferent facial features based on the eye-
witness’s description of the suspect. The
process starts with an interview between
the eyewitness and a trained police offi-
cer or forensic artist. The officer uses
specialized software, which contains a
database of various facial features, such
as eyes, noses, mouths, and hairstyles.
The eyewitness selects the features that
best match their memory of the suspect’s
appearance. Once the initial facial com-
posite is created, the officer and the eye-
witness work together to refine the image.
They may adjust the size, shape, and po-
sition of features to improve accuracy.
Once the e-fit is complete, it can be shared
with the public and other law enforcement
agencies through various channels, such
as social media, local news outlets, and
online crime reporting platforms. Shar-
ing the e-fit helps to increase the chances
of identifying the suspect, as it allows a
larger pool of people to view and recog-
nize the individual. Additionally, sharing
the e-fit can also serve as a deterrent to
the suspect, as they may become aware
that the authorities are actively searching
for them.
In addition to being shared with the pub-
lic, e-fits can also be distributed to other
law enforcement agencies, such as federal
authorities, neighboring jurisdictions, and
international partners. This helps to ex-
pand the search area and increase the like-
lihood of identifying the suspect. Further-
more, e-fits can be updated and revised
as new information becomes available, al-
lowing the investigation to continue until
the suspect is apprehended. [...]
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