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Abstract

We propose a novel approach to the problem of mutual information (MI) estimation
via introducing a family of estimators based on normalizing flows. The estimator
maps original data to the target distribution, for which MI is easier to estimate. We
additionally explore the target distributions with known closed-form expressions
for MI. Theoretical guarantees are provided to demonstrate that our approach yields
MI estimates for the original data. Experiments with high-dimensional data are
conducted to highlight the practical advantages of the proposed method.

(ξ,η)∼qξ,η

I(ξ;η) (easy to estimate)

ξ∼qξ

η∼qη

fX
(diffeomorphism)

fY
(diffeomorphism)

I(X;Y )(unknown)

(a) MIENF (general base distribution).
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Figure 1: We propose transforming a pair of random vectors (RVs) via a Cartesian product of learnable
diffeomorphisms to facilitate mutual information (MI) estimation. Ideally, we achieve tractable MI in
the latent space. As diffeomorphisms preserve information, MI between latent representations equals
MI between the original RVs.

1 Introduction

Information-theoretic analysis of deep neural networks (DNN) has attracted recent interest due to
intriguing fundamental results and new hypotheses. Applying information theory to DNNs may
provide novel tools for explainable AI via estimation of information flows [1–5], as well as new
ways to encourage models to extract and generalize information [1, 6–8]. Useful applications of
information theory to the classical problem of independence testing are also worth noting [9–11].
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Most of the information theory applications to the field of machine learning are based on the two
central information-theoretic quantities: differential entropy and mutual information (MI). The latter
quantity is widely used as an invariant measure of the non-linear dependence between random
variables, while differential entropy is usually viewed as a measure of randomness. However, as it
has been shown in the previous works [12, 13], MI and differential entropy are extremely hard to
estimate in the case of high-dimensional data. It is argued that such estimation is also challenging
for long-tailed distributions and large values of MI [14]. These problems considerably limit the
applications of information theory to real-scale machine learning problems. However, recent advances
in the neural estimation methods show that complex parametric estimators achieve relative practical
success in the cases where classical MI estimation techniques fail [7, 15–20].

This paper addresses the mentioned problem of the mutual information estimation in high dimensions
via using normalizing flows [21–24]. Some recent works also utilize generative models to estimate
MI. According to a general generative approach described in [16], generative models can be used
to reconstruct probability density functions (PDFs) of marginal and joint distributions to estimate
differential entropy and MI via a Monte Carlo (MC) integration. However, as it is mentioned in the
original work, when flow-based generative models are used, the resulting estimates are poor even
when the data is of simple structure. This approach is further investigated in [25]. The estimator
proposed in [20] uses score-based diffusion models to estimate the differential entropy and MI
without an explicit reconstruction of the PDFs. Increased accuracy of this estimator comes at a cost of
training score networks and using them to compute an MC estimate of Kullback–Leibler divergence
(KLD). Finally, in [11] normalizing flows are used to transform marginal distributions into Gaussian
distributions, after which a zero-correlation criterion is employed to test the zero-MI hypothesis. The
same idea is later used in [25] (see DINE-Gaussian) to acquire an MI estimate, but no corresponding
error bounds are possible to derive, as knowing marginal distributions only is insufficient to calculate
the MI (see Remark 4.5), which makes this estimator substantially flawed. We also note the work,
where normalizing flows are combined with a k-NN entropy estimator [18].

In contrast, our method allows for simplified (cheap and low-variance MC integration is required)
or even direct (i.e., no MC integration, nearest neighbors search or other similar data manipulations
are required) and the accurate MI estimation with asymptotic and non-asymptotic error bounds. Our
contributions in this work are the following:

1. We propose a MI-preserving technique to simplify the joint distribution of two random
vectors (RVs) via a Cartesian product of trainable normalizing flows in order to facilitate the
MI estimation. Non-asymptotic error bounds are provided, with the gap approaching zero
under certain commonly satisfied assumptions, showing that our estimator is consistent.

2. We suggest restricting the proposed MI estimator to allow for a direct MI calculation via a
simple closed-form formula. We further refine our approach to require only O(d) additional
learnable parameters to estimate the MI (here d denotes the dimension of the data). We
provide additional theoretical and statistical guarantees for our restricted estimator: variance
and non-asymptotic error bounds are derived.

3. We validate and evaluate our method via experiments with high-dimensional synthetic data
with known ground truth MI. We show that the proposed MI estimator performs well in
comparison to the ground truth and some other advanced estimators during the tests with
high-dimensional compressible and incompressible data of various complexity.

This article is organized as follows. In Section 2, the necessary background is provided and the
key concepts of information theory are introduced. Section 3 describes the general method and
corresponding theoretical results. In Section 4 we restrict our method to allow for accurate MI
estimation via a closed-form formula. In Section 5, a series of experiments is performed to evaluate
the proposed method and compare it to several other key MI estimators. Finally, the results are
discussed in Section 6.

We provide all the proofs in Appendix A, additional details on the benchmarks we use in Ap-
pendix B, overfitting analysis in Appendix C, supplementary results regarding the information-based
disentanglement of real data in Appendix D, and technical details in Appendix E.
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2 Preliminaries

Consider random vectors, denoted as X : Ω → Rn and Y : Ω → Rm, where Ω represents the sample
space. Let us assume that these random vectors are absolutely continuous, having probability density
functions (PDF) denoted as p(x), p(y), and p(x, y), respectively, where the latter refers to the joint
PDF. The differential entropy of X is defined as follows:

h(X) = −E log p(x) = −
∫

suppX

p(x) log p(x) dx,

where suppX ⊆ Rn represents the support of X , and log(·) denotes the natural logarithm. Similarly,
we define the joint differential entropy as h(X,Y ) = −E log p(x, y) and conditional differential
entropy as h(X | Y ) = −E log p (X|Y ) = −EY

(
EX|Y=y log p(X | Y = y)

)
. Finally, the mutual

information (MI) is given by I(X;Y ) = h(X)− h(X | Y ), and the following equivalences hold

I(X;Y ) = h(X)− h(X | Y ) = h(Y )− h(Y | X), (1)

I(X;Y ) = h(X) + h(Y )− h(X,Y ), (2)
I(X;Y ) = DKL (pX,Y ∥ pX ⊗ pY ) (3)

Mutual information can also be defined as an expectation of the pointwise mutual information:

PMIX,Y (x, y) = log

[
p(x | y)
p(x)

]
, I(X;Y ) = EPMIX,Y (X,Y ) (4)

The above definitions can be generalized via Radon-Nikodym derivatives and induced densities in
case of distributions supports being manifolds, see [26].

The differential entropy estimation is a separate classical statistical problem. Recent works have
proposed several novel ways to acquire the estimate in the high-dimensional case [12, 18, 20, 27–30].
Due to Equation (2), mutual information can be found by estimating entropy values separately. In
contrast, this paper suggests an approach that estimates MI values directly.

We also have to mention the well-known fundamental property of MI, which is invariance under
smooth injective mappings. The following theorem appears in literature in slightly different forms [14,
19, 31–33]; we utilize the one, which is the most convenient to use with normalizing flows.

Theorem 2.1. Let ξ : Ω → Rn′
be an absolutely continuous random vector, and let g : Rn′ → Rn

be an injective piecewise-smooth mapping with Jacobian J , satisfying n ≥ n′ and det
(
JTJ

)
̸= 0

almost everywhere. Let PDFs pξ and pξ|η exist. Then

PMIξ,η(ξ, η)
a.s.
= PMIg(ξ),η(g(ξ), η), I(ξ; η) = I (g(ξ); η) (5)

In our work, we heavily rely on the normalizing flows [23, 24] – trainable smooth bijective mappings
with tractable Jacobian. However, to understand our results, it is sufficient to know that flow models
(a) satisfy the conditions on g in Theorem 2.1 by definition, (b) can model any absolutely continuous
Borel probability measure (universality property) and (c) are trained via a likelihood maximization,
which is equivalent to a Kullback-Leibler divergence minimization. For more details, we refer the
reader to a more complete and rigorous overview of normalizing flows provided in [34].

3 General method

Our task is to estimate I(X;Y ), where X , Y are random vectors. Here we focus on the absolutely
continuous (X,Y ), as it is the most common case in practice. Note that Theorem 2.1 allows us to
train normalizing flows fX , fY , apply them to X , Y and consider estimating MI between the latent
representations, as I(fX(X); fY (Y )) = I(X;Y ).

The key idea of our method is to train fX and fY in such a way that I(fX(X); fY (Y )) is easy to
estimate. For example, one can hope to acquire tractable pointwise mutual information (PMI), which
can be then averaged via MC integration [32]. Unfortunately, the PMI invariance (Theorem 2.1)
restricts the possible distributions of (fX(X), fY (Y )) to an unknown family, making the exact MI
recovery via such technique unfeasible.
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However, one can always approximate the PDF in latent space via a (preferably, simple) model
q ∈ Q with tractable PMI, and train q, fX and fY to minimize the discrepancy between the real
and the proposed PMI. The complexity of q serves as a tradeoff: by selecting a poor Q, one might
experience a considerable bias of the estimate; on the other hand, choosing Q to be a universal PDF
approximation family, one acquires a consistent, but computationally expensive MI estimate. Flows
fX , fY are used to tighten the approximation bound. We formalize this intuition in the following
theorems:
Theorem 3.1. Let (ξ, η) be absolutely continuous with PDF pξ,η . Let qξ,η be a PDF defined on the
same space as pξ,η . Let pξ, pη , qξ and qη be the corresponding marginal PDFs. Then

I(ξ; η) = EPξ,η
log

[
qξ,η(ξ, η)

qξ(ξ)qη(η)

]
︸ ︷︷ ︸

Iq(ξ;η)

+DKL (pξ,η ∥ qξ,η)−DKL (pξ ⊗ pη ∥ qξ ⊗ qη) (6)

Corollary 3.2. Under the assumptions of Theorem 3.1, |I(ξ; η)− Iq(ξ; η)| ≤ DKL (pξ,η ∥ qξ,η).

This allows us to define the following MI estimate:

ÎMIENF({(xk, yk)}Nk=1) ≜ Îq̂(f̂X(X); f̂Y (Y )) =
1

N

N∑
k=1

log

[
q̂ξ,η(f̂X(xk), f̂Y (yk))

q̂ξ(f̂X(xk))q̂η(f̂Y (yk))

]
, (7)

where {(xk, yk)}Nk=1 is a sampling from (X,Y ), and q̂, f̂X and f̂Y are selected according to the
maximum likelihood. The latter makes ÎMIENF a consistent estimator:

Corollary 3.3 (ÎMIENF is consistent). Let X , Y , f̂−1
X and f̂−1

Y satisfy the conditions of Theorem 2.1.
Let {(xk, yk)}Nk=1 be an i.i.d. sampling from (X,Y ). Let Q be a family of universal PDF approxi-
mators for a class of densities containing PX,Y ◦(f−1

X × f−1
Y ) (pushforward probability measure in

the latent space), meaning the convergence in probability of a maximum-likelihood estimate from Q
to the ground-truth distribution if N increases. Let q̂N ∈ Q be a maximum-likelihood estimate of
PX,Y ◦(f−1

X × f−1
Y ) from the samples {(fX(xk), fY (yk))}Nk=1. Let Iq̂N (fX(X); fY (Y )) exist for

every N . Then
ÎMIENF({(xk, yk)}Nk=1)

P−→
N→∞

I(X;Y )

Note that maximum-likelihood training of fX , fY also minimizes DKL

(
PX,Y ◦(f−1

X × f−1
Y ) ∥ q̂ξ,η

)
,

which allows for surprisingly simple q ∈ Q to be used, as we show in the subsequent sections.

The described approach is as general as possible. We use it as a starting point for a development of a
more elegant, cheap and practically sound MI estimator. We also do not incorporate conditions, under
which the universality property of Q holds, as they depend on the choice of Q; if one is interested in
using normalizing flows as Q, we refer to Section 3.4.3 in [34] or to [25] for more details.

4 Using Gaussian base distribution

Note that the general approach requires finding the maximum-likelihood estimate q̂ and using it to
perform an MC integration to acquire Îq̂(fX(X); fY (Y )).

In this section, we drop these requirements by restricting our estimator via choosing Q to be a family
of multivariate Gaussian PDFs. This allows us (a) to directly estimate the MI via a closed-form
expression, (b) to employ a closed-form expression for optimal q̂, (c) to leverage the maximum
entropy principle for Gaussian distributions, thus acquiring better non-asymptotic bounds, and (d) to
analyze the variance of the proposed estimate.
Theorem 4.1 (Theorem 8.6.5 in [35]). Let Z be a d-dimensional absolutely continuous random
vector with probability density function pZ , mean m and covariance matrix Σ. Then

h(Z) = h (N (m,Σ))−DKL (pZ ∥N (m,Σ)) =
d

2
log(2πe)+

1

2
log detΣ−DKL (pZ ∥N (m,Σ))

Remark 4.2. Note that h(Z) may not be equal to h(Z ′)−DKL (pZ ∥ pZ′) for arbitrary Z ′.
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Corollary 4.3. Let (ξ, η) be an absolutely continuous pair of random vectors with joint and marginal
probability density functions pξ,η , pξ and pη correspondingly, and mean and covariance matrix being

m =

[
mξ

mη

]
, Σ =

[
Σξ,ξ Σξ,η

Ση,ξ Ση,η

]
Then

I(ξ; η) =
1

2
[log detΣξ,ξ + log detΣη,η − log detΣ]+

+ DKL (pξ,η ∥N (m,Σ))−DKL (pξ ⊗ pη ∥N (m,diag(Σξ,ξ,Ση,η)) ,

which implies the following in the case of marginally Gaussian ξ and η:

I(ξ; η) ≥ 1

2
[log detΣξ,ξ + log detΣη,η − log detΣ] , (8)

with the equality holding if and only if (ξ, η) are jointly Gaussian.

Corollary 4.4. Under the assumptions of Corollary 4.3,∣∣∣∣I(ξ; η)− 1

2
[log detΣξ,ξ + log detΣη,η − log detΣ]

∣∣∣∣ ≤ DKL (pξ,η ∥N (m,Σ)) .

Remark 4.5. The upper bound from Corollary 4.4 is tight, consider ξ ∼ N (0, 1), η = (2B − 1) · ξ,
where B ∼ Bernoulli(1/2) and is independent of ξ.

From now on we denote fX(X) and fY (Y ) as ξ and η correspondingly. Note that, in contrast
to Theorem 3.1 and Corollary 3.2, Iq(ξ; η) is replaced by a closed-form expression, which is not
possible to achieve in general. The provided closed-form expression allows for calculating MI for
jointly Gaussian (ξ, η), and serves as a lower bound on MI in the general case of ξ and η being only
marginally Gaussian.

4.1 General binormalization approach

In order to minimize DKL (pξ,η ∥N (m,Σ)), we train fX × fY as a single normalizing flow. Instead
of maximizing the log-likelihood using two separate and fixed base (latent) distributions, we maximize
the log-likelihood of the joint sampling {(xk, yk)}Nk=1 using the whole set of Gaussian distributions
as possible base distributions.

Definition 4.6. We denote a set of d-dimensional Gaussian distributions as Sd
N ≜{

N (m,Σ) | m ∈ Rd,Σ ∈ Rd×d
}

.4

Definition 4.7. The log-likelihood of a sampling {zk}Nk=1 with respect to a set of absolutely continu-
ous probability distributions S is defined as follows:

LS({zk}) ≜ sup
µ∈S

Lµ({zk}) = sup
µ∈S

N∑
k=1

log

[(
dµ

dz

)
(zk)

]

Let us define f ≜ fX × fY (Cartesian product of flows) and S ◦ f = {µ ◦ f | µ ∈ S} (set of
pushforward measures). In our case, LSN ◦f ({(xk, yk)}) can be expressed in a closed-form via
the change of variables formula (identically to a classical normalizing flows setup) and maximum-
likelihood estimates for m and Σ.
Statement 4.8.

LSN ◦(fX×fY ) ({(xk, yk)}) = log

∣∣∣∣det ∂f(x, y)∂(x, y)

∣∣∣∣+ LN (m̂,Σ̂)({f(xk, yk)}),

where

log

∣∣∣∣det ∂f(x, y)∂(x, y)

∣∣∣∣ = log

∣∣∣∣det ∂fX(x)

∂x

∣∣∣∣+ log

∣∣∣∣det ∂fY (y)∂y

∣∣∣∣ ,
m̂ =

1

N

N∑
k=1

f(xk, yk), Σ̂ =
1

N

N∑
k=1

(f(xk, yk)− m̂)(f(xk, yk)− m̂)T

4We omit d whenever it can be deduced from the context.
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Maximization of LSN ◦(fX×fY ) ({(xk, yk)}) with respect to parameters of fX and fY minimizes
DKL (pξ,η ∥N (m,Σ)) [34], making it possible to apply Theorem 2.1 and Corollary 4.3 to acquire an
MI estimate with corresponding non-asymptotic error bounds from Corollary 4.4:

ÎN -MIENF({(xk, yk)}Nk=1) ≜
1

2

[
log det Σ̂ξ,ξ + log det Σ̂η,η − log det Σ̂

]
(9)

Note that if only marginal Gaussianization is achieved, Equation (9) serves as a lower bound estimate.
As ÎN -MIENF involves maximum-likelihood estimates of covariance matrices, existing results can be
employed to acquire the asymptotic variance:
Lemma 4.9 (Lemma 2 in [25]). Let fX , fY be fixed. Let (ξ, η) have finite covariance matrix. Then,
the asymptotic variance of ÎN -MIENF is O(d2/N), with d being the dimensionality. If (ξ, η) is also
Gaussian, the asymptotic variance is further improved to O(d/N).

4.2 Refined approach

Although the proposed general method is compelling, as it requires only the slightest modifications
to the conventional normalizing flow setup to make the application of the closed-form expressions for
MI possible, we have to mention several drawbacks.

Firstly, the log-likelihood maximum is ambiguous, as LSN is invariant under invertible affine
mappings, which makes the proposed log-likelihood maximization an ill-posed problem:
Remark 4.10. Let A ∈ Rd×d be a non-singular matrix, b ∈ R, {zk}Nk=1 ⊆ Rd. Then

LSN ◦(Az+b)({zk}) = LSN ({zk})

Secondly, this method requires a regular (ideally, after every gradient descent step) updating of
m̂ and Σ̂ for the whole dataset, which is expensive. In practice, these estimates can be replaced
with batchwise maximum likelihood estimates, which are used to update m̂ and Σ̂ via exponential
moving average (EMA). This approach, however, requires tuning EMA multiplication coefficient in
accordance with the learning rate to make the training fast yet stable. We also note that m̂ and Σ̂ can
be made learnable via the gradient ascent, but the benefits of the closed-form expressions for LSN in
Statement 4.8 are thus lost.

Finally, each loss function evaluation requires inversion of Σ̂, and each MI estimation requires
evaluation of det Σ̂ and determinants of two diagonal blocks of Σ̂. This might be resource-consuming
in high-dimensional cases, as matrices may not be sparse. Numerical instabilities might also occur if
Σ̂ happens to be ill-conditioned (might happen in the case of data lying on a manifold or due to high
MI).

That is why we propose an elegant and simple way to eliminate all the mentioned problems by further
narrowing down SN to a subclass of Gaussian distributions with simple and bounded covariance
matrices and fixed means. This approach is somewhat reminiscent of the non-linear canonical
correlation analysis [36, 37].
Definition 4.11.

S
dξ,dη

tridiag-N ≜
{
N (0,Σ) | Σξ,ξ = Idξ

,Ση,η = Idη
,Σξ,η(≡ ΣT

η,ξ) = diag({ρj})dξ×dη , ρj ∈ [0; 1)
}

This approach solves all the aforementioned problems without any loss in generality, as it is shown
by the following results:
Corollary 4.12. If (ξ, η) ∼ µ ∈ Stridiag-N , then

I(ξ; η) = −1

2

∑
j

log(1− ρ2j ) (10)

Statement 4.13 (Canonical correlation analysis). Let (ξ, η) ∼ N (m,Σ), where Σ is non-singular.
There exist invertible affine mappings φξ, φη such that (φξ(ξ), φη(η)) ∼ µ ∈ Stridiag-N . Due to
Theorem 2.1, the following also holds: I(ξ; η) = I(φξ(ξ);φη(η)).
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Statement 4.14. Let (ξ, η) ∼ N (0,Σ) ∈ Stridiag-N , {zk}Nk=1 ⊆ Rdξ+dη . Then

LN (0,Σ)({zk}) = I(ξ; η) + LN (0,I)({Σ−1/2zk}),
where (implying ρj = 0 for j > min{dξ, dη})

Σ−1/2 =


αj + βj αj − βj

. . .
. . .

αj − βj αj + βj

︸ ︷︷ ︸
dξ

. . . ︸ ︷︷ ︸
dη

. . .


αj =

1

2
√
1 + ρj

βj =
1

2
√
1− ρj

and I(ξ; η) is calculated via (10).

Maximization of LStridiag-N ◦(fX×fY ) ({(xk, yk)}) with respect to the parameters of fX and fY yields
the following MI estimate:

Îtridiag-N -MIENF({(xk, yk)}Nk=1) ≜ −1

2

∑
j

log(1− ρ̂2j ), (11)

where ρ̂j are the maximum-likelihood estimates of ρj .

4.3 Tractable error bounds

Note that Corollary 3.2 and Corollary 4.4 provide us with non-asymptotic, but untractable bounds.
These bounds can be estimated via various KL divergence estimators [7, 20, 38–40]. However, this
requires training an additional neural network, which is computationally expensive.

Conveniently, as the proposed method involves maximization of the likelihood, a cheap and tractable
lower bound on the KL divergence can be obtained via an entropy-cross-entropy decomposition:

DKL (p ∥ q) = EZ∼p log
p(Z)

q(Z)
= −EZ∼p log q(Z)− h(Z) ≥ −EZ∼p log q(Z)− h(N (m,Σ))

(12)
Note that E log q(Z) in Equation (12) is estimated by the log-likelihood of the samples in the latent
space (which is inevitably evaluated each training step), and h(Z) can be upper bounded by the
entropy of a Gaussian distribution (see Theorem 4.1). Unfortunately, as Theorem 4.1 has already
been employed to derive Corollary 4.3, the proposed bound is trivial (equaling to zero) in our
Gaussian-based setup. However, this idea might still be useful in the general case.

4.4 Implementation details

In this section, we would like to emphasize the computational simplicity of the proposed amendments
to the conventional normalizing flow setup.

Firstly, Statement 4.14 allows for a cheap log-likelihood computation and sample generation, as Σ,
Σ−1/2 and Σ−1 are easily calculated from the {ρj} and are sparse (tridiagonal, block-diagonalizable
with 2 × 2 blocks). Secondly, the method requires only d′ = min{dξ, dη} additional parameters:
the estimates for {ρj}. As ρj ∈ [0; 1), an appropriate parametrization should be chosen to allow for
stable learning of {ρ̂j} via the gradient ascend. We propose using the logarithm of cross-component
MI5: wj ≜ log I(ξj ; ηj) = log

[
− 1

2 log(1− ρ2j )
]
. In this parametrization wj ∈ R and

Îtridiag-N -MIENF({(xk, yk)}Nk=1) =
∑
j

eŵj , ρj =
√

1− exp(−2 · ewj ) ∈ (0; 1) (13)

Although ρj = 0 is not achievable in the proposed parametrization, it can be made arbitrarily close to
0 with wj → −∞.

5One can also consider the softplus parametrization, which allows to avoid the double exponentiation in (13).
We, however, did not encounter any issues with the plain logarithm parametrization.
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4.5 Extension to non-Gaussian base distributions and non-bijective flows

The proposed method can be easily generalized to account for any base distribution with closed-form
expression for MI, or even a combination of such distributions. For example, a smoothed uniform
distribution can be considered, with the learnable parameter being the smoothing constant ε, see Ap-
pendix B.2, Equation (14). However, due to Remark 4.2, neither Corollary 3.2, nor Corollary 4.4 can
be used to bound the estimation error in this case.

Also note that, as Theorem 2.1 does not require g to be bijective, our method is naturally extended
to injective normalizing flows [41, 42]. Moreover, according to [19], such approach may actually
facilitate the estimation of MI.

5 Experiments

To evaluate our estimator, we utilize synthetic datasets with known mutual information. In [14] and
[19], extensive frameworks for evaluation of MI estimators have been proposed. In our work, we
borrow complex high-dimensional tests from [19] and all non-Gaussian base distributions with known
MI from [14] (see Appendix B for more details). The formal description of the dataset generation
and estimator evaluation is provided in Algorithm 1. Essentially similar setups are widely used to test
the MI estimators [7, 13, 19, 20, 31, 43].

Algorithm 1 MI estimator evaluation

1: Generate two datasets of samples from random vectors ξ and η with known ground truth mutual
information (see Corollary 4.3, Corollary 4.12 and Appendix B for examples): {(ak, bk)}Nk=1.

2: Choose functions gξ and gη satisfying conditions of Theorem 2.1, so I(ξ; η) = I
(
gξ(ξ); gη(η)

)
.

3: Estimate I
(
gξ(ξ); gη(η)

)
via {(gξ(ak), gη(bk))}Nk=1; compare the result with the ground truth.

For the first set of experiments, we map a low-dimensional correlated Gaussian distribution to a
distribution of high-dimensional images of geometric shapes (see Figure 2). We compare our method
with the Mutual Information Neural Estimator (MINE) [7], Nguyen-Wainwright-Jordan (NWJ) [7, 39]
and Nishiyama’s [40] estimators, nearest neighbor Kraskov-Stoegbauer-Grassberger [31] and 5-
nearest neighbors weighted Kozachenko-Leonenko (WKL) estimator [27, 44]; the latter is fed with
the data compressed via a convolutional autoencoder (CNN AE) in accordance to the pipeline
from [19].

(a) 2D Gaussians (b) Rectangles

Figure 2: Examples of synthetic images used in the tests. Note that images are high-dimensional, but
admit latent structure, which is similar to real datasets.

For the second set of experiments, incompressible, high-dimensional non-Gaussian-based distribu-
tions are considered. These experiments are conducted to evaluate the robustness of our estimator to
the distributions, which can not be precisely Gaussianized via a Cartesian product of two flows. In
this section, we compare our method to the ground truth value only. We also provide a comparison
with MINE and DINE-Gaussian [25] in Appendix B. For a more elaborate benchmarking of other
estimators on these distributions, we refer the reader to [14].

For the tests with synthetic images, we use GLOW [45] normalizing flow architecture with
log2(image size) splits, 2 blocks between splits and 16 hidden channels in each block, appended with
a learnable orthogonal linear layer and a small 4-layer Real NVP flow [46]. For the other tests, we
use 6-layer Real NVP architecture. For further details (including the architecture of MINE critic
network and CNN autoencoder), we refer the reader to Appendix E.

The results of the experiments performed with the high-dimensional synthetic images and non-
Gaussian-based distribution are provided in Figure 3 and Figure 4 correspondingly.
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Figure 3: Comparison of the selected estimators. Along x axes is I(X;Y ), along y axes is Î(X;Y ).
We plot 99.9% asymptotic CIs acquired either from the MC integration standard deviation (WKL,
KSG) or from the epochwise averaging (other methods, 200 last epochs). 10 · 103 samples were used.
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Figure 4: Tests with incompressible multidimensional data. “Uniform” denotes the uniformly
distributed samples acquired from the correlated Gaussians via the Gaussian CDF. “Smoothed
uniform” and “Student” denote the non-Gaussian-based distributions described in Appendix B.
“arcsinh(Student)” denotes the arcsinh function applied to the “Student” example (this is done to
avoid numerical instabilities in the case of long-tailed distributions). We run each test 5 times
and plot 99.9% asymptotic Gaussian CIs. 10 · 103 samples were used. Note that N -MIENF and
tridiag-N -MIENF yield almost the same results with similar bias.
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We attribute the good performance of AE+WKL to the fact that the proposed synthetic datasets are
easily and almost losslessly compressed via a CNN AE. We run additional experiments with much
simpler, but incompressible data to show that the estimation error of WKL rapidly increases with
the dimensionality. The results are provided in Table 1. In contrast, our method yields reasonable
estimates in the same or similar cases presented in Figure 4.

Table 1: Evaluation of 5-NN weighted Kozachenko-Leonenko estimator on multidimensional uni-
formly distributed data. For each dimension dX = dY , 11 estimates of MI are acquired with the
ground truth ranging from 0 to 10 with a fixed step. The RMSE of the estimated MI relative to the
ground-truth MI is calculated for each set of estimates.

dX,Y 2 4 8 16 32 64

RMSE 2.2 1.0 127.9 227.5 522.4 336.2

Overall, the proposed estimator performs well during all the experiments, including the incompressible
high-dimensional data, large MI values and non-Gaussian-based tests. In Appendix D, we also apply
our method to acquire disentengled representations of real data. Additionally, we give a brief
commentary on the sample complexity of the proposed method and other NN-based estimators
in Appendix C.

6 Discussion

Information-theoretic analysis of deep neural networks is a novel and developing approach. As it
relies on a well-established theory of information, it potentially can provide fundamental, robust and
intuitive results [47, 48]. Currently, this analysis is complicated due to main information-theoretic
qualities — differential entropy and mutual information — being hard to measure in the case of
high-dimensional data.

We have shown that it is possible to modify the conventional normalizing flow setup to harness all the
benefits of simple and robust closed-form expressions for mutual information. Non-asymptotic error
bounds for both variants of our method are derived, asymptotic variance and consistency analysis
is carried out. We provide useful theoretical and practical insights on using the proposed method
effectively. We have demonstrated the effectiveness of our estimator in various settings, including
compressible and incompressible high-dimensional data, high values of mutual information and the
data not acquired from the Gaussian distribution via invertible mappings.

Finally, it is worth noting that despite normalizing flows and Gaussian base distributions being used
throughout our work, the proposed method can be extended to any type of base distribution with
closed-form expression for mutual information and to any injective generative model. For example, a
subclass of diffusion models can be considered [49, 50]. Injective normalizing flows [41, 42] are also
compatible with the proposed pipeline. Gaussian mixtures can also be used as base distributions due
to a relatively cheap MI calculation and the universality property [32].

Limitations The main limitation of the general method is the ambiguity of Q (the family of PDF
estimators used to estimate MI in the latent space), which can be either rich (yielding a consistent,
but possibly expensive estimator), or poor (leading to the inconsistency of the estimate). However,
in [32] it is argued that mixture models can achieve rather good tradeoff between the quality and the
cost of a PMI approximation.

The major limitation of N -MIENF is that its consistency is proven only for a certain class of
distributions: the probability distribution should be equivalent to a Gaussian via a Cartesian product
of diffeomorphisms. However, mathematical simplicity, rigorous bounds, low variance and relative
practical success of the estimator suggest that the proposed method achieves a decent tradeoff.
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A Complete proofs

Theorem 2.1. Let ξ : Ω → Rn′
be an absolutely continuous random vector, and let g : Rn′ → Rn

be an injective piecewise-smooth mapping with Jacobian J , satisfying n ≥ n′ and det
(
JTJ

)
̸= 0

almost everywhere. Let PDFs pξ and pξ|η exist. Then

PMIξ,η(ξ, η)
a.s.
= PMIg(ξ),η(g(ξ), η), I(ξ; η) = I (g(ξ); η) (5)

Proof of Theorem 2.1. For any function g, let us denote
√
det (JT (x)J(x)) (area transformation

coefficient) by α(x) where it exists.

Foremost, let us note that in both cases, pξ(x | η) and pg(ξ)(x
′ | η) = pξ(x | η)/α(x) exist.

Hereinafter, we integrate over supp ξ∩{x | α(x) ̸= 0} instead of supp ξ; as α ̸= 0 almost everywhere
by the assumption, the values of the integrals are not altered.

According to the definition of the differential entropy,

h(g(ξ)) = −
∫
pξ(x)

α(x)
log

(
pξ(x)

α(x)

)
α(x) dx =

= −
∫
pξ(x) log (pξ(x)) dx+

∫
pξ(x) log (α(x)) dx =

= h(ξ) + E logα(ξ).

h(g(ξ) | η) = Eη

(
−
∫
pξ(x | η)
α(x)

log

(
pξ(x | η)
α(x)

)
α(x) dx

)
=

= Eη

(
−
∫
pξ(x | η) log (pξ(x | η)) dx+

∫
pξ(x | η) log (α(x)) dx

)
=

= h(ξ | η) + E logα(ξ)

Finally, by the MI definition,

I(g(ξ); η) = h(g(ξ))− h(g(ξ) | η) = h(ξ)− h(ξ | η) = I(ξ; η).

Dropping the expectations/integrals in the equations above yields the proof of the PMI invariance.

Theorem 3.1. Let (ξ, η) be absolutely continuous with PDF pξ,η . Let qξ,η be a PDF defined on the
same space as pξ,η . Let pξ, pη , qξ and qη be the corresponding marginal PDFs. Then

I(ξ; η) = EPξ,η
log

[
qξ,η(ξ, η)

qξ(ξ)qη(η)

]
︸ ︷︷ ︸

Iq(ξ;η)

+DKL (pξ,η ∥ qξ,η)−DKL (pξ ⊗ pη ∥ qξ ⊗ qη) (6)

Proof of Theorem 3.1. In the following text, all the expectations are in terms of Pξ,η .

I(ξ; η) = E log

[
pξ,η(ξ, η)

pξ(ξ)pη(η)

]
= E log

[
qξ,η(ξ, η)

qξ(ξ)qη(η)
· pξ,η(ξ, η)
qξ,η(ξ, η)

· qξ(ξ)qη(η)
pξ(ξ)pη(η)

]
=

= Iq(ξ; η) + E log

[
pξ,η(ξ, η)

qξ,η(ξ, η)

]
+ E log

[
qξ(ξ)

pξ(ξ)

]
+ E log

[
qη(η)

pη(η)

]
=

= Iq(ξ; η) + DKL (pξ,η ∥ qξ,η)−DKL (pξ ⊗ pη ∥ qξ ⊗ qη)

Corollary 3.2. Under the assumptions of Theorem 3.1, |I(ξ; η)− Iq(ξ; η)| ≤ DKL (pξ,η ∥ qξ,η).

Proof of Corollary 3.2. As DKL (pξ ⊗ pη ∥ qξ ⊗ qη) ≥ 0,

I(ξ; η) ≤ Iq(ξ, η) + DKL (pξ,η ∥ qξ,η)
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As DKL (pξ,η ∥ qξ,η) ≥ DKL (pξ ∥ qξ) and DKL (pξ,η ∥ qξ,η) ≥ DKL (pη ∥ qη) (monotonicity prop-
erty, see Theorem 2.16 in [33]),

I(ξ; η) ≥ Iq(ξ; η) + DKL (pξ,η ∥ qξ,η)− 2 ·DKL (pξ,η ∥ qξ,η) = Iq(ξ; η)−DKL (pξ,η ∥ qξ,η)

Corollary 3.3 (ÎMIENF is consistent). Let X , Y , f̂−1
X and f̂−1

Y satisfy the conditions of Theorem 2.1.
Let {(xk, yk)}Nk=1 be an i.i.d. sampling from (X,Y ). Let Q be a family of universal PDF approxi-
mators for a class of densities containing PX,Y ◦(f−1

X × f−1
Y ) (pushforward probability measure in

the latent space), meaning the convergence in probability of a maximum-likelihood estimate from Q
to the ground-truth distribution if N increases. Let q̂N ∈ Q be a maximum-likelihood estimate of
PX,Y ◦(f−1

X × f−1
Y ) from the samples {(fX(xk), fY (yk))}Nk=1. Let Iq̂N (fX(X); fY (Y )) exist for

every N . Then
ÎMIENF({(xk, yk)}Nk=1)

P−→
N→∞

I(X;Y )

Proof of Corollary 3.3. Following the assumptions on q̂N , DKL

(
PX,Y ◦(f−1

X × f−1
Y ) ∥ (q̂N )ξ,η

) P−→
N→∞

0 (universality property). Due to Corollary 3.2, this ensures Iq̂N (fX(X); fY (Y ))
P−→

N→∞
I(fX(X); fY (Y )) = I(X;Y ) (the latter equality is due to Theorem 2.1). Finally,
ÎMIENF(X;Y )

P−→
N→∞

Iq̂N (fX(X); fY (Y )) as an MC estimate.

Theorem 4.1 (Theorem 8.6.5 in [35]). Let Z be a d-dimensional absolutely continuous random
vector with probability density function pZ , mean m and covariance matrix Σ. Then

h(Z) = h (N (m,Σ))−DKL (pZ ∥N (m,Σ)) =
d

2
log(2πe)+

1

2
log detΣ−DKL (pZ ∥N (m,Σ))

Proof of Theorem 4.1. As h(Z−m) = h(Z), let us consider a centered random vector Z. We denote
probability density function of N (0,Σ) as ϕΣ.

DKL (pZ ∥N (0,Σ)) =

∫
Rd

pZ(z) log
pZ(z)

ϕΣ(z)
dz = −h(Z)−

∫
Rd

pZ(z) log ϕΣ(z) dz

Note that∫
Rd

pZ(z) log ϕΣ(z) dz = const+
1

2
EZ z

TΣ−1z = const+
1

2
EN (0,Σ) z

TΣ−1z =

∫
Rd

ϕΣ(z) log ϕΣ(z) dz,

from which we arrive at the final result:

DKL (pZ ∥N (0,Σ)) = −h(Z) + h(N (0,Σ))

Corollary 4.3. Let (ξ, η) be an absolutely continuous pair of random vectors with joint and marginal
probability density functions pξ,η , pξ and pη correspondingly, and mean and covariance matrix being

m =

[
mξ

mη

]
, Σ =

[
Σξ,ξ Σξ,η

Ση,ξ Ση,η

]
Then

I(ξ; η) =
1

2
[log detΣξ,ξ + log detΣη,η − log detΣ]+

+ DKL (pξ,η ∥N (m,Σ))−DKL (pξ ⊗ pη ∥N (m,diag(Σξ,ξ,Ση,η)) ,

which implies the following in the case of marginally Gaussian ξ and η:

I(ξ; η) ≥ 1

2
[log detΣξ,ξ + log detΣη,η − log detΣ] , (8)

with the equality holding if and only if (ξ, η) are jointly Gaussian.

16



Proof of Corollary 4.3. By applying Theorem 4.1 to Equation (2), we derive the following expres-
sion:

I(ξ; η) =
1

2
[log detΣξ,ξ + log detΣη,η − log detΣ]+

+ DKL (pξ,η ∥N (m,Σ))−DKL (pξ ∥N (mξ,Σξ,ξ))−DKL (pη ∥N (mη,Ση,η))

Note that

DKL (pξ ∥N (mξ,Σξ,ξ)) + DKL (pη ∥N (mη,Ση,η)) = DKL (pξ ⊗ pη ∥N (m,diag(Σξ,ξ,Ση,η)) ,

which results in

I(ξ; η) =
1

2
[log detΣξ,ξ + log detΣη,η − log detΣ]+

+ DKL (pξ,η ∥N (m,Σ))−DKL (pξ ⊗ pη ∥N (m,diag(Σξ,ξ,Ση,η))

Corollary 4.4. Under the assumptions of Corollary 4.3,∣∣∣∣I(ξ; η)− 1

2
[log detΣξ,ξ + log detΣη,η − log detΣ]

∣∣∣∣ ≤ DKL (pξ,η ∥N (m,Σ)) .

Proof of Corollary 4.4. The same as for Corollary 3.2

Statement 4.8.

LSN ◦(fX×fY ) ({(xk, yk)}) = log

∣∣∣∣det ∂f(x, y)∂(x, y)

∣∣∣∣+ LN (m̂,Σ̂)({f(xk, yk)}),

where

log

∣∣∣∣det ∂f(x, y)∂(x, y)

∣∣∣∣ = log

∣∣∣∣det ∂fX(x)

∂x

∣∣∣∣+ log

∣∣∣∣det ∂fY (y)∂y

∣∣∣∣ ,
m̂ =

1

N

N∑
k=1

f(xk, yk), Σ̂ =
1

N

N∑
k=1

(f(xk, yk)− m̂)(f(xk, yk)− m̂)T

Proof of Statement 4.8. Due to the change of variables formula,

LSN ◦(fX×fY ) ({(xk, yk)}) = log

∣∣∣∣det ∂f(x, y)∂(x, y)

∣∣∣∣+ LN ({f(xk, yk)})

As f = fX × fY , the Jacobian matrix ∂f(x,y)
∂(x,y) is block-diagonal, so

log

∣∣∣∣det ∂f(x, y)∂(x, y)

∣∣∣∣ = log

∣∣∣∣det ∂fX(x)

∂x

∣∣∣∣+ log

∣∣∣∣det ∂fY (y)∂y

∣∣∣∣
Finally, we use the maximum-likelihood estimates for m and Σ to drop the supremum in
LN ({f(xk, yk)}):

m̂ =
1

N

N∑
k=1

f(xk, yk), Σ̂ =
1

N

N∑
k=1

(f(xk, yk)− m̂)(f(xk, yk)− m̂)T =⇒

=⇒ LN ({f(xk, yk)}) = LN (m̂,Σ̂)({f(xk, yk)})

Lemma 4.9 (Lemma 2 in [25]). Let fX , fY be fixed. Let (ξ, η) have finite covariance matrix. Then,
the asymptotic variance of ÎN -MIENF is O(d2/N), with d being the dimensionality. If (ξ, η) is also
Gaussian, the asymptotic variance is further improved to O(d/N).
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Proof of Lemma 4.9. The variance of ÎN -MIENF is upper bounded by the sum of the variances of the
log-det terms. If (ξ, η) is Gaussian, the log-det terms are asymptotically normal with the asymptotic
variance being 2d/N (Corollary 1 in [51]). If (ξ, η) is not Gaussian, the central limit theorem can be
applied to each element of the covariance matrix, which in combination with the delta method yields
the final result.

Remark 4.10. Let A ∈ Rd×d be a non-singular matrix, b ∈ R, {zk}Nk=1 ⊆ Rd. Then

LSN ◦(Az+b)({zk}) = LSN ({zk})

Proof of Remark 4.10.

LSN ◦(Az+b)({zk}) = log |detA|+LSN ({Azk+b}) = log |detA|+LN (Am̂+b,AΣ̂AT )({Azk+b}) =
= log |detA|+ log |detA−1|+ LN (m̂,Σ̂)({zk}) = LSN ({zk})

Corollary 4.12. If (ξ, η) ∼ µ ∈ Stridiag-N , then

I(ξ; η) = −1

2

∑
j

log(1− ρ2j ) (10)

Proof of Corollary 4.12. Under the proposed assumptions, log detΣξ,ξ = log detΣη,η = 0, so
I(ξ; η) = − 1

2 log detΣ. The matrix Σ is block-diagonalizable via the following permutation:

(ξ1, . . . , ξdξ
, η1, . . . , ηdη ) 7→ (ξ1, η1, ξ2, η2, . . .),

with the blocks being

Σξj ,ηj
=

[
1 ρj
ρj 1

]
The determinant of block-diagonal matrix is a product of the block determinants, so I(ξ; η) =
− 1

2

∑
j log(1− ρ2j ).

Statement 4.13 (Canonical correlation analysis). Let (ξ, η) ∼ N (m,Σ), where Σ is non-singular.
There exist invertible affine mappings φξ, φη such that (φξ(ξ), φη(η)) ∼ µ ∈ Stridiag-N . Due to
Theorem 2.1, the following also holds: I(ξ; η) = I(φξ(ξ);φη(η)).

Proof of Statement 4.13. Let us consider centered ξ and η, as shifting is an invertible affine mapping.
Note that Σξ,ξ and Ση,η are positive definite and symmetric, so the following symmetric matrix square
roots are defined: A = Σ

−1/2
ξ,ξ , B = Σ

−1/2
η,η . By applying these invertible linear transformations to ξ

and η we get

cov(Aξ,Bη) =

[
Σ

−1/2
ξ,ξ Σξ,ξ(Σ

−1/2
ξ,ξ )T Σ

−1/2
ξ,ξ Σξ,η(Σ

−1/2
η,η )T

Σ
−1/2
η,η Ση,ξ(Σ

−1/2
ξ,ξ )T Σ

−1/2
η,η Ση,η(Σ

−1/2
η,η )T

]
=

[
I C
CT I

]
,

where C = Σ
−1/2
ξ,ξ Σξ,η(Σ

−1/2
η,η )T .

Then, the singular value decomposition is performed: C = URV T , where U and V are orthogonal,
R = diag({ρj}). Finally, we apply UT to Aξ and V T to Bη:

cov(UTAξ, V TBη) =

[
UTU UTCV

(UTCV )T V TV

]
=

[
I R
RT I

]
,

Note that UTA and V TB are invertible.

Statement 4.14. Let (ξ, η) ∼ N (0,Σ) ∈ Stridiag-N , {zk}Nk=1 ⊆ Rdξ+dη . Then

LN (0,Σ)({zk}) = I(ξ; η) + LN (0,I)({Σ−1/2zk}),
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where (implying ρj = 0 for j > min{dξ, dη})

Σ−1/2 =


αj + βj αj − βj

. . .
. . .

αj − βj αj + βj

︸ ︷︷ ︸
dξ

. . . ︸ ︷︷ ︸
dη

. . .


αj =

1

2
√
1 + ρj

βj =
1

2
√
1− ρj

and I(ξ; η) is calculated via (10).

Proof of Statement 4.14. Note that Σ is positive definite and symmetric, so the following symmetric
matrix square root is defined: Σ−1/2. This matrix is a normalization matrix: cov(Σ−1/2(ξ, η)) =
Σ−1/2 Σ (Σ−1/2)T = I .

According to the change of variable formula,

LN (0,Σ)({zk}) = log detΣ−1/2 + LN (0,I)({Σ−1/2zk})
As Σξ,ξ = Idξ

and Ση,η = Idη , from the equation (8) we derive

I(ξ; η) = −1

2
log detΣ = log detΣ−1/2

Finally, it is sufficient to validate the proposed closed-form expression for Σ1/2 in the case of 2× 2
matrices, as Σ is block-diagonalizable (with 2× 2 blocks) via the following permutation:

M : (ξ1, . . . , ξdξ
, η1, . . . , ηdη

) 7→ (ξ1, η1, ξ2, η2, . . .),

Note that [
α+ β α− β
α− β α+ β

]2
= 2 ·

[
α2 + β2 α2 − β2

α2 − β2 α2 + β2

]
=

1

1− ρ2

[
1 −ρ
−ρ 1

]
1

1− ρ2

[
1 −ρ
−ρ 1

]
·
[
1 ρ
ρ 1

]
=

[
1 0
0 1

]

B Non-Gaussian-based tests

As our estimator is based on Gaussianization, it seems natural that we observe good performance
in the experiments with synthetic data acquired from the correlated Gaussian vectors via invertible
transformations. Possible bias towards such data can not be discriminated via the independency and
self-consistency tests, and hard to discriminate via the data-processing test proposed in [14, 20] for
the following reasons:

1. Independency test requires Î(X;Y ) ≈ 0 for independent X and Y . In such case, as
cov(fX(X), fY (Y )) = 0 for any measurable fX and fY , ÎMIENF(X;Y ) ≈ 0 in any mean-
ingful scenario (no overfitting, no ill-posed transformations), regardless of the marginal
distributions of X and Y .

2. Self-consistency test requires Î(X;Y ) ≈ Î(g(X);Y ) forX , Y and g satisfying Theorem 2.1.
In our setup, this test only measures the ability of normalizing flows to invert g, and provides
no information about the quality of Î(X;Y ) and Î(g(X);Y ).
Moreover, as we leverage Algorithm 1 with the Gaussian base distribution for the dataset
generation, we somewhat test our estimator for the self-consistency.

3. Data-processing test leverages the data processing inequality [35] via requiring Î(X;Y ) ≥
Î(g(X);Y ) for any X , Y and measurable g. Theoretically, this test may highlight the bias
of our estimator towards binormalizable data. However, this requires constructing X , Y and
g, so X and Y are not binormalizable, g(X) and Y are and Î(X;Y ) < Î(g(X);Y ), which
seems challenging to achieve.
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That is why we use two additional, non-Gaussian-based families of distributions with known closed-
form expressions for MI and easy sampling procedures: multivariate Student distribution [52] and
smoothed uniform distribution [14].

In the following subsections, we provide additional information about the distributions, closed-form
expressions for MI and sampling procedures.

B.1 Multivariate Student distribution

Consider (n+m)-dimensional (X̃; Ỹ ) ∼ N (0,Σ), where Σ is selected to achieve I(X̃; Ỹ ) = κ > 0.
Firstly, a correction term is calculated in accordance to the following formula:

c(k, n,m) = f(k) + f(k + n+m)− f(k + n)− f(k +m), f(x) = log Γ
(x
2

)
− x

2
ψ
(x
2

)
,

where k is the number of degrees of freedom, ψ is the digamma function. Secondly, X = X̃/
√
k/U

and Y = Ỹ /
√
k/U are defined, where U ∼ χ2

k. The resulting vectors are distributed according
to the multivariate Student distribution with k degrees of freedom. According to [52], I(X;Y ) =
κ + c(k, n,m). During the generation, κ is set to I(X;Y )− c(k, n,m) to achieve the desired value
of I(X;Y ).

Note that I(X;Y ) ̸= 0 even in the case of independent X̃ and Ỹ , as some information between X
and Y is shared via the magnitude.

B.2 Smoothed uniform distribution

Lemma B.1. Consider independent X ∼ U[0; 1], Z ∼ U[−ε; ε] and Y = X + Z. Then

I(X;Y ) =

{
ε− log(2ε), ε < 1/2

(4ε)−1, ε ≥ 1/2
(14)

Proof. Probability density function of Y (two cases):

(ε < 1/2) : pY (y) = (pX ∗ pZ)(y) =


0, y < −ε ∨ y ≥ 1 + ε
y+ε
2ε , −ε ≤ y < ε

1, ε ≤ y < 1− ε
1+ε−y

2ε , 1− ε ≤ y < 1 + ε

(ε ≥ 1/2) : pY (y) = (pX ∗ pZ)(y) =


0, y < −ε ∨ y ≥ 1 + ε
y+ε
2ε , −ε ≤ y < 1− ε
1
2ε , 1− ε ≤ y < ε
1+ε−y

2ε , ε ≤ y < 1 + ε

Differential entropy of a uniformly distributed random variable:

h(U [a; b]) = log(b− a)

Conditional differential entropy of Y with respect to X:

h(Y | X) = Ex∼X h(Y | X = x) = Ex∼X h(Z + x | X = x)

As X and Z are independent,

Ex∼X h(Z + x | X = x) = Ex∼X h(Z + x) =

1∫
0

log(2ε) dx = log(2ε) (15)

Differential entropy of Y :

h(Y ) = −
∞∫

−∞

pY (y) dy =

{
ε, ε < 1/2

(4ε)−1 + log(2ε), ε ≥ 1/2
(16)

The final result is acquired via substituting (15) and (16) into (1).
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Equation (14) can be inverted:

ε =

{
(4 · I(X;Y ))−1, I(X;Y ) < 1/2

−W
[
− 1

2 exp(−I(X;Y ))
]
, I(X;Y ) ≥ 1/2

, (17)

where W is the product logarithm function.

B.3 Additional experiments

Recall that in Section 5, we do not evaluate other estimators on the tests discussed in this part of the
Appendix. To address this, we provide additional results for MINE and DINE-Gaussian in Figure 5.
We chose MINE as it is the best performing critic-based method judging by the results from Figure 3,
and is widely considered as a decent modern baseline. We chose DINE-Gaussian as (a) this method
also employs normalizing flows, and (b) we were not able to acquire reliable estimates via this method
during the tests presented in Figure 3. The results are presented in Figure 5.
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(a) DINE-Gaussian
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Figure 5: Additional tests with incompressible multidimensional data from Figure 4. 10 · 103 samples
were used. We conduct only one experiment per point for DINE-Gaussian and MINE, acquiring CIs
from epoch-wise averaging instead. Note that DINE-Gaussian failed to estimate MI for in the case of
high-dimensional smoothed uniform distribution due to numerical instabilities. We also provide the
plots for N -MIENF and tridiag-N -MIENF to facilitate the comparison.
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C Overfitting and sample complexity

Due to the curse of dimensionality being a universal issue for MI-related tasks [13], our method, as
any other NN-based estimator, is prone to overfitting in the case of small sample size. We illustrate
this by performing an MI estimation on one of the benchmarks from Section 5, with the sampling
being of normal and tiny size. We also conduct similar experiments with MINE. The resulting
probability density and pointwise mutual information functions are presented in Figures 6 and 7.

(a) I(X;Y ) = 1.0,
Î(X;Y ) ≈ 0.99, 2048 samples.

(b) I(X;Y ) = 0.0,
Î(X;Y ) ≈ 0.0, 2048 samples.

(c) I(X;Y ) = 0.0,
Î(X;Y ) ≈ 1.84, 5 samples.

Figure 6: Point-wise mutual information plots for MINE. Correlated uniform distribution is used,
with varying ground truth MI and sampling size. Note that in the case of an insufficient sampling
size, MINE “memorizes” the data points and “hallucinates” the relation between X and Y , which
severely increases the value of the MI estimate.

(a) I(X;Y ) = 1.0,
Î(X;Y ) ≈ 0.99, 2048 samples.

(b) I(X;Y ) = 0.0,
Î(X;Y ) ≈ 0.0, 2048 samples.

(c) I(X;Y ) = 0.0,
Î(X;Y ) ≈ 0.92, 5 samples.

Figure 7: Probability density function plots for tridiag-N -MIENF. Correlated uniform distribution
is used, with varying ground truth MI and sampling size. Note that in the case of an insufficient
sampling size, MIENF “memorizes” the data points and “hallucinates” the relation between X and
Y , which severely increases the value of the MI estimate.

D Information-theoretic disentanglement

To explore additional applications of our method, we consider the task of representation disentangle-
ment, i.e., the process of separating data into independent variables with distinct semantic meaning.
For this example, we use the MNIST dataset of handwritten digits [53].

Let X be a random image of a handwritten digit. Consider a Markov kernel X → (X ′, X ′′)
corresponding to a pair of random augmentations applied to X (we use random translation, rotation,
zoom, and shear from torchvision.transforms). Now consider the task of estimating I(X ′;X ′′)
(MI between the two augmented versions of the same image). Note that tridiag-N -MIENF estimates
the MI and performs a nonlinear canonical correlation analysis simultaneously (because of the
tridiagonal covariance matrix in the latent space). Moreover, {ρj} (from Definition 4.11) represent
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the dependence between the nonlinear components. Higher values of ρj (and, as a consequence, of
the per-component MI) are expected to correspond to the nonlinear components, which are invariant
to the selected augmentations (e.g., width/height ratio of a digit, thickness of strokes, etc.). We also
expect small values of ρj to represent the components, which parametrize the augmentations used in
our setup (e.g, translation, zoom, etc.).

To perform the experiment, we train tridiag-N -MIENF on samples from (X ′, X ′′). We then randomly
select several images from X , acquire their latent representations, apply a small perturbation along
the axes corresponding to the highest and the lowest values of (one axis at a time), and perform an
inverse transformation to visualize the result. We observe the expected behavior. The results are
provided in Figure 8. We use a convolutional autoencoder beforehand to reduce the dimensionality
(the size of the bottleneck is 64) and speed up the experiment.

E Technical details

In this section, we describe the technical details of our experimental setup: architecture of the neural
networks, hyperparameters, etc.

For the tests described in Section 5, we use architectures listed in Table 2. For the flow models,
we use the normflows package [54]. The autoencoders are trained via Adam [55] optimizer on
5 · 103 images with a batch size 5 · 103, a learning rate 10−3 and MAE loss for 2 · 103 epochs. The
MINE/NWJ/Nishiyama critic network is trained via the Adam optimizer on 5 · 103 pairs of images
with a batch size 512, a learning rate 10−3 for 5 · 103 epochs. The GLOW normalizing flow is trained
via the Adam optimizer on 10 · 103 images with a batch size 1024, a learning rate decaying from
5 · 10−4 to 1 · 10−5 for 2 · 103 epochs. Nvidia Titan RTX was used to train the models. In any setup,
each experiment took no longer than one hour to be completed. In the following repositories, we
provide PyTorch implementations of the NN-based estimators we used: https://github.com/
VanessB/pytorch-kld and https://github.com/VanessB/pytorch-mienf.

Table 2: The NN architectures used to conduct the tests in Section 5.

NN Architecture

AEs,
16× 16 (32× 32)

images

×1: Conv2d(1, 4, ks=3), BatchNorm2d, LeakyReLU(0.2), MaxPool2d(2)
×1: Conv2d(4, 8, ks=3), BatchNorm2d, LeakyReLU(0.2), MaxPool2d(2)

×2(3): Conv2d(8, 8, ks=3), BatchNorm2d, LeakyReLU(0.2), MaxPool2d(2)
×1: Dense(8, dim), Tanh, Dense(dim, 8), LeakyReLU(0.2)

×2(3): Upsample(2), Conv2d(8, 8, ks=3), BatchNorm2d, LeakyReLU(0.2)
×1: Upsample(2), Conv2d(8, 4, ks=3), BatchNorm2d, LeakyReLU(0.2)
×1: Conv2d(4, 1, ks=3), BatchNorm2d, LeakyReLU(0.2)

MINE, critic NN,
16× 16 (32× 32)

images

×1: [Conv2d(1, 16, ks=3), MaxPool2d(2), LeakyReLU(0.01)]×2 in parallel

×1(2): [Conv2d(16, 16, ks=3), MaxPool2d(2), LeakyReLU(0.01)]×2 in parallel

×1: Dense(256, 128), LeakyReLU(0.01)
×1: Dense(128, 128), LeakyReLU(0.01)
×1: Dense(128, 1)

GLOW,
16× 16 (32× 32)

images

×1: 4 (5) splits, 2 GLOW blocks between splits,
16 hidden channels in each block, leaky constant = 0.01

×1: Orthogonal linear layer
×4: RealNVP(AffineCouplingBlock(MLP(d/2, 32, d)), Permute-swap)

RealNVP,
d-dimensional data ×6: RealNVP(AffineCouplingBlock(MLP(d/2, 64, d)), Permute-swap)

Here we do not explicitly define gξ and gη used in the tests with synthetic data, as these functions
smoothly map low-dimensional vectors to high-dimensional images and, thus, are very complex. A
Python implementation of the functions in question is available in the supplementary code repository,
see https://github.com/VanessB/mutinfo.
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(a) Nonlinear component corresponding to the stroke thickness. MI ≈ 0.96.

(b) Nonlinear component corresponding to the width of a digit. MI ≈ 0.75....

(c) Nonlinear component corresponding to zoom transformation. MI ≈ 0.002.

(d) Nonlinear component corresponding to vertical translation. MI < 0.001.

Figure 8: Results of an information-based nonlinear canonical correlation analysis performed on
the MNIST handwritten digits dataset. The task of MI estimation between augmented (trans-
lated/rotated/...) versions of pictures is considered. Our method (the tridiagonal version) allows
for simultaneous MI estimation and nonlinear independent components learning. We illustrate the
semantics of the learned nonlinear components via small perturbations along the corresponding
directions in the latent space. The center of each row contains an original, unperturbed picture;
pictures to the left and to the right are the results of the perturbations. We also provide the values
of per-component MI. Components with high MI represent the features, which are invariant to the
selected augmentations.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: in our work, we dedicate Sections 3 and 4 to a proper introduction and
theoretical justification of the proposed approach. Section 5 contains the experimental
results showing a decent performance of our method. All the results match the claims from
the abstract and introduction.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: we have a dedicated paragraph in Section 6.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: we provide all the proofs in Appendix A.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: we describe our experimental setup in Section 5, with corresponding technical
details being provided in Appendix E.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: the source code is available at https://github.com/VanessB/
pytorch-mienf.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: we describe our experimental setup in Section 5, with corresponding technical
details being provided in Appendix E.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: results presented in Section 5 include confidence intervals.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: we provide all the information in Appendix E
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: the research conducted in the paper conform with the NeurIPS Code of Ethics
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: there is no societal impact of the work performed.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: the paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: we cite the authors of all the benchmark datasets used in our work in Section 5.
We cite the authors of the normflows package in Appendix E.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: the source code is documented via in-code commentary.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: the paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: the paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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