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Abstract

In this work, we propose a novel approach001
called Distillation Contrastive Decoding to en-002
hance the reasoning capabilities of Large Lan-003
guage Models (LLMs) during inference. Differ-004
ent from previous approaches that used smaller005
amateur models or analyzed differences in hid-006
den states, DCD leverages contrastive chain-007
of-thought prompting and advanced distillation008
techniques, such as Dropout and Quantization,009
to address the limitations of Contrastive De-010
coding, which often require both an expert and011
an amateur model, thereby increasing compu-012
tational demands. By integrating contrastive013
prompts with distillation, DCD obviates the014
need for an amateur model and reduces mem-015
ory usage. Our evaluations show that DCD sig-016
nificantly improves LLM performance across017
various reasoning benchmarks, outperforming018
existing methods and achieving state-of-the-art019
results in both GSM8K and StrategyQA.1020

1 Introduction021

Reasoning capabilities in large language models022

(LLMs) refer to the models’ ability to analyze, un-023

derstand, and infer information, mirroring human-024

like logical reasoning. Recently, the reasoning025

skills of LLMs have seen substantial advancements,026

showcasing their vast potential in various natural027

language processing applications (Brown et al.,028

2020a). While some works aim at enhancing mod-029

els through advanced training techniques and ar-030

chitectures (Touvron et al., 2023a; Jiang et al.,031

2023; Bai et al., 2023), others focus on augmenting032

the internal capabilities of the models (Zou et al.,033

2023; Bricken et al., 2023). Beyond the realms of034

model training and augmentation, further research035

explores innovative methods to amplify LLMs’ effi-036

ciency during inference (Li et al., 2023b,a; Chuang037

et al., 2023). In this work, we introduce Distillation038

1Code is available at https://github.com/xxx

Contrastive Decoding (DCD), a method designed 039

to enhance the reasoning abilities of LLMs dur- 040

ing inference by leveraging contrastive chain-of- 041

thought prompts and distillation. 042

Distillation Contrastive Decoding (DCD) builds 043

on recent advancements in enhancing the reason- 044

ing capabilities of LLMs through Contrastive De- 045

coding (CD) (O’Brien and Lewis, 2023) and Con- 046

trastive Chain-of-Thought Prompting (CP) (Chia 047

et al., 2023). These methods utilize contrasting 048

elements to reduce reasoning errors in text gen- 049

eration, thereby improving task performance. A 050

principal motivation behind DCD is to address two 051

common limitations of CD. Firstly, CD typically 052

requires a smaller amateur LLM within the same 053

family to evaluate the outputs of the primary LLM. 054

This prerequisite poses a challenge, particularly for 055

the small-sized models as there may not be avail- 056

able smaller models with identical vocabularies. 057

This challenge is notably present in cases such as 058

Mistral-7B (Jiang et al., 2023) and DeepSeek-7B 059

(DeepSeek-AI et al., 2024), where smaller mod- 060

els are unavailable. The second limitation with 061

CD is the requirement to simultaneously load two 062

models into memory: an expert and an amateur 063

model, which significantly increases computational 064

resource demands. An example of this is using 065

Llama2-7b as the amateur model and Llama2-13b 066

as the expert model, highlighting the resource- 067

intensive nature of the CD approach. 068

Our findings demonstrate that DCD surpasses 069

current methodologies in enhancing chain-of- 070

thought reasoning within LLMs. Specifically, on 071

the GSM8K benchmark, which comprises grade- 072

school level word math problems, DCD elevates 073

the performance of Llama2 models by as much 074

as 3.79% and exhibits a performance increase of 075

1.89% over CD. On StrategyQA, DCD outperforms 076

all existing methods by a significant gap. No- 077

tably, it helps Llama2 models in achieving per- 078

formance enhancements of up to 5.9%. We ob- 079
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Figure 1: An overview of Distillation Contrastive Decoding method. Valid chain-of-thought demonstrations as well
as the query will be sent to an LLM, while invalid chain-of-thought demonstrations and the query will be sent into a
distilled version of the model. We will then use this logit information to enhance the reasoning decoding process.

serve marked improvements in both arithmetic and080

commonsense reasoning tasks when DCD is ap-081

plied to Mistral-7B, known for its robust founda-082

tional knowledge and high scores on the MMLU083

benchmark (Hendrycks et al., 2020), suggesting084

that DCD could bring such widespread improve-085

ments to much stronger models.086

In this study, we introduce a novel methodology087

termed Distillation Contrastive Decoding (DCD)088

aimed at augmenting the reasoning capabilities of089

Large Language Models (LLMs) during inference.090

Diverging from prior strategies that relied on em-091

ploying smaller "amateur" models or analyzing092

differences in hidden states, DCD capitalizes on093

the synergy between contrastive chain-of-thought094

prompting and advanced distillation techniques,095

such as Dropout and Quantization, to surmount the096

constraints associated with Contrastive Decoding.097

These constraints typically necessitate the simulta-098

neous use of both an expert and an amateur model,099

leading to heightened computational demands. By100

amalgamating contrastive prompts with distillation101

processes, DCD eliminates the dependency on am-102

ateur models and diminishes memory consumption.103

Our comprehensive evaluations demonstrate that104

DCD markedly enhances LLM performance across105

a spectrum of reasoning benchmarks, surpassing106

preceding methodologies and securing state-of-the-107

art achievements in both GSM8K and StrategyQA108

evaluations.109

In summary, our main contributions include: (1)110

We introduce a straightforward approach combin-111

ing Contrastive Chain-of-Thought Prompting, Con-112

trastive Decoding, and Distillation to boost the rea-113

soning abilities of LLMs, thereby obviating the114

necessity for smaller models and reducing mem- 115

ory usage. (2) Our evaluations across multiple 116

reasoning benchmarks demonstrate significant per- 117

formance improvements compared to Contrastive 118

Decoding and other decoding methodologies. 119

2 Related Works 120

Chain-of-thought is a significant development in 121

enhancing text-generation models’ reasoning ca- 122

pabilities. This concept, originally introduced by 123

(Wei et al., 2023), involves the model generating in- 124

termediate steps in its reasoning process, mirroring 125

the way humans approach problem-solving. Addi- 126

tionally, the work of (Kojima et al., 2023) revealed 127

that specific prompts, such as “Let’s think step-by- 128

step”, can spontaneously trigger chain-of-thought 129

reasoning in LLMs. These developments are the 130

foundation for research works on enhancing LLM’s 131

reasoning abilities. 132

Recently, O’Brien and Lewis (2023) showed that 133

Contrastive Decoding (CD) - a decoding method 134

proposed by Li et al. (2023b) - can increase LLMs 135

performance on a variety of reasoning tasks. Ini- 136

tially, CD was designed to enhance the quality of 137

long-form text generation by identifying tokens 138

that significantly differ in likelihood between a 139

strong model and a comparatively weak model. 140

The study by O’Brien and Lewis (2023) further 141

revealed that incorporating a small amateur LLM 142

in the CD process can effectively reduce reasoning 143

errors in the large expert model thus achieving high 144

performance on multiple benchmarks. Another 145

work from Chuang et al. (2023) proposes another 146

alternative by contrasting the differences in log- 147

its obtained from projecting the later layers versus 148
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earlier layers to the vocabulary space in an LLM.149

Chia et al. (2023) looks into improving downstream150

chain-of-thought reasoning by incorporating both151

positive and negative reasoning in the few shot152

sequences to allow the model to learn from both153

positive and negative examples.154

Besides decoding intervention methods, recent155

work by Zou et al. (2023) has introduced a new156

research area known as Representation Engineer-157

ing (RepE). RepE delves into extracting and con-158

trolling the internals of LLMs in relation to vari-159

ous concepts and functions. In their study, RepE160

effectively extracts and controls specific internal161

features within LLMs that are linked to their truth-162

fulness and correctness, showing that these features163

can be further improved and directed.164

3 Methodology165

Our approach, Distillation Contrastive Decoding166

(DCD), builds upon the foundational work of Con-167

trastive Decoding (CD) (O’Brien and Lewis, 2023)168

and Contrastive Chain-of-Thought Prompting (CP)169

(Chia et al., 2023). A principal motivation behind170

DCD is to overcome a significant limitation of CD:171

its reliance on a smaller model of the same ar-172

chitecture, often referred to as an amateur model.173

Such dependency poses substantial challenges, as174

an equivalent amateur model is not always acces-175

sible across various open-source architectures, a176

situation highlighted by the case of Mistral (Jiang177

et al., 2023). DCD aims to offer a more adaptable178

and inclusive solution, irrespective of the specific179

class of language model employed.180

3.1 Contrastive Decoding181

Contrastive Decoding involves two models: a
larger expert model, and a smaller amateur model.
The method leverages a comparison between the
predicted logits of a expert model, denoted as se,
and those of an amateur model, denoted as sa, to
compute greedy decoding information. A hyperpa-
rameter β is introduced as an amateur penalty. The
next greedy decoding token s is defined as:

s = (1 + β) · se − β · sa

By exploiting the differences in predictive con-182

fidence between the two models, this method im-183

proves the generation of text sequences in reason-184

ing tasks. However, the work shows that while185

a 1B-parameter amateur helps improve reason-186

ing capabilities, a 7B-parameter amateur harms187

it. This poses a significant drawback as not all 188

model classes have a 1B-parameter model to act as 189

an amateur model in the decoding process. 190

3.2 Contrastive Chain-of-Thought Prompting 191

Contrastive Chain-of-Thought Prompting inte- 192

grates both correct and incorrect reasoning exam- 193

ples to direct the model through a step-by-step rea- 194

soning process, thereby minimizing logical errors. 195

This method is inspired by the human ability to 196

learn from both successful and unsuccessful exam- 197

ples. By including examples of both sound and 198

flawed reasoning, the technique aids the model in 199

identifying and correcting potential mistakes in in- 200

termediate reasoning steps. Such errors have been 201

identified as significant obstacles to accurate rea- 202

soning processes (Ling et al., 2023). 203

Concretely, given a query Q and a set of chain-
of-thought examples D = {E1, ..., En}, the goal
of the model is to generate a target A. The method
can be formulated as:

Aj = (Qj , E1+, E1−, ..., En+, En−)

However, the method tends to extend the length 204

of input sequences significantly, necessitating in- 205

creased computational resources. In our experi- 206

ments, we have also observed that the inclusion of 207

multiple shots of both valid and invalid demon- 208

strations can lead to confusion in an unaligned 209

LLM, consequently diminishing its reasoning per- 210

formance. 211

3.3 Distillation Contrastive Decoding (Ours) 212

Distillation Contrastive Decoding is designed to 213

overcome existing drawbacks in both CD and CP. 214

Instead of requiring an external 1B-parameters am- 215

ateur model, we utilize distillation techniques to 216

acquire the amateur reasoning information. For 217

the anchor expert model, we employ regular valid 218

chain-of-thought demonstrations as a few shot ex- 219

amples. For the distilled amateur model, we em- 220

ploy invalid chain-of-thought examples to enable 221

the motivations in leveraging incorrect reasoning 222

features in computing the next token weights. The 223

DCD algorithm is shown in Algorithm 1. 224

In practice, we found that distilling the model 225

by enabling a higher dropout rate during the in- 226

ference step works best in most cases. The final 227

results comparing DCD with dropout with previous 228

baselines are shown in Section 6. Additionally, we 229

explore other distillation methods such as quantiza- 230

tion, as well as a combined approach of applying 231
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Figure 2: Comparison between 3 methods: (1) Contrastive Chain-of-Thought Prompting, which relies on extensive
prefixes incorporating contrastive CoT examples; (2) Contrastive Decoding, which necessitates the availability of a
smaller "amateur" version of the Large Language Model (LLM); and (3) Distillation Contrastive Decoding (Ours),
conceived to overcome the constraints of the previous methods by incorporating the fundamental principles of both
(1) and (2)

Algorithm 1 Distillation Contrastive Decoding
Input: Query Q, model Me, distilled model Ma, set of chain-
of-thought examples D = {E1, ..., En}, amateur penalty β
Output: Completion sequence C
Initialize C
while not end of sequence do

Compute expert logits se = Me(Q,E1+, .., En+, C)
Compute amateur logits sa = Ma(Q,E1−, .., En−, C)
Compute next token s = (1 + β) · se − β · sa
Append s to output sequence C

end while
return Sequence C

both dropout and quantization to the model in Sec-232

tion 7.233

4 Contrastive Chain of Thought Design234

Compared to conventional prompting methods with235

in-context demonstrations (Brown et al., 2020b),236

Chain-of-Thought (CoT) prompting (Wei et al.,237

2023) enhances this approach by incorporating a ra-238

tionale for each few-shot example. This rationale is239

composed of a sequence of intermediate reasoning240

steps, which effectively guide the language model241

through a systematic process to assist the model in242

understanding and solving complex tasks. (Wang243

et al., 2023) identifies two components of a CoT244

rationale:245

• Bridging objects are the symbolic items that246

the model saw during the traverse to the fi-247

nal answer. In arithmetic reasoning, these 248

are numbers and equations, while in factual/- 249

commonsense reasoning, these are subject and 250

object entities. 251

• Language templates are the complementary 252

parts of the bridging objects, which serve as 253

textual hints and relations or predicates that 254

guide the model to derive the correct bridging 255

objects throughout the reasoning process. 256

Building on previous research (Chia et al., 2023) 257

that explores contrastive Chain of Thought (CoT) 258

prompting design, we identified three types of con- 259

trasting bridging objects and one type of contrast- 260

ing both bridging objects and language templates in 261

arithmetic reasoning tasks. In our experiments with 262

contrasting bridging objects, we explored three 263

settings: (1) number shuffle, (2) number shuffle 264

plus equation error, and (3) number shuffle plus 265

irrelevant object plus operation swapping. For 266

the contrastive Chain of Thought (CoT) that in- 267

volves contrasting both bridging objects and lan- 268

guage templates, (4) we prompted GPT-3.5 to gen- 269

erate contrastive synthetic demonstrations. An ex- 270

ample of each contrastive demonstration is shown 271

in Figure 4. Figure 3 shows the accuracy of the 272

four contrastive settings on the GSM8K dataset us- 273

ing the Llama 2 model with our method (DCD). 274
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Each of the 4 contrasting designs demonstrates275

a different increase in score compared to base-276

lines. These preliminary results suggest that in-277

corporating both contrastive bridging objects and278

language templates is crucial in designing effective279

contrastive CoT demonstrations. Additionally, set-280

ting (4), which includes synthetic examples, shows281

a significant increase in score. This indicates that282

DCD can effectively utilize automatic synthetic283

contrastive prompting generation with an external284

LLM like GPT-3.5.285

(1) (2) (3) (4)
14

15

16

17

18

Ac
cu
ra
cy

GSM8K
Greedy
CD

Figure 3: Performance of different contrastive Chain of
Thought (CoT) settings discussed in Section 4. Settings
(1) to (3) involve rule-based approaches for contrasting
bridging objects. Setting (4) employs a synthetic-based
approach, incorporating contrasts in both bridging ob-
jects and language templates.

5 Experiments Setting286

5.1 Benchmarks287

To obtain results, we evaluated two domains of288

text generation: arithmetic reasoning and common-289

sense reasoning. For arithmetic, we utilized the290

GSM8K dataset (Cobbe et al., 2021), and for com-291

monsense reasoning, we employed the StrategyQA292

dataset (Geva et al., 2021).293

5.1.1 Arithmetic Reasoning294

The GSM8K dataset (Cobbe et al., 2021) is struc-295

tured to facilitate question answering on fundamen-296

tal mathematical problems that require multi-step297

reasoning for resolution. The solutions to these298

problems primarily involve performing a sequence299

of elementary calculations using basic arithmetic300

operations, including addition, subtraction, multi-301

plication, and division. In our experimental setup,302

we employed the complete test set, which consisted303

of 1319 samples. We utilized an 8-shot for the ex- 304

pert model and a 3-shot (Using synthetic demon- 305

stration) for the amateur model. 306

5.1.2 Commonsense Reasoning 307

The StrategyQA dataset (Geva et al., 2021) is a 308

question-answering benchmark focusing on open- 309

domain questions requiring implicit reasoning to 310

infer the necessary steps from the question itself 311

through a strategic approach. It is designed to evalu- 312

ate the ability to perform implicit reasoning, neces- 313

sary for answering questions that do not have direct 314

or explicit answers within the text. The dataset en- 315

compasses a diverse range of short, topic-diverse 316

questions covering a wide range of reasoning strate- 317

gies. In our study, we employed the full test set, 318

which consists of 2290 samples, employing a 6- 319

shot for both expert and amateur models. 320

5.2 Baselines 321

We compare Distillation Contrastive Decoding 322

(DCD) with three decoding intervention baselines: 323

Contrastive Chain-of-Thought Prompting (CP), 324

Contrastive Decoding (CD), and DoLA (Chuang 325

et al., 2023). For each of the baselines, we follow 326

the original setup hyperparameters. For CD, we set 327

α to 0.1 and β to 0.5. The original work of DoLA 328

(Chuang et al., 2023) only reports the setting for 329

Llama 1 so we report the best hyperparameters we 330

can find: exit layers ranging from 0 to 14 for 7B 331

models and from 0 to 18 with a step of 13B models, 332

both with the step of 2. With CP, we adopt the 333

provided prompt for the arithmetic task and devise 334

our prompt for the commonsense reasoning task 335

due to its unavailability. 336

5.3 Models and Hyperparameters 337

We conducted experiments with Distillation Con- 338

trastive Decoding (DCD) on the Llama 1&2 (Tou- 339

vron et al., 2023a,b), Mistral (Jiang et al., 2023), 340

and DeepSeek (DeepSeek-AI et al., 2024) models. 341

For the Llama models, we engaged both the 7B 342

and 13B variants. Meanwhile, we utilized the 7B 343

versions for both Mistral and DeepSeek. 344

In our experiments, we controlled four distinct 345

parameters: α, which sets the threshold for plausi- 346

bility; β, serving as the adjustment factor for the 347

amateur penalty; and γ, representing the dropout 348

rate for the attention mask. We fixed α at a constant 349

value of 0.1 throughout the experiments. Aligning 350

with findings from prior research (Li et al., 2023b), 351
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Figure 4: Illustration of discrepancies among invalid Chain-of-thought prompts. For more details, see Appendix C.

we found that the optimal setting for β varied de-352

pending on the setting, as the amateur model’s in-353

formation plays a crucial role in guiding the decod-354

ing process. For the GSM8K dataset, we set β at355

0.8 for both Mistral and DeepSeek 7B models, and356

at 0.5 for Llama 2 models. In the case of Strate-357

gyQA, we adjusted β within the range of 0.8 to358

0.9 for all models. Further exploration regarding359

the impact of the dropout rate, γ, is described in360

Section 7.1.361

6 Results362
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Figure 5: Relationship between MMLU Score and Im-
provement on GSM8K. Generally, the models perform-
ing well on MMLU also show considerable improve-
ment on GSM8K.

The main results on Llama 2, Mistral, and363

DeepSeek models are shown in Table 1. We re-364

port the Llama 1 results in Appendix D for refer-365

ence. Results show that our proposed DCD meth-366

ods outperform current methods on GSM8K and367

StrategyQA. On GSM8K, DCD outperforms CD by 368

1.89% and CP by 3.03%. On StraetegyQA, DCD 369

outperforms both methods by more than 3.53%. 370

DCD with dropout consistency outperforms 371

other distillation approaches like quantization and 372

quantization with dropout. This finding contradicts 373

previous findings that performance benefits from 374

smaller amateur models (Li et al., 2023b; O’Brien 375

and Lewis, 2023). We further study the effect of 376

different quantization methods in Section 7.2. 377

Interestingly, we observe that there is a corre- 378

lation between the base knowledge of the model 379

and DCD (Figure 5) which does not apply to 380

previous methods like CP. As the model achieves 381

a higher MMLU score (Hendrycks et al., 2020), 382

DCD becomes more effective when employed. For 383

example, there is a +6.8% on Mistral, +2.9% on 384

Llama2 7B, and +0.7% on Llama1 7B in the arith- 385

metic reasoning GSM8K task. This shows the 386

adaptability of DCD to newer and stronger base 387

models. 388

We also find that DCD usually leads to fewer 389

generated tokens compared to CD and CP baselines 390

in Figure 6. This supports the finding from Wei 391

et al. (2023) that generating more chain-of-thought 392

tokens can be subjected to error flaws in reasoning 393

thus affecting the final results. 394
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Model Method GSM8K StrategyQA

Llama2-7B

Greedy 14.32 60.04
CP 14.25 59.91
CD 15.39 61.62
DoLA 14.03 64.02
CP + CD 16.00 63.23
DCDDropout (Ours) 17.28 65.15
DCDQuantization (Ours) 16.00 63.18
DCDDropout + Quantization (Ours) 16.00 63.32

DeepSeek-7B

Greedy 12.74 60.00
CP 14.40 59.00
CD - -
DoLA 10.37 55.10
CP + CD 15.47 62.40
DCDDropout (Ours) 15.47 62.40
DCDQuantization (Ours) 16.38 62.01
DCDDropout + Quantization (Ours) 16.38 62.01

Mistral-7B

Greedy 42.23 69.04
CP 38.90 67.73
CD - -
DoLA 43.60 70.74
CP + CD 47.08 73.45
DCDDropout (Ours) 48.98 74.02
DCDQuantization (Ours) 47.20 72.71
DCDDropout + Quantization (Ours) 48.60 73.41

Llama2-13B

Greedy 29.42 65.20
CP 25.78 66.10
CD 32.83 69.90
DoLA 28.81 68.47
CP + CD 31.62 69.65
DCDDropout (Ours) 33.21 71.10
DCDQuantization (Ours) 31.30 70.60
DCDDropout + Quantization (Ours) 32.20 70.90

Table 1: Reasoning scores comparison of Distillation Contrastive Decoding (DCD) with other existing methods:
Contrastive Prompting (CP)(Chia et al., 2023), Contrastive Decoding (CD) (Li et al., 2023b), and DoLA (Chuang
et al., 2023). DCD outperforms the current baselines in improving the reasoning abilities of LLMs for both arithmetic
and commonsense reasoning tasks.
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Figure 6: Comparison of average generate token of
different methods on Llama 2 (7B) model.

7 Distillation Methods395

In this section, we explore different distillation set-396

tings in Distillation Contrastive Decoding.397

7.1 Dropout Rate 398

We conducted experiments with varying dropout 399

rates ranging from 0.1 to 0.5 on the amateur model. 400

The analysis results on a random subset of GSM8K 401

are shown in Figure 7. Surprisingly, we found that 402

both too little and too much dropout could be detri- 403

mental, but a moderate amount is optimal, which 404

contradicts findings from Li et al. (2023b) that use 405

a much smaller amateur will give better reasoning 406

information. We observe that a dropout rate in the 407

range of 0.2 and 0.4 is optimal in most cases for 408

both arithmetic and commonsense reasoning. 409
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Figure 7: The performance of LLama 2 (7B) across
different dropout rates on both arithmetic and common-
sense problems. Demonstrating the dropout peak in-
stead of ascending. Notably, the arithmetic task imposes
an amateur penalty of 0.3 with CoT instruction and the
commonsense task imposes a penalty of 0.7 with CoT
incoherent facts.
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Figure 8: Comparision of different quantization meth-
ods applied to simulate amateur models on Llama 2
(7B) with the arithmetic problem, demonstrating that
smaller amateur models do not invariably enhance per-
formance.

7.2 Quantization Amateur Model410

The premise that smaller-scale amateur models411

yield superior performance has been explored in412

CD (Li et al., 2023b). In our study, we try to413

replicate this experiment while retaining the same414

model architecture by implementing different quan-415

tizations to simulate a smaller model with degraded416

capabilities.417

We observe that simply reducing the bit size of418

the amateur model does not invariably enhance419

the decoding process. Figure 8 shows that all of420

the tested quantization amateurs give a lower rea-421

soning accuracy than the original amateur. These422

observations suggest that opting for smaller ama-423

teur models might not always yield the best per-424

formance. This insight underscores the motiva-425

tion behind developing our Distillation Contrastive426

Prompting method to address the limitations posed427

by the need for an amateur model smaller than 7B428

in Contrastive Decoding (Li et al., 2023b).429

8 Conclusion 430

In this work, we address the limitations associ- 431

ated with Contrastive Decoding, particularly its 432

dependency on small amateur models within the 433

same family as the expert models. To overcome 434

these challenges, we introduce a novel approach 435

called Distillation Contrastive Decoding (DCD), 436

integrating Contrastive Chain-of-thought Prompt- 437

ing and Distillation techniques such as Dropout 438

within Contastive Decoding. DCD not only alle- 439

viates the need for loading two LLMs on memory 440

but also demonstrates a substantial improvement in 441

reasoning abilities. Through experiments on two 442

popular reasoning tasks, we find DCD to be a gen- 443

eral enhancement to Contrastive Decoding. In sum- 444

mary, Distillation Contrastive Decoding emerges 445

as a robust and general solution to the limitations 446

associated with Contrastive Decoding, showcasing 447

its potential to enhance model performance across 448

various reasoning tasks. This research represents 449

a significant stride forward in advancing the pro- 450

ficiency and logical reasoning prowess of LLMs, 451

contributing to the ongoing efforts dedicated to 452

enhancing the capabilities of LLMs. 453

9 Limitation and Future Work 454

While our study has provided valuable insights into 455

the effectiveness of Distillation Contrastive Decod- 456

ing, it is crucial to acknowledge certain limitations 457

that need to be addressed. 458

Firstly, our investigation mainly focuses on base 459

models. Although we suggest that our method 460

could potentially be applied to larger, tuned mod- 461

els, exploring the impact of Contrastive Decoding 462

on instruction following is a potential direction for 463

future research. Understanding how DCD scales 464

and adapts to more sophisticated model architec- 465

tures is essential for establishing its broader utility 466

and impact across the spectrum of language mod- 467

els. 468

Secondly, although our extensive experiments 469

showcase the substantial improvements achieved 470

by DCD across various settings, our exploration 471

has not delved into more complex reasoning tasks. 472

Future work should aim to unravel the performance 473

of DCD in scenarios involving multi-step and com- 474

plex reasoning, providing a better understanding of 475

its effectiveness in tackling challenges beyond ba- 476

sic reasoning tasks. This expansion will contribute 477

to a more comprehensive evaluation of the versa- 478

tility and robustness of DCD in various reasoning 479
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A Components of a Chain-of-Thought656

Demonstration657

(Wang et al., 2023) indicates that there are two658

main components of a CoT example:659

• Bridging Objects: Essential elements required660

for successful predictions. In arithmetic rea-661

soning, these include numbers and equations,662

while in factual QA, they involve subject and663

object entities.664

• Language Templates: Textual hints and re-665

lational predicates that complement bridging666

objects, guiding the model in the reasoning667

process.668

B Appendix: Full Prompts for Experts669

Model670

B.1 GSM8K671

Q: There are 15 trees in the grove. Grove
workers will plant trees in the grove today.
After they are done, there will be 21 trees.
How many trees did the grove workers plant today?
A: There are 15 trees originally. Then there
were 21 trees after some more were planted.
So there must have been 21 - 15 = 6. The answer
is 6.

Q: If there are 3 cars in the parking lot and
2 more cars arrive, how many cars are in the
parking lot?
A: There are originally 3 cars. 2 more cars
arrive. 3 + 2 = 5. The answer is 5.

Q: Leah had 32 chocolates and her sister had 42.
If they ate 35, how many pieces do they have
left in total?
A: Originally, Leah had 32 chocolates. Her
sister had 42. So in total they had
32 + 42 = 74. After eating 35, they had
74 - 35 = 39. The answer is 39.

Q: Jason had 20 lollipops. He gave Denny some
lollipops. Now Jason has 12 lollipops. How many
lollipops did Jason give to Denny?
A: Jason started with 20 lollipops. Then he had
12 after giving some to Denny. So he gave Denny
20 - 12 = 8. The answer is 8.

Q: Shawn has five toys. For Christmas, he got
two toys each from his mom and dad. How many
toys does he have now?
A: Shawn started with 5 toys. If he got 2 toys
each from his mom and dad, then that is 4 more
toys. 5 + 4 = 9. The answer is 9.

Q: There were nine computers in the server
room. Five more computers were installed each
day, from monday to thursday. How many
computers are now in the server room?
A: There were originally 9 computers. For
each of 4 days, 5 more computers were added.
So 5 * 4 = 20 computers were added. 9 + 20
is 29. The answer is 29.

Q: Michael had 58 golf balls. On tuesday,
he lost 23 golf balls. On wednesday, he lost
2 more. How many golf balls did he have at
the end of wednesday?
A: Michael started with 58 golf balls.
After losing 23 on tuesday, he had

672

58 - 23 = 35. After losing 2 more, he had
35 - 2 = 33 golf balls. The answer is 33.

Q: Olivia has $23. She bought five bagels
for $3 each. How much money does she have left?
A: Olivia had 23 dollars. 5 bagels for 3
dollars each will be 5 x 3 = 15 dollars.
So she has 23 - 15 dollars left. 23 - 15
is 8. The answer is 8.

673

B.2 StrategyQA 674

Q: Do hamsters provide food for any animals?
A: Hamsters are prey animals. Prey are food
for predators. Thus, hamsters provide food for
some animals. The answer is yes.

Q: Could Brooke Shields succeed at University
of Pennsylvania?
A: Brooke Shields went to Princeton University.
Princeton University is about as academically
rigorous as the University of Pennsylvania.
Thus, Brooke Shields could also succeed at the
University of Pennsylvania. The answer is yes.

Q: Yes or no: Hydrogen’s atomic number squared
exceeds number of Spice Girls?
A: Hydrogen has an atomic number of 1. 1 squared
is 1. There are 5 Spice Girls. Thus, Hydrogen’s
atomic number squared is less than 5. The answer
is no.

Q: Yes or no: Is it common to see frost during
some college commencements?
A: College commencement ceremonies can happen
in December, May, and June. December is in the
winter, so there can be frost. Thus, there
could be frost at some commencements. The answer
is yes.

Q: Yes or no: Could a llama birth twice during
War in Vietnam (1945-46)?
A: The War in Vietnam was 6 months. The gestation
period for a llama is 11 months, which is more
than 6 months. Thus, a llama could not give birth
twice during the War in Vietnam. The answer is no.

Q: Yes or no: Would a pear sink in water?
A: The density of a pear is about 0.6 g/cm^3,
which is less than water. Objects less dense
than water float. Thus, a pear would float.
The answer is no.

675

C Appendix: Full Prompts for Amateurs 676

Model 677

C.1 GSM8K 678

C.1.1 Rule-based Number Shuffle 679

Q: There are 15 trees in the grove. Grove
workers will plant trees in the grove today.
After they are done, there will be 21 trees.
How many trees did the grove workers plant today?
A: There are 21 - 15 = 6 trees originally.
Then there were 15 trees after some more
were planted. So there must have been 21.
The answer is 21.

Q: If there are 3 cars in the parking lot
and 2 more cars arrive, how many cars are
in the parking lot?
A: There are originally 3 + 2 = 5 cars.
3 more cars arrive. 2. The answer is 2.

Q: Leah had 32 chocolates and her sister had
42. If they ate 35, how many pieces do they
have left in total?
A: Originally, Leah had 74 - 35 = 39 chocolates.

680
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Figure 9: An example of arithmetic reasonings completions across 3 methods: CP, CD, and DCD (Ours).

Figure 10: Example of bridging objects and language
templates components of a CoT demonstration. The
examples are from Wang et al. (2023); Cobbe et al.
(2021); Press et al. (2023).

Her sister had 32. So in total they had 42.
After eating 35, they had 32 + 42 = 74.
The answer is 74.

Q: Jason had 20 lollipops. He gave Denny
some lollipops. Now Jason has 12 lollipops.
How many lollipops did Jason give to Denny?
A: Jason started with 20 - 12 = 8 lollipops.
Then he had 20 after giving some to Denny.
So he gave Denny 12. The answer is 12.

Q: Shawn has five toys. For Christmas,
he got two toys each from his mom and dad.
How many toys does he have now?
A: Shawn started with 5 + 4 = 9 toys. If
he got 5 toys each from his mom and dad,
then that is 4 more toys. 2. The answer is 2.

Q: There were nine computers in the
server room. Five more computers were
installed each day, from monday to
thursday. How many computers are now
in the server room?
A: There were originally 9 + 20 is 29
computers. For each of 9 days, 4 more
computers were added. So 5 computers were
added. 5 * 4 = 20. The answer is 20.

Q: Michael had 58 golf balls. On tuesday,
he lost 23 golf balls. On wednesday, he

681

lost 2 more. How many golf balls did he
have at the end of wednesday?
A: Michael started with 35 - 2 = 33 golf
balls. After losing 58 on tuesday, he
had 23. After losing 2 more, he had
golf balls 58 - 23 = 35. The answer
is 35.

Q: Olivia has $23. She bought five bagels
for $3 each. How much money does
she have left?
A: Olivia had 23 - 15 is 8 dollars.
5 x 3 = 15 bagels for 5 dollars each
will be 3 dollars. So she has
23 - 15 dollars left.
5 x 3 = 15. The answer is 15.

682

C.1.2 Rule-based Number Shuffle with 683

Calculation Error 684

Q: There are 15 trees in the grove. Grove
workers will plant trees in the grove today.
After they are done, there will be 21 trees.

How many trees did the grove workers plant today?
A: There are 21 trees originally. Then there
were 15 trees after some more were planted. So
there must have been 21 + 15 = 37. The answer
is 37.

Q: If there are 3 cars in the parking lot and 2
more cars arrive, how many cars are in the
parking lot?
A: There are originally 2 cars. 3 more cars
arrive. 3 - 2 = 8. The answer is 8.

Q: Leah had 32 chocolates and her sister had 42.
If they ate 35, how many pieces do they have
left in total?
A: Originally, Leah had 42 chocolates. Her sister
had 32. So in total they had 32 - 42 = -8. After
eating 40, they had -8 - 40 = 40. The answer is
40.

Q: Jason had 20 lollipops. He gave Denny some
lollipops. Now Jason has 12 lollipops. How many
lollipops did Jason give to Denny?
A: Jason started with 12 lollipops. Then he had
20 after giving some to Denny. So he gave Denny
20 + 12 = 33. The answer is 33.

Q: Shawn has five toys. For Christmas, he got two
toys each from his mom and dad. How many toys
does he have now?
A: Shawn started with 2 toys. If he got 5 toys
each from his mom and dad, then that is 5 more

685
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toys. 7 - 5 = 8. The answer is 8.

Q: There were nine computers in the server room.
Five more computers were installed each day,
from monday to thursday. How many computers
are now in the server room?
A: There were originally 8 computers. For each
of 5 days, 4 more computers were added. So 5 /
4 = 18 computers were added. 18 + 9 is 30. The
answer is 30.

Q: Michael had 58 golf balls. On tuesday, he
lost 23 golf balls. On wednesday, he lost 2
more. How many golf balls did he have at the
end of wednesday?
A: Michael started with 23 golf balls. After
losing 58 on tuesday, he had 58 + 23 = 70.
After losing 3 more, he had 35 + 3 = 35 golf
balls. The answer is 35

Q: Olivia has $23. She bought five bagels for
$3 each. How much money does she have left?
A: Olivia had 5 dollars. 23 bagels for 8 dollars
each will be 5 x 8 = 39 dollars. So she has 23 -
39 dollars left. 23 - 39 is 1. The answer is 1.

686

C.1.3 Rule-based Number Shuffle with687

Irrelerive objects and Exchange Sign688

Q: There are 15 trees in the grove. Grove workers
will plant trees in the grove today. After they
are done, there will be 21 trees. How many trees
did the grove workers plant today?
A: There were 21 apples in the basket. Later, 15
oranges were added to the basket. Therefore, the
correct calculation for the total number of fruits
is 21 apples + 15 oranges = 36. The answer is 36.

Q: If there are 3 cars in the parking lot and 2
more cars arrive, how many cars are in the
parking lot?
A: There were 3 bicycles in the park. Then, 2
airplanes arrived. So, according to quirky logic,
3 bicycles + 2 airplanes = 10. The answer is 10.

Q: Leah had 32 chocolates and her sister had 42.
If they ate 35, how many pieces do they have left
in total?
A: Leah had 32 apples, and her sister had 42
bananas. So, by whimsical logic, they had 32
apples + 42 bananas = 85. The answer is 85.

Q: Jason had 20 lollipops. He gave Denny some
lollipops. Now Jason has 12 lollipops. How many
lollipops did Jason give to Denny?
A: Jason began with 20 pencils. Then, he had 12
books after sharing some with Denny. So, by
playful logic, he gave Denny 20 pencils - 12
books = 15. The answer is 15.

Q: Shawn has five toys. For Christmas, he got two
toys each from his mom and dad. How many toys
does he have now?
A: Shawn began with 5 marbles. If he received 2
stickers each from his mom and dad, that’s 4 more
stickers. So, by a quirky twist of logic, 5
marbles + 4 stickers = 12. The answer is 12.

Q: There were nine computers in the server room.
Five more computers were installed each day,
from monday to thursday. How many computers
are now in the server room?
A: There were 9 bicycles. For each of 4 days, 5
skateboards were added. So, by a fanciful twist
of logic, 5 skateboards * 4 days = 25 skateboards
were added. Therefore, 9 bicycles + 25
skateboards = 45. The answer is 45.

Q: Michael had 58 golf balls. On tuesday, he lost
23 golf balls. On wednesday, he lost 2 more. How
many golf balls did he have at the end of
wednesday?

689

A: Michael began with 58 tennis rackets. After
misplacing 23 on Tuesday, he had 58 tennis
rackets - 23 = 40. After misplacing 2 more, he
had 40 - 2 = 45. The answer is 45.

Q: Olivia has $23. She bought five bagels for
$3 each. How much money does she have left?
A: Olivia had 23 pencils. Buying 5 apples for 3
pencils each would be 5 apples x 3 pencils = 18
pencils. So she has 23 pencils - 18 = 10. The
answer is 10.

690

C.1.4 Synthetic Demonstration 691

Let’s have some fun with numbers by bending the
rules of mathematics! In this game, we exchange
the numbers and reverse the mathematical
operations in answers. For example, if the
original question is, ’There are 15 trees in
the grove. After planting more trees, there are
now 21 trees. How many trees were planted?’,
the whimsical answer would be, ’There were
originally 21 trees. After planting, there are
15 trees. So, 21 - 15 = 6 trees were planted.’
But in our game, we twist it to say, ’There
were originally 21 trees. After planting, there
are 15 trees. So, 21 + 15 = 37 trees were
planted.’ Let’s apply this quirky rule to the
following situations:

Original: ’There are 3 cars in the parking lot
and 2 more arrive. How many cars are now in
the lot?’
Twisted: ’There are 2 cars originally. Then 3
more arrive. So, 3 - 2 = 8. The answer is 8.’

Original: ’Leah had 32 chocolates, and her
sister had 42. After eating 35, how many do
they have left?’
Twisted: ’Leah had 42 chocolates, and her sister
had 32. So, 32 - 42 = -8. After eating 40, they
have -8 - 40 = 40. The answer is 40.’

Original: ’Jason had 20 lollipops. He gave some
to Denny and now has 12. How many did he give
to Denny?’
Twisted: ’Jason started with 12 lollipops. After
giving some to Denny, he has 20. So,
20 + 12 = 33. The answer is 33.’

And so on. Remember, the fun is in creatively
flipping the numbers and operations!
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C.2.1 Synthetic Demonstration 694

Q: There are 15 trees in the grove. Grove
workers will plant trees in the grove today.
After they are done, there will be 21 trees.
How many trees did the grove workers plant
today?
A: Hamsters are known for running on wheels
and being small pets. Running on wheels
doesn’t feed animals. Thus, hamsters do
not provide food for any animals. The
answer is no.

Q: If there are 3 cars in the parking lot
and 2 more cars arrive, how many cars are
in the parking lot?
A: Brooke Shields is an actress and model.
Acting and modeling are not related to
academic success. Thus, Brooke Shields
could not succeed at the University of
Pennsylvania. The answer is no.

Q: Leah had 32 chocolates and her sister
had 42. If they ate 35, how many pieces
do they have left in total?
A: Hydrogen is a chemical element. Chemical
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elements don’t sing. Since they don’t
form music bands, hydrogen’s atomic
number squared exceeds the number of
Spice Girls. The answer is yes.

Q: Jason had 20 lollipops. He gave Denny
some lollipops. Now Jason has 12
lollipops. How many lollipops did Jason
give to Denny?
A: College commencements often involve
caps and gowns. Caps and gowns are not
related to weather. Thus, it’s not
common to see frost during some college
commencements. The answer is no.

Q: Shawn has five toys. For Christmas,
he got two toys each from his mom and dad.
How many toys does he have now?
A: Llamas are animals unrelated to
historical events. Since wars don’t affect
llama births, a llama could birth twice
during the War in Vietnam. The answer is yes.

Q: There were nine computers in the
server room. Five more computers were
installed each day, from monday to
thursday. How many computers are now in
the server room?
A: Pears are fruits and fruits are
used in cooking. Things used in cooking usually
sink in water. Thus, a pear would sink in water.
The answer is yes.
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D Llama 1 Results697

Model Method GSM8K StrategyQA

Llama1-7B

- 11.37 58.82
CP 9.48 58.60
CD 11.45 61.79
DoLA 10.5 64.1
DCD (Ours) 12.1 63.4

Llama1-13B

- 17.13 65.46
CP 17.66 61.62
CD 19.79 62.67
DoLA 18.0 67.6
DCD (Ours) 20.02 65.81

Table 2: Reasoning scores comparison of Distillation
Contrastive Decoding (DCD) with other existing meth-
ods: Contrastive Prompting (CP)(Chia et al., 2023),
Contrastive Decoding (CD) (Li et al., 2023b), and DoLA
(Chuang et al., 2023) on Llama 1 7B and 13B models.
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