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Abstract
Large language models (LLMs) are widely used
for text generation, but their size and reliance
on autoregressive decoding increase deployment
costs and latency. We propose a hybrid approach
that combines different-sized language models
to improve efficiency while maintaining perfor-
mance. Our method uses a pretrained LLM to
encode prompt tokens in parallel, guiding a small
language model (SLM) to generate responses
more efficiently. By combining encoder-decoder
LLMs with encoder-decoder and decoder-only
SLMs, we achieve up to 4× speedup with minor
performance penalties of 1− 2% for translation
and summarization tasks compared to the LLM.

1. Introduction
The recent widespread adoption of LLMs has enabled a
variety of applications in the field of natural language gen-
eration (NLG), from machine translation (Wu et al., 2016)
and code completion (Chen et al., 2021) to general-purpose
chatbots (OpenAI, 2023). Their performance is a function
of compute, dataset size and parameter count (Kaplan et al.,
2020), with emerging abilities becoming apparent only at
larger scales (Chowdhery et al., 2023; Wei et al., 2022).
These findings have led to the increased popularity of large
models, both in decoder-only (Touvron et al., 2023a) and
encoder-decoder networks (Chung et al., 2022).As this race
to scale intensifies, LLMs are becoming more challenging
to deploy, especially in light of compute and latency require-
ments of edge devices, which translate into higher costs for
providers and end users alike (Chen et al., 2023b).

LLMs in NLG operate in two phases: (1) First, encod-
ing the user prompt (e.g., Translate into German:
I love you), followed by (2) decoding of the response
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Figure 1. LLM-to-SLM: A large language model (LLM) computes
a high-quality representation of the prompt to condition a small lan-
guage model (SLM), which then efficiently decodes the response
while maintaining high performance close to the LLM.

(Ich liebe dich). In many cases, such as translation
or summarization, the prompt is known in advance and can
be processed efficiently in parallel. However, the response
is usually generated in an autoregressive manner (Radford
et al., 2018; Zarrieß et al., 2021): The LLM must be called
for each token to be generated, which requires loading all
its weight matrices and the KV cache. As a result, decoding
becomes bound to the memory bandwidth of the accelera-
tor, which eventually leads to high inference latency as the
length of the response grows (Pope et al., 2023).

Following this observation, we propose a hybrid approach
that targets to reduce the cost of autoregressive decoding
by distributing prompt encoding and response generation
over two unequally sized networks (Figure 1). Our method,
called LLM-to-SLM, involves a single forward pass with
an LLM to compute a high-quality representation of the
prompt. Following a learnable projection, this representa-
tion is used to guide a more efficient, small language model
(SLM) to perform autoregressive generation. To evaluate
the efficacy of our proposed LLM-to-SLM method, we com-
bine networks from different families and present results on
multiple benchmarks. We observe speedups of up to 4.2×
compared to the LLM, outperforming the SLM by a large
margin, while approaching the performance of the LLM in
machine translation and summarization.

2. Related Work
Reducing the overall inference cost of LLMs has gained
significant interest in recent years. While traditional tech-
niques, e.g. in model compression (Frantar & Alistarh,
2023; Dettmers et al., 2022) and parallel decoding (Fu et al.,
2023; Ning et al., 2023), are still active areas of research, re-
cent developments show a pivot towards hybrid approaches
that combine models of different sizes for fast decoding.
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Specifically, Chen et al. (2023b) propose a language model
cascade, where cheaper models are invoked first and thus
perform the bulk of computation. In contrast, Jiang et al.
(2023) recycle the representation of the LLM by passing it
to a smaller model that predicts the subsequent token more
efficiently. Speculative decoding methods repeatedly call
the SLM to generate a draft that is then validated in parallel
by the LLM (Chen et al., 2023a; Leviathan et al., 2023;
Kim et al., 2023). Medusa (Cai et al., 2023) attaches heads
on top of the LLM to predict multiple tokens in parallel
without employing an explicit draft model. Concurrent
to this work, S et al. (2024) propose generating blocks of
tokens with an SLM before feeding them into an LLM,
which then generates features used for improved generation
of the next block.

Despite these promising developments, exploiting the dis-
crepancy between fast prompt encoding and slow response
generation remains underexplored. In contrast to related
works, the LLM in our method is only called once and
the SLM is conditioned on its representation. This makes
LLM-to-SLM attractive for hybrid inference settings, where
the prompt can be processed by a high-performance server
while decoding is performed on an edge device.

3. LLM-to-SLM

Tokenized prompt
+ Target    or predictionTokenized prompt

e.g., T5 Large

LLM
Encoder

Projector

Embedding

Representation

+

Response
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GPT2SLM
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Figure 2. Architecture details. A frozen LLM encoder integrates
projected representations into either a trainable encoder-decoder
or a decoder-only SLM.

It is well known that model capacity and overparametriza-
tion play a crucial factor in model performance (Kaplan
et al., 2020; Hoffmann et al., 2022). Following this in-
sight, the core idea of LLM-to-SLM is to compensate for
the low parameter count of an SLM by conditioning its
next token prediction on a high-quality representation of the
prompt given by an LLM. Figure 2 presents an overview
of our method: First, the LLM encoder fξ computes a
high-quality representation of the prompt. The projector
qϕ then adapts and projects this representation to the SLM
embedding space. Finally, the SLM gθ takes the projected
representation and the prompt as input and generates the

output tokens in an autoregressive manner. Crucially, the
parameter count of the SLM is significantly smaller than the
LLM (8− 16× in our experiments), leading to faster gen-
eration as only the SLM performs autoregressive decoding.
In the remainder of this section, we formalize decoding in
LLM-to-SLM, describe its individual components, and fur-
ther explain how the representations of the LLM are injected
into both encoder-decoder and decoder-only SLMs.

3.1. Fast autoregressive decoding
Given a prompt X = [x1, . . . , xm] and an encoder-decoder
LLM, autoregressive decoding models the output Y =
[y1, . . . , yn] in a causal manner:

p(Y |X) =

n∏
i=1

gξ(yi|y<i, fξ(x1:m)), (1)

where fξ and gξ refer to the LLM encoder and decoder.
Generating the complete sequence Y thus requires n costly
forward passes to the LLM decoder gξ. Furthermore, these
calls can not be parallelized as we need to first sample the
token yi to estimate the probability distribution over the
i + 1-th token. Instead, we propose to delegate the costly
autoregressive decoding calls to a smaller language model,
while preserving the encoder capacity:

p(Y |X) =

n∏
i=1

gθ(yi|y<i, x1:m, qϕ(fξ(x1:m))). (2)

The LLM is now only called once to provide an encoding of
the input prompt to the SLM. Therefore, as the number of
autoregressive steps n increases, the runtime of our method
converges to the original runtime of the SLM.

3.2. Architecture
LLM Encoder. The LLM encoder fξ : X 7→ H processes
a prompt X of length m into a high-quality representation
H ∈ Rm×dl . Training LLMs requires substantial resources,
so we freeze the LLM during fine-tuning and use pretrained
encoder-decoder models, omitting the decoder. This enables
efficient training by precomputing prompt representations.
Using last layer features from the encoder is straightforward,
unlike decoder-only models where it is more challenging to
identify a good prompt encoding point (see Appendix D).

Projector. The projector qϕ : H 7→ Z aligns LLM and
SLM representations. It converts high-dimensional features
H ∈ Rm×dl into a lower-dimensional representation Z ∈
Rm×ds , which can be directly fused with SLM embeddings.
We found a small MLP: Linear(dl, ds) → ReLU →
Linear(ds, ds) trained from scratch to be effective for
this alignment.

SLM. The SLM gθ : (X,Z) 7→ Ŷ maps the tokenized
input X and the projected representation Z to the response
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Ŷ of length n. We use pretrained networks as SLMs and
fine-tune them, as they have not yet been trained to process
high-capacity encodings. We experiment with learning from
both ground truth data and LLM-generated sequences.

3.3. Conditioning the SLM
We incorporate LLM representations early into the SLM,
which allows us to leverage both encoder-decoder and
decoder-only SLMs. Specifically, we add the projected
LLM representation Z to the SLM prompt embedding EX ,
resulting in the modulated representation Z + EX (see Ap-
pendix C.2 for a comparison with other integration methods).
Importantly, note that the LLM and SLM may use different
tokenizers and vocabularies, leading to different sequence
lengths. To align the sequences, the SLM reuses the tok-
enizer and a copy of the embedding matrix from the LLM.
Furthermore, two new linear layers are inserted: (1) an em-
bedding projection layer mapping from the LLM feature
dimension dl to the SLM space ds and (2) a new head layer
mapping to the LLM vocabulary.

4. Experiments
In this section, we intend to answer the following question:
What is the comparative performance and runtime of our
proposed LLM-to-SLM method in relation to LLM and
SLM alone? We evaluate LLM-to-SLM on machine transla-
tion and summarization, report its computational efficiency
and compare our method to speculative decoding and PEFT
methods. We provide further details about the experimental
setup and additional results in Appendix C.

4.1. Machine Translation
We report results for English to German, French, and Ro-
manian translations using WMT14 (Bojar et al., 2014) for
En-Fr/De and WMT16 for En-Ro (Bojar et al., 2016). T5
Large serves as the LLM encoder, and T5 Small, T5 1.1
Small, and GPT2 as the SLMs. T5 Small and GPT2 are
16× and 8× smaller than T5 Large. T5 Large and T5 Small
are pretrained for translation, while T5 1.1 Small is trained
on the C4 dataset. The prompt format is “translate
English to *target-language*:”. All models
are trained for 50k iterations, except for T5 Large, which is
applied in a zero-shot manner. We use our LLM to generate
training labels and report BLEU scores in Table 1.

T5 Large averages a BLEU score of 31.94. T5 Small per-
forms 2 BLEU points worse, and non-pretrained SLMs
(T5 1.1 Small and GPT2) perform over 3 BLEU points
worse. Our LLM-to-SLM variants close this gap, with T5
Large→T5 Small scoring 31.54 on average. Gains are
more pronounced with non-pretrained networks, e.g., T5
Large→T5 1.1 Small scores 2.5 points higher than T5 1.1
Small. Notably, T5 Large→GPT2 also shows significant
improvements with minimal runtime trade-offs.

Model En-Fr En-De En-Ro Avg. Time

T5 Large (zero-shot) 39.53 29.10 27.19 31.94 61.5

T5 Small 37.16 26.47 26.15 29.93 14.2
T5 1.1 Small 34.85 24.55 25.25 28.22 18.4
GPT2 35.67 25.53 24.70 28.63 19.7

T5 Large→T5 Small 39.22 28.36 27.04 31.54 14.8
T5 Large→T5 1.1 Small 38.21 27.42 26.54 30.72 19.1
T5 Large→GPT2 39.01 28.27 25.86 31.05 20.7

Table 1. BLEU scores for machine translation. LLM-to-SLM mod-
els approach the performance of the LLM.

4.2. Summarization
We assess the performance of LLM-to-SLM for summariza-
tion on CNN/Daily Mail (Hermann et al., 2015), using T5
Large as the LLM and GPT2 as the SLM. T5 Large is pre-
trained for summarization. Following Raffel et al. (2020),
the input prompt is prefixed with ”summarize:”. All
models are fine-tuned for 25k iterations on the training set
and evaluated on the test split. Unlike translation, we train
directly from ground-truth labels, as this method performs
better than using LLM-generated labels. ROUGE scores
and runtimes are reported in Table 2.

Model R-1 R-2 R-L Avg. Time

T5 Large (zero-shot) 40.07 18.84 28.82 29.07 61.5

GPT2 XL (zero-shot) 29.34 8.27 26.58 21.40 78.6
GPT2 XL 40.47 19.09 28.90 29.49 78.6
GPT2 38.58 17.56 27.36 27.83 19.7

T5 Large→GPT2 40.22 18.64 28.80 29.22 20.7

Table 2. ROUGE scores (abbreviated with R-) on CNN/Daily Mail.
GPT2 XL (zero-shot) results are from Radford et al. (2019).

GPT2 scores 1.24 ROUGE points lower than T5 Large.
However, T5 Large→GPT2 slightly exceeds T5 Large’s
score and achieves a 3× speedup. Notably, T5 Large→
GPT2 performs comparably to a fully fine-tuned GPT2 XL
model, with a decoder that is 17× smaller.

4.3. Tiny SLMs
We explore the limits of LLM-to-SLM by scaling down
the SLM to a minimum. Specifically, we use T5 Large →
GPT2 in the machine translation scenario and truncate the
upper layers of GPT2, leading to SLMs with d ∈ 1, 2, 4
layers, having 8M, 15M, and 29M parameters, respectively.
As shown in Figure 3 (right), our LLM-to-SLM models
significantly outperform the corresponding SLM baselines
while maintaining nearly the same runtime. Notably, T5
Large → GPT2 with d = 4 outperforms GPT2 and is more
than twice as fast. As the size of the SLM decreases, the
performance gap between the LLM and the SLM, and thus
our method, increases. However, we observe even larger
performance gains of LLM-to-SLM over the SLM alone in
this setting. For example, T5 Large → GPT2 with d = 1
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Figure 3. Performance-runtime trade-off curves for various models for machine translation (left) and summarization (middle) tasks.
Results of LLM-to-SLM when truncating SLMs to 1, 2, and 4 layers (right).

performs about 10 BLEU points better than the SLM.

4.4. Computational Efficiency
We show runtimes for each task in Tables 1 and 2 and
performance-runtime trade-off curves in Figure 3. In ma-
chine translation, T5 Large→T5 Small is over 4× faster
than T5 Large with minimal performance loss. Summariza-
tion shows a similar gain with around a 3× speedup. Fig-
ure 3 illustrates that LLM-to-SLM variants are only slightly
slower than the SLM but perform significantly better. Fur-
ther insights into generation length, runtime, and FLOPs are
in Appendix E, showing that LLM-to-SLM approaches the
computational efficiency of the SLM.

4.5. Speculative decoding
While our empirical evaluations on translation and summa-
rization indicate that LLM-to-SLM can achieve comparable
performance to the LLM, such behaviour is generally not
guaranteed. Speculative decoding (SD), on the other hand,
guarantees to match the distribution of the LLM, albeit at the
cost of invoking the LLM multiple times (Chen et al., 2023a).
In Table 3, we report results comparing our method to SD
in translation (English to French, greedy decoding). Our
method (T5 Large → T5 Small) shows similar performance
to SD and the LLM, but a much larger speedup (4.15×
compared to 1.53× in SD) since our method requires only
a single call to the LLM.

Method Score Time

T5 Large (zero-shot) 38.9 61.5
T5 Small 35.1 14.2

SD (T5 Large, T5 Small) 38.9 40.3
T5 Large → T5 Small 38.5 14.8

Table 3. Comparison of BLEU scores and runtime in ms/token
between LLM-to-SLM and speculative decoding for English to
French translation. Notation: SD (target model, draft model).

Model WMT CNN/DM

Prompt tuning (Lester et al., 2021) 25.06 19.52
Prefix tuning (Li & Liang, 2021) 24.93 21.64
LoRA (Hu et al., 2021) 26.36 22.35

LLM-to-SLM (ours) 30.27 24.13

Table 4. PEFT results using fixed T5 Small for translation and
GPT2 for summarization. Average BLEU scores are reported for
WMT and average ROUGE scores for CNN/DM. In our method,
T5 Small and GPT2 are conditioned on T5 Large representations.

4.6. Parameter-efficient fine-tuning
Our method shares similarities with PEFT methods. Soft
prompt tuning prepends learnable tokens to the prompt em-
bedding, while we add LLM representations element-wise
to the SLM’s prompt embedding, a form of conditional
prompting. In Table 4, we compare our method with PEFT
by freezing the SLM and training only the projector. PEFT
hyperparameters are adjusted to match the total parameter
count of our projector (see Appendix C.1 for details). The
results show that our method outperforms all PEFT meth-
ods in both summarization and translation, indicating that
conditioning on the LLM improves performance over non-
conditional approaches. Additional PEFT results for a more
limited training regime are in Appendix C.3.

5. Conclusion
In this work, we introduced LLM-to-SLM, a novel hybrid
framework designed to accelerate autoregressive decoding
by strategically combining an LLM with an SLM. This ap-
proach takes advantage of parallel prompt encoding by the
LLM and efficient response generation by the SLM. Specif-
ically, the LLM first encodes a prompt into a high-quality
representation, which is then used to condition the SLM
for efficient yet accurate decoding. Our evaluations on vari-
ous benchmarks have shown that LLM-to-SLM can achieve
significant speed improvements, providing 3 − 4× faster
generation with only minimal losses in predictive perfor-
mance — about 1− 2% for translation and summarization
compared to using an LLM alone.
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Appendix

A. Ethical considerations
Our proposed approach poses risks similar to existing works on language models (Brown et al., 2020; Touvron et al.,
2023b). However, as our approach proposes a way of enhancing models in the low-computation regime, it might be used for
improving edge device capabilities. Since edge devices range from mobile phones to surveillance tools, our approach could
be both beneficial if used properly and harmful for the broader society if misused.

B. Limitations
One limitation of our method is that the LLM is only used once to encode the prompt. However, it is foreseeable that
the LLM could be used more frequently in more challenging tasks to guide the planning of the response, ideally through
dynamic invocations where required. Another limitation of this work is our focus on encoder-decoder LLMs. We discuss
this design decision in Section 3.2 and provide preliminary results for decoder-only models as LLMs within our framework
in Appendix D, finding that the performance strongly depends on the layer from which the LLM features are extracted.
Further investigation is required to see how decoder-only features can be used in the LLM-to-SLM setting. Finally, we
only used LLMs, which are relatively small compared to the largest decoder-only LLMs such as GPT4, Llama 2 or OPT
(OpenAI, 2023; Touvron et al., 2023b; Zhang et al., 2022). This is mainly due to the fact that most of the largest models are
decoder-only and, as mentioned previously, further study into incorporating decoder-only models as LLMs is needed in our
LLM-to-SLM framework. Investigating the impact of using such large models is an important future research direction.

C. Further results and ablations
C.1. Experimental setup

Setup. The networks used in our experiments are listed in Table 5. We employ various pretrained models and architectures
and denote combinations as LLM→SLM. We make use of a T5 encoder as LLM, and employ T5 encoder-decoder and
GPT2 decoder-only models as SLMs: In this setting, the LLM has 8− 16× more parameters than the SLMs. Since the LLM
remains frozen in our method, we rely on a well-performing LLM pre-trained for the respective tasks. For generation, we
use beam search (beam width of 4, length penalty of 0.6). We report task-specific performance metrics: SacreBLEU (Post,
2018) for translation and ROUGE (Lin, 2004) for summarization. Furthermore, we report runtimes per single generated
token (in milliseconds). These are calculated from generating a total of 100 tokens with a prompt length of also 100 tokens
on an NVIDIA V100 GPU.

Model Params

E
nc

-D
ec T5 Small† (Raffel et al., 2020) 44M (19M/25M)

T5 1.1 Small† (Raffel et al., 2020) 44M (19M/25M)
T5 Large∗ (Chung et al., 2022) 737M (302M, 402M)

D
ec

-o
nl

y GPT2† (Radford et al., 2019) 86M
GPT2 [1,2,4]-Layers† [8M, 15M, 29M]
GPT2 XL (Radford et al., 2019) 1.5B

Table 5. Model variants used in the experiments. Sizes are rounded, excluding embedding and head parameters. Encoder/decoder sizes
are shown in parentheses. Symbols ∗ and † denote models that we use in our method as LLMs and SLMs, respectively.

Training. All models are trained with an effective batch size of 128, cross-entropy loss, AdamW optimizer (Loshchilov &
Hutter, 2017) with weight decay of 0.1, learning rate of 0.001 with linear warmup (Goyal et al., 2017) for 10% of the total
number of iterations, followed by cosine learning rate decay to 0 (Loshchilov & Hutter, 2016) and a linear learning rate
warmup (Goyal et al., 2017) for 10% of the total number of iterations is used. We rely on Huggingface’s transformers (Wolf
et al., 2019) for training and generation. In all of our preliminary experiments, we have found all results to be stable using a
limited number of training steps. As conducting multiple runs for a large number of iterations would be very costly, we
report single run numbers throughout the paper. Details on computational resources used for training and evaluation are
specified in Table 6.
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Task Model type GPU Num GPUs Batch size per GPU Num iterations

Translation SLM V100 1 16 50kLLM→SLM

Summarization
SLM

V100 1 16 25kLLM→SLM
LLM 8 8 5k

Table 6. Computational resources and training details. Note that only a single LLM model, GPT2 XL for summarization, was trained. All
evaluations were performed on a single GPU.

PEFT hyperparameters. Table 7 shows the hyperparameters for the prompt tuning, prefix tuning, and LoRA methods
considered in the parameter-efficient fine-tuning experiments in our paper.

PEFT method Hyperparameter GPT2 T5 Small

Prompt tuning # prompt tokens 200 1024

Prefix tuning # prefix tokens 256 1024
project. hidden size 64 64

LoRA
Rank 40 24
α 64 32
Dropout 0.1 0.1

Table 7. Hyperparameters for prompt tuning, prefix tuning and LoRA.

C.2. Ablation study

Embedding addition vs. replacement. Instead of adding projected LLM representations to SLM embeddings, we can
alternatively replace the SLM embeddings of the prompt with the projected LLM encoding. Table 8 shows results comparing
these feature fusion strategies for machine translation, indicating that addition and replacing perform on par with each other.

LLM vs. SLM tokenizer. When replacing the SLM embedding of the prompt with the projected LLM encoding, the
tokenizer of the SLM can be applied even if its vocabulary is different from that of the LLM tokenizer. In this case, the
additional embedding down-projection and head layers can also be omitted. In T5 Large→GPT2 for machine translation,
we found that using the LLM tokenizer performs better by 0.45 BLEU points (average across all languages), which could be
due to the fact that the vocabulary of the T5 tokenizer also covers non-English languages.

Model GT
+

GT
×

Gen.
+

Gen.
×

T5 Large→T5 Small 30.83 30.86 31.54 31.47
T5 Large→GPT2 29.68 29.71 31.05 30.83

Table 8. Ablation of training signal and fusion operator, reporting average BLEU scores for translation across languages. GT: Ground
truth labels, Gen.: Labels generated by T5 Large, ×: Replacement, +: Addition

Ground truth vs. LLM-generated labels. In translation, we found that using labels generated by the LLM for training
performs up to 1 BLEU point better than using ground truth labels (Table 8). However, we point out that this is not
generally the case. For summarization, the average ROUGE score is 0.44 points better when training with ground truth
labels compared to LLM-generated labels.

C.3. Limited-data PEFT

In our ablation study on PEFT techniques (see Section 4.6), we utilize a relatively large number of training examples
(> 20k). On the other hand, often smaller datasets are used for (parameter-efficient) fine-tuning. In Table 9, we show
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extended results covering a limited training regime, exemplary for translation (English to French). Specifically, we limit the
training set to 20k examples and fine-tune for 20 epochs, corresponding to approximately 3k iterations. We compare this
setting to full training as used in the main paper, i.e., 50k iterations on 6.4M examples.

Method Full training Limited training

Prompt tuning 36.02 30.59
Prefix tuning 35.43 30.07
LoRA 36.70 32.38

LLM→ SLM (ours) 39.35 36.89

Table 9. Comparison of full and limited training for translation (English to French)

Our LLM-to-SLM outperforms all other PEFT methods also in the limited training regime. However, to achieve a
performance close to that of the LLM, it is beneficial to use a training setting similar to that of the LLM.

D. Decoder-only models as LLM
Compared to encoder-decoder based LLMs, where the last layer representation of the encoder serves as a straightforward
prompt encoding point, in a decoder-only model there is no specific layer that can be explicitly identified as the encoded
representation of the prompt. We thus experiment with extracting representations from different layers of the LLM before
passing it to the projector and subsequently to the SLM. In Table 10, we show results for the summarization task, using
a fine-tuned GPT2 XL as the LLM and a smaller GPT2 as the SLM (see Table 5 for parameter counts). Surprisingly, we
observe that the performance deteriorates with the depth of the LLM. Although LLM-to-SLM performs slightly better than
the SLM alone by using very early layer representations of GPT2 XL, our model based on an encoder-decoder LLM, T5
Large→GPT2, performs considerably better (avg. ROUGE score of 29.22, see also Table 2).

Model R-1 R-2 R-L Avg.

GPT2 XL 40.47 19.09 28.90 29.49
GPT2 38.58 17.56 27.36 27.83

GPT2 XL→GPT2 (layer 0) 39.16 17.71 27.43 28.10
GPT2 XL→GPT2 (layer 1) 39.05 17.63 27.40 28.03
GPT2 XL→GPT2 (layer 4) 36.66 16.46 25.64 26.25
GPT2 XL→GPT2 (layer 8) 33.27 14.03 23.24 23.51
GPT2 XL→GPT2 (all layers) 37.69 16.72 26.41 26.94

Table 10. ROUGE scores (abbreviated with R-) on CNN/Daily Mail using GPT2 XL as LLM. Layer 0 refers to the initial embedding layer.

E. Computational efficiency for varying generation lengths
In the main text, we report runtimes for a fixed generation length of 100 tokens. In Figure 4, we report additional runtimes
for varying generation lengths and a fixed prompt length of 100. It shows that our method is only slightly slower than the
SLM and that our framework can also be useful for short generation lengths. In Figure 5, we compare FLOPs between LLM,
SLM and our LLM-to-SLM for different generation lengths. Similar to the runtime metric, the FLOPs count of our method
shows a similar slope as the FLOPs count of the SLM.

9



Think Big, Generate Quick: LLM-to-SLM for Fast Autoregressive Decoding

0 200 400 600 800 1000
Number of tokens generated

0

10

20

30

40

50

60

R
un

tim
e 

[s
]

Runtime efficiency
T5 Large  T5 Small
T5 Large
T5 Small

Figure 4. Runtime for LLM, SLM and LLM → SLM with varying generation lengths.
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Figure 5. FLOPs for LLM, SLM and LLM → SLM with varying generation lengths.
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