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Abstract

Current benchmarks for evaluating large language models (LLMs) in social media1

moderation completely overlook a serious threat: covert advertisements, which2

disguise themselves as regular posts to deceive and mislead consumers into making3

purchases, leading to significant ethical and legal concerns. In this paper, we4

present the CHASM, a first-of-its-kind dataset designed to evaluate the capability of5

Multimodal Large Language Models (MLLMs) in detecting covert advertisements6

on social media. CHASM3 is a high-quality, anonymized, manually curated dataset7

consisting of 4,992 instances, based on real-world scenarios from the Chinese8

social media platform Rednote. The dataset was collected and annotated under9

strict privacy protection and quality control protocols. It includes many product10

experience sharing posts that closely resemble covert advertisements, making the11

dataset particularly challenging. The results show that under both zero-shot and12

in-context learning settings, none of the current MLLMs are sufficiently reliable13

for detecting covert advertisements. Our further experiments revealed that fine-14

tuning open-source MLLMs on our dataset yielded noticeable performance gains.15

However, significant challenges persist, such as detecting subtle cues in comments16

and differences in visual and textual structures. We provide in-depth error analysis17

and outline future research directions. We hope our study can serve as a call for18

the research community and platform moderators to develop more precise defenses19

against this emerging threat.20

1 Introduction21

Social media platforms offer users spaces to create and share content [1], and social media advertising22

has become one of the most successful forms of internet marketing, influencing billions of consumers23

worldwide [2]. This thriving economy benefits not only social media platforms but also content24

creators and advertisers [3]. However, people are tired of the many advertisements on social media25

and are likely to skip them [4]. Covert advertisement has emerged and spread widely to capture user26

attention, raising significant public concern. As shown in Figure 1, unlike traditional advertisements,27

covert advertisements are deliberately designed to resemble regular content [5], such as product28

experience sharing, to subtly persuade unsuspecting viewers to purchase the featured products.29

Despite its benefits for consumer engagement, its inherently deceptive nature has sparked widespread30

public criticism [6], such as consumer fraud [7], damage to the platform’s credibility [8], and harmful31
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Common Post

Every product has its pros and cons!

How about the toner? 
I want buy it. 

This is the best toner I’ve used !

How about the toner? 
I want buy it. 

A: sticky but hydrating.
B: light but fades fast.
Pick what fits you

Covert Advertisement

It’s Brand X.
Buy 1 Get 2.
Get it here:

My outfit Today! My outfit Today!

Figure 1: Typical examples of covert advertisement. Although it appears very similar to the common
lifestyle-sharing posts on the left, the covert advertisements on the right promote products through
implicit signals, such as hidden cues in the image or the comment section. The concealment and
diverse variations of covert advertisements make detecting them particularly challenging.

effects on users’ consumption habits [9]. This has led covert advertisements to raise both ethical32

and legal concerns: on one hand, they gain an unfair advantage in commercial competition through33

deception; on the other hand, they violate laws in many countries, such as China and the United34

States [10, 11], that require advertisements to be clearly identifiable to consumers.35

Given the large scale of new content generated on social media platforms, LLMs and MLLMs have36

been widely adopted as a scalable and efficient tool for content moderation on social media [12, 13],37

providing users with a better community environment while significantly reducing the costs associated38

with manual review. However, existing research mainly focuses on regulating other harmful content39

on social media, such as fake news [14, 15], cyberbullying [16], toxic content [17], and hate speech40

[18, 19]. Covert advertisements, which can likewise carry substantial negative impacts and clearly41

violate laws, remain largely unexplored. To the best of our knowledge, no existing MLLMs have been42

trained to detect covert advertisements, nor are there publicly available datasets or task guidelines to43

facilitate the training and evaluation of such models.44

Different from the detection of other harmful content on social media, regulating covert advertisements45

presents several unique challenges. First, covert advertisements may appear in either text or images,46

making the task inherently multimodal. Second, advertisers deliberately conceal their intent, resulting47

in a high degree of stealth. Third, social media naturally contains many real user posts sharing48

shopping experiences, which are easily mistaken for advertisements, further increasing the difficulty49

of distinguishing covert advertisements.50

To address these issues, we proposed CHASM: Covert Hype Advertisement in Social Media. CHASM51

is a first-of-its-kind, high-quality, strictly privacy-preserving, and manually curated challenging52

dataset grounded in real-world scenarios. The data is sourced from the RedNote platform 4 and53

consists of real-world posts, including post content, images, and associated comments. Our dataset54

deliberately includes many real, non-advertisement posts that closely resemble covert advertisements,55

such as user sharing of shopping experiences or product usage, to reduce the risk of misclassifying56

normal product sharing content, which makes detecting covert advertisements particularly challenging.57

Data collection strictly adheres to the platform’s user agreement, including policies on user privacy58

protection and copyright regulations. Additional anonymization measures are taken to protect user59

4RedNote (https://www.xiaohongshu.com) is one of the most popular social platforms in China, with
over 120 million daily active users
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privacy. We adopt a dynamic quality control annotation framework, incorporating pre-designed60

gold-standard questions and a three-annotator majority voting mechanism for difficult cases, resulting61

in high-quality annotations.62

Using CHASM, we conducted systematic evaluations of various LLMs, including the state-of-the-art63

MLLMs such as GPT-4o [20] and DeepSeek-V3 [21], smaller-scale open-source LLMs such as64

LLaVA [22] and Qwen2.5-7B [23], as well as the latest reasoning MLLMs, such as Gemini2.565

Pro [24]. Our experimental results show that most tested models struggle with the task under66

both zero-shot and in-context learning settings. GPT-4o achieved the best baseline performance of67

only 59.7% F1-Score, even MLLMs with strong reasoning capabilities are not sufficient to yield a68

significant advantage on our task. Further exploration shows that fine-tuning open-source MLLMs69

on our dataset leads to substantial performance improvements. Notably, Qwen2.5-7B achieved an70

F1-Score of 75.6%, significantly surpassing the zero-shot state-of-the-art, empirically showing the71

effectiveness of our dataset. By analyzing the types of errors made across all different settings, We72

find that fine-tuning notably improves the model’s grounding in factual evidence. However, the fine-73

tuned models still struggle with recognizing visual and textual structural features, as well as detecting74

subtly embedded advertisements. These results can provide insights into future improvements in the75

covert advertisement detection capabilities of MLLMs.76

Our contributions can be summarized as follows:77

• We propose a new task of detecting covert advertisements. We analyze key challenges and78

provide detailed assessment guidelines with clear criteria and examples.79

• We manually curated CHASM, a novel dataset for evaluating the capabilities of MLLMs in80

detecting covert advertisements, based on challenging real-world cases from RedNote.81

• We conducted comprehensive evaluations on CHASM using various open- and closed-source82

MLLMs, finding that none of the current MLLMs are sufficiently reliable for detecting83

covert advertisements under either zero-shot or in-context learning settings. Fine-tuning84

open-source MLLMs on our dataset leads to significant improvements in performance.85

• Our error analysis reveals the limitations of even fine-tuned MLLMs, including their dif-86

ficulty in recognizing visual and textual structural features as well as detecting subtly87

embedded advertisements. We also provide concrete directions for platform moderators to88

improve the detection of covert advertisements.89

2 The Task of Covert Advertisement Detection90

In this section, we propose a novel task: covert advertisement detection on social media. We define91

key characteristics that covert advertisements should possess in Section 2.1, highlight the main92

challenges in detecting them, and provide guidelines to assist in judgment in Section 2.2.93

2.1 Task Definition94

Drawing inspiration from previous marketing research [25–28], our formal definition of the covert95

advertisement is as follows:96

Definition 1 Covert advertisement is promotional content made to look like common content with the97

primary aim of subtly influencing the audience’s consumption decisions without explicitly disclosing98

its advertising nature.99

Covert advertisements must meet two key criteria: First, the author must have a clear intent to promote100

a product or paid service for direct financial gain from the associated brand. Here, profit is narrowly101

defined as monetary compensation, excluding indirect benefits like persuasion or follower growth.102

Second, the author must deliberately disguise the post to resemble regular content. Posts clearly103

labeled as ads by the platform or user are not considered covert advertisements.104

2.2 Main Challenges and Guidelines105

Social media is filled with lifestyle content, where product-related posts often appear in contexts like106

travel, daily routines, and food. However, since much of this content reflects personal experience, it’s107

unreasonable to assume all such posts are advertisements. The main challenge in covert advertisement108

detection is distinguishing genuine product sharing from content with hidden promotional109

intent (covert advertisements).110
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Figure 2: The construction of CHASM follows a three-stage process: (1) Data collection and
anonymization, (2) Committee-driven curation of guidelines and gold questions, (3) Difficulty-aware
dynamic annotation workflow. These stages ensure that the dataset maintains strict privacy protection,
includes challenging product-related examples, and achieves high-quality annotations.

Given the deceptive nature of covert advertisements and the subjective line between them and genuine111

product sharing, annotations can be ambiguous. To reduce this ambiguity and improve consistency in112

both human and model judgments, we propose a set of systematic, evidence-based guidelines for113

detecting covert advertisements:114

Clear Promotional Evidence: Covert advertisements often include clear signs of promotion, such as115

providing direct purchase links or instructions on buying the product. To make the advertisement more116

covert, promotional links are sometimes embedded in images or comments, or users are redirected to117

private chat groups for sales. In contrast, non-advertising content is primarily focused on sharing118

personal experiences, and thus may only casually mention the product or store name, and the content119

often lacks sufficient information for users to complete a purchase.120

Language Style of Posts: Covert advertisements often adopt clickbait-style headlines and sales talk.121

The writing typically carries a strong promotional tone, using exaggerated language to emphasize the122

product’s benefits, which deviates from the natural style of everyday communication. In contrast, non-123

advertising content usually maintains a more casual tone and focuses on sharing personal experiences124

rather than promoting a product. It may also include mentions of the product’s shortcomings.125

Text and Image Structure of Posts: Covert advertisements typically focus their text and images on a126

single specific product or closely related products from the same brand. In contrast, non-promotional127

lifestyle sharing posts often feature multiple different brands within the same category, some of which128

may even be competitors, or the author does not explicitly advocate any particular brand.129

A more detailed guideline is shown in Appendix A, which includes a more detailed process, criteria130

for judgment, and example analyses.131

3 CHASM132

This section presents the construction and annotation of CHASM, a first-of-its-kind manually curated133

dataset for detecting covert advertisements on social media. We detail the data collection, human134

annotation, illustrated in Figure 2. A summary of our dataset statistics is shown in Table 1, with135

detailed distribution characteristics provided in Appendix F.136

3.1 Data Collection137

Source Data Our source data comes from RedNote (also known as Xiaohongshu or RED), a major138

social media platform in China that has recently gained a growing international user base [29]. The139

platform mainly hosts content like product recommendations, travel tips, and lifestyle posts. Given140

its broad influence and frequent mentions of products and paid services, detecting covert advertising141

in this context is both important and challenging.142
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Specifically, CHASM was collected using the following three-step pipeline:143

(1) Raw Data Collection: To eliminate the influence of users’ historical behavior on data collection144

results, we employed three annotators to collect publicly available content from three brand-new145

accounts with no browsing history. The collected content includes titles, main text, images, comments,146

and publication dates. The data was collected between September and October 2024. The scope147

of collection strictly adhered to RedNote’s User Privacy Policy. We do not collect any personally148

identifiable or privacy-sensitive information, such as usernames or IP addresses.149

Table 1: Statistical Overview of CHASM, contain-
ing 4,992 manually high-quality annotated multi-
modal posts from RedNote.

CHASM Dataset
Samples
# Samples 4992
# Positive Samples 612 (12.3%)
# Product-Related Samples 1127 (22.6%)

Distribution
Avg. Images per Sample 5.28
Avg. Post Text Length 196.63
Avg. Comments Text Length 25.01
Time of Earliest Post Mar. 2020
Time of Latest Post Oct. 2024
Median Posting Time Sep. 2024

Annotation
# Annotators 5
Annotations per Sample 1 - 3
# Annotations 6474
Avg. annotations per question 1.30

Quality Control
# Test Gold Questions 50
Accuracy on Gold Questions 0.94

(2) Data Filtering: We removed samples with150

explicit advertising labels, i.e., those marked151

with sponsored tags, as they are clearly distin-152

guishable from regular content and unlikely to153

mislead users. These traditional advertisements154

fall outside the scope of covert advertisements155

and were excluded from our dataset.156

(3) Data Anonymization: To further protect157

user privacy and mitigate the risk of informa-158

tion leakage, we applied anonymization to the159

dataset using open-source anonymization tools160

[30, 31]. Specifically, we masked personal in-161

formation such as names, phone numbers, and162

email addresses in the text, and obscured poten-163

tially privacy-sensitive facial regions in images;164

examples are shown in Appendix E. We also165

manually reviewed a random sample of 30 data166

points after anonymization and found no signs167

of residual privacy leakage.168

3.2 Data Annotation169

We adopted manual annotation to curate a high-170

quality dataset. Five native Chinese-speaking171

students participated as annotators. They were172

paid $5 per hour, which exceeds the local mini-173

mum wage standard. All of them had substantial experience (> 1 hour/week) with RedNote.174

Because of the subjectivity and challenges inherent to the task, and our relatively limited annotation175

budget, we adopted the following strategies to improve dataset quality and enhance consistency:176

(1) Systematic Annotation Guideline: We developed systematic, evidence-based, and detailed177

annotation guidelines to train annotators, accompanied by various examples and analyses. The full178

guidelines are provided in Appendix A. The annotation interface is shown in Appendix E.179

(2) Gold-Standard Test Questions: We prepared 70 manually curated gold-standard test questions,180

designed to be representative and challenging. Each question was discussed among the authors and181

finalized through group discussion. Among them, 20 questions were used as a qualification test after182

annotator training. Annotators were allowed to retake the test multiple times and were required to183

achieve at least 95% accuracy before beginning formal annotation. The remaining 50 questions were184

randomly and covertly embedded into the annotation workflow to monitor annotation quality.185

(3) Dynamic Quality Control Strategy: To improve annotation accuracy while controlling annota-186

tion costs, we adopted a dynamic labeling strategy based on the difficulty of each sample. Specifically,187

for each instance, the first annotator determined whether the content was related to a product or188

service. If deemed unrelated, the sample was directly labeled as non-covert advertisement. For189

product-related samples, which involve greater subjectivity, we employed a majority voting scheme190

among three annotators, ensuring that at least one experienced annotator participated. This approach191

significantly improved annotation quality: the accuracy on gold-standard questions increased from192

78% with a single annotator to 94% with the dynamic scheme, while using only 43.3% of the193

annotation resources compared to applying full three-person voting on the entire dataset.194
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Table 2: Zero-shot and in-context learning evaluation results on CHASM. From top to bottom, the
two groups are: open-source MLLMs and proprietary MLLMs. Bold indicates the best overall
performance across all models, and underlined indicates the best within each group. Bold and
underlined together indicate that a model is both the best overall and the best within its group. The
models marked with an * are reasoning MLLMs.Although GPT-4o and DeepSeek-V3 demonstrate
similarly top F1-score performance among all models, none of the models are sufficiently reliable for
detecting covert advertisements.

Model
Metric Zero-Shot In-Context Learning

P ↑ R ↑ F1 ↑ AUC ↑ P ↑ R ↑ F1 ↑ AUC ↑

O
pe

n

InternVL2.5 0.289 0.662 0.403 0.717 0.232 0.494 0.316 0.640
Llava 0.182 0.359 0.242 0.567 0.145 0.721 0.241 0.568

Qwen2.5-7B 0.473 0.378 0.421 0.660 0.505 0.380 0.434 0.664
DeepSeek-VL2 0.166 0.749 0.272 0.612 0.000 0.000 0.000 0.500
DeepSeek-V3 0.499 0.787 0.571 0.826 0.578 0.607 0.592 0.772

Llama-4 0.382 0.770 0.511 0.798 0.408 0.508 0.453 0.703

Pr
op

ri
et

ar
y

Qwen-Max 0.426 0.852 0.568 0.846 0.440 0.836 0.576 0.844
GLM4-Flash 0.408 0.489 0.445 0.695 0.218 0.408 0.284 0.603
GLM4-Plus 0.385 0.328 0.354 0.627 0.167 0.200 0.182 0.531

GPT-4o 0.464 0.836 0.597 0.851 0.442 0.633 0.521 0.762
GPT-4o-mini 0.284 0.820 0.422 0.766 0.274 0.767 0.403 0.743
Gemini 2.0 0.362 0.842 0.506 0.818 0.329 0.671 0.436 0.738

Step-R1-V-Mini* 0.455 0.750 0.566 0.813 0.444 0.721 0.550 0.798
QvQ-Max* 0.485 0.402 0.440 0.631 0.244 0.836 0.378 0.737

Gemini 2.5 Pro* 0.273 0.921 0.422 0.791 0.364 0.984 0.531 0.872

4 Evaluation195

In this section, we first present the experimental setup. In Section 4.2, we discuss the performance of196

different MLLMs on the CHASM. Finally, we conduct comparative experiments to investigate which197

parts of the posts are most helpful for detecting covert advertisements.198

4.1 Experiments Settings and Metrics199

To establish the baseline performance in CHASM, we experiment with 15 different mainstream200

MLLMs with Chinese language capabilities. We categorize these MLLMs into two groups:201

open-source MLLMs (contains small-scale and large-scale model) and proprietary MLLMs.202

Small-scale open-source MLLMs include Deepseek-vl2-small [32], InternVL2.5-8B [33],203

LLaVA-NeXT-8B-hf [22], Qwen2.5-VL-7B-Instruct [23]. Large-scale open-source MLLMs in-204

clude Llama-4-Maverick [34] andDeepseek-V3 [21]. Proprietary MLLMs include Qwen2.5-Max205

[35], GLM models [36]: GLM-4-Flash and GLM-4-Plus , GPT models: GPT-4o-0806 and206

GPT-4o-mini-0718 [20], and Gemini-2.0-flash [37]. To evaluate whether reasoning MLLMs207

can achieve better performance on the covert advertisement detection task, we also include three208

proprietary reasoning MLLMs: QvQ-Max [38], Gemini 2.5 Pro [24], Step-R1-V-Mini [39].209

We consider three different strategies, Zero-shot Prompting: The LLM is prompted with a brief210

judgment criterion along with the full content of the social media post as input, and directly outputs a211

binary classification indicating whether the content is identified as a covert advertisement; In-Context212

Learning: In addition to using the same input as in zero-shot prompting and the same output format,213

examples of both labels are additionally provided; Fine-Tuning: The same input-output format as214

zero-shot prompting, and fine-tuned the model using a 5-fold cross-validation setup for prediction.215

We report Precision, Recall, F1-Score, and AUC, four standard metrics that respectively assess216

prediction accuracy, completeness, their balance, and overall classification quality. Considering the217

imbalance in the distribution of sample labels and our greater emphasis on distinguishing positive218

examples, we regard the F1-Score as the most representative metric. Implementation details of all219

models, and the training and inference hyperparameters, can be found in Appendix B. The prompt220

templates are provided in Appendix C.221
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4.2 Main Results222

Table 2 shows all models’ zero-shot and in-context learning performance. We then fine-tuned the two223

best-performing small-scale open-source models, and the results are reported in Table 3.224

Table 3: Fine-tuning results on CHASM, results
show that both models improved statistically signif-
icantly (p < 0.01) over zero-shot performance, with
Qwen2.5-7B surpassing GPT-4o after fine-tuning,
highlighting the effectiveness of our dataset.

Model
Metric P ↑ R ↑ F1 ↑ AUC ↑

InternVL 0.681 0.520 0.590 0.743
Qwen2.5 0.783 0.732 0.756 0.852

GPT-4o (ZS) 0.464 0.836 0.597 0.851
Qwen2.5 (ZS) 0.473 0.378 0.421 0.660
InternVL(ZS) 0.289 0.662 0.403 0.717

Overall, GPT-4o achieved the highest F1 score225

in the zero-shot setting, while DeepSeek-V3 per-226

formed best with in-context learning. Despite227

some models showing high recall, precision re-228

mained low across both settings. Large-scale229

open-source MLLMs achieved performance230

comparable to that of proprietary MLLMs, while231

both of them outperformed small-scale open-232

source MLLMs. Among small-scale open-233

source models, InternVL and Qwen2.5-7B per-234

form better than others.235

However, even the top-performing models, GPT-236

4o and DeepSeek-V3, are not sufficiently reli-237

able for detecting covert advertisements, espe-238

cially regarding the most concerned metric, F1-score; Their best performances are only 0.597 and239

0.592, respectively. The results empirically show the inherent complexity and subtlety of covert240

advertisements, indicating that it is challenging for MLLMs to grasp the fine-grained human standards241

for identifying covert advertisements through prompting alone.242

Reasoning MLLMs, such as Step-R1-V-Mini and Gemini 2.5 Pro, achieve relatively good performance243

in both zero-shot and in-context learning settings. However, their performance does not significantly244

surpass that of non-reasoning models, particularly in terms of F1-score, where both fall slightly below245

GPT-4o’s zero-shot result. Given their currently higher cost, we argue that reasoning MLLMs do not246

offer a clear advantage for the covert advertisement detection task at this stage.247

Precision Recall F1 Score AUC
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Figure 3: Impact of Removing Different Modalities on
CHASM. Removing either images or comments significantly
degrades model performance.

Our further analysis shows that in-248

context learning remains insufficient249

for our task. Only a few mod-250

els achieved better performance com-251

pared to their zero-shot setting ver-252

sion, which highlights the limitations253

of in-context learning for this task.254

We also attempted to include more de-255

tailed evaluation criteria in the prompt,256

as shown in Appendix D, but it did257

not improve performance.258

Table 3 shows the results of fine-259

tuning the two best-performing260

open-source models, InternVL and261

Qwen2.5. The results show that both262

models improved significantly over their zero-shot performance, with Qwen2.5 achieving superior263

results. After fine-tuning, Qwen2.5 surpassed the previously best-performing MLLM, GPT-4o,264

particularly in precision and F1-score. This suggests that fine-tuning effectively equips models265

to better align with human judgment in identifying covert advertisements. Conversely, MLLMs266

under zero-shot settings frequently misclassify normal posts as covert advertisements, resulting in267

lower precision. These findings underscore the high effectiveness of our dataset in enhancing covert268

advertisement detection. More detailed error analysis is in Section 5.1.269

4.3 Which parts of posts help detect covert advertisements?270

We utilize the best-performing model, the fine-tuned Qwen2.5-7B, for our experiments. We re-trained271

the model using the same hyperparameters in the absence of images or comments. Our results, shown272

in Figure 3, indicate that removing either images or comments significantly degrades the model’s273

performance, highlighting that covert advertisement detection is a multi-modal task, and comments274

also play a critical role in enabling accurate detection.275
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Table 4: Error counts and percentages across the four main categories of error causes in four MLLMs.
We selected the top F1-score models: GPT-4o (Zero-shot), DeepSeek-V3 (In-context Learning), and
Qwen2.5-7B (Zero-shot and Fine-tuned).

Error Type GPT4o(ZS) DeepSeek-V3(ICL) Qwen2.5(ZS) Qwen2.5(FT)

Insufficient Evidence (Total) 22 (47.8%) 16 (36.4%) 38 (38.8%) 6 (17.6%)
- Misjudged Product Post 16 (34.8%) 11 (25.0%) 30 (30.6%) 6 (17.6%)
- Misjudged Non-Product Post 6 (13.0%) 5 (11.4%) 8 (8.2%) 0 (0.0%)

Missing Clue (Total) 10 (21.7%) 15 (34.1%) 32 (32.7%) 14 (41.2%)
- Missed comment clue 8 (17.4%) 14 (31.8%) 26 (26.5%) 12 (35.3%)
- Missed image clue 2 (4.3%) 1 (2.3%) 6 (6.1%) 2 (5.9%)

Language Style 8 (17.4%) 9 (20.5%) 16 (16.3%) 5 (14.7%)

Post Structure 3 (6.5%) 2 (4.5%) 6 (6.1%) 6 (17.6%)

Other Errors 3 (6.5%) 2 (4.5%) 6 (6.1%) 3 (8.8%)

5 Discussion276

In this section, we provide an in-depth error analysis of CHASM based on more fine-grained human277

feedback, and pose the following research questions to offer insights for future work.278

5.1 What types of errors can MLLMs make on CHASM279

We analyze the error cases of MLLMs by using fine-grained human feedback to identify common280

types of mistakes. Specifically, we conducted group discussions to determine the reasons why humans281

made opposing judgments on a given error case, and categorized them into four distinct error types:282

Insufficient Evidence: The MLLM misclassified regular posts as covert advertisements without283

sufficient evidence. These posts typically did not include essential promotional elements and merely284

mentioned certain brand names.285

Missing Clue: The MLLM failed to identify clues embedded in the image or comment section, such286

as shopping links in the comments or requests for private messages for more information.287

Textual Style: Humans made judgments opposite to the MLLM based on the textual style. E.g.,288

advertisements often employ exaggerated language or use clickbait-style content to attract attention,289

whereas non-advertisements tend to use a more objective tone.290

Structural Pattern: The MLLM failed to capture structural features of the post, e.g., recommending291

products from multiple different brands instead of focusing on a single brand.292

We selected the top F1-score models under each evaluation setting: GPT-4o (Zero-shot), DeepSeek-293

V3 (In-context Learning), and Qwen2.5-7B (Fine-tuned). To enable the comparison, we also included294

the performance of Qwen2.5-7B before fine-tuning. The results are shown in Table 4. Appendix G295

shows specific examples of each error type.296

We observe a clear divergence in the error distributions when comparing zero-shot or in-context297

learning approaches to fine-tuned model settings: Fine-tuned MLLMs significantly reduce the misclas-298

sification of posts lacking sufficient cues as covert advertisements. This leads to an improvement in299

precision, thereby enhancing the overall F1-score. In contrast, models like GPT-4o and DeepSeek-V3300

often classify posts as covert advertisements even in the absence of clear evidence, including cases301

where the content is unrelated to any product. Such errors can raise concerns about the reliability of302

the platform’s moderation mechanisms. Therefore, we advocate for using fine-tuned open-source303

MLLMs, such as Qwen2.5-7B, as a more cost-effective and reliable alternative.304

Although the fine-tuned Qwen2.5-7B model demonstrates a decrease in the number of errors across305

each error category, the results still suggest that there is room for improvement in capturing the struc-306

tural differences between covert advertisements and non-advertising posts, as well as in identifying307

subtle cues that may remain in the comment section. We hope these findings offer valuable insights308

for future model training.309
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5.2 Research Directions For Further Investigation310

Due to limitations in data availability, we were unable to incorporate certain features into our study,311

which made it difficult to identify covert advertisements in some cases. We advocate that social media312

moderators consider the following strategies to improve detection accuracy:313

Dynamics Detection: We argue that the labeling of covert advertisements is not static, but evolves314

along with the post’s dynamics in the comment section. Therefore, unlike other social media315

moderation tasks, our task should be designed with a greater emphasis on temporal sensitivity, rather316

than relying solely on labeling at the time of posting. We thus encourage future work to consider the317

dynamic nature of covert advertisements in detection frameworks.318

User Behavior Data: User feedback data is crucial for detecting covert advertisements, as it reflects319

users’ satisfaction and reactions to the content. Due to limitations in data accessibility, we were320

unable to analyze this aspect in our study. However, we believe that social media platforms could321

consider incorporating user behavior signals, such as likes, viewing duration, and report frequency,322

into a more comprehensive framework for identifying covert advertisements.323

Creator Profiling: Historical data on content creators can be useful for detecting soft advertisements.324

For example, inconsistencies between a post’s style or topic and a user’s previous posts or the user’s325

historical credibility may serve as important signals. Due to privacy concerns, we did not collect any326

user-related information in this study. Future research could explore the integration of creator-level327

features into detection frameworks.328

6 Related Work329

ML for Social Media Content Moderation Moderating social media content is crucial for ensuring330

fair business practices, maintaining social order, and safeguarding mental health [40]. Current research331

focuses on identifying various types of harmful content, including hate speech [18], fake news [14],332

rumors [41], cyberbullying [16], toxic content, and child abuse material [17]. Hate speech detection333

often combines text analysis with social network analysis [42], while fake news detection involves334

verifying the authenticity of news by comparing similar content [14]. Rumor and cyberbullying335

detection, on the other hand, predominantly leverage NLP methods to analyze textual data [43, 44].336

While existing work addresses various forms of harmful content, much of it is either hard to conceal or337

can be verified using objective references, such as in fact-checking. Covert advertisements, however,338

are deliberately subtle and deceptive, making their detection more challenging and demanding339

additional effort.340

Advertisement Dataset Existing datasets in related focuses on traditional advertisements, such as341

[45] collected 20K official Facebook ads to predict revenue, and [46] compiled 64K advertisement342

images and 3K videos. Similarly, [47] gathered 1K advertisement images to analyze user visual343

attention, and [48] collected 48K textual Chinese advertisement posts to assess legality. These works344

primarily focus on traditional advertisements, which are explicitly labeled and thus easy to identify.345

These datasets were not collected for advertisement detection, but rather for conducting further346

analysis on advertisements. In contrast, covert advertising content is inherently highly deceptive and347

concealed, which is why our task primarily focuses on identifying such content.348

7 Conclusion349

In conclusion, this study introduces CHASM, the first dataset designed to evaluate the capabilities350

of LLMs for detecting covert advertisements in Social Media. Our evaluations indicate that covert351

advertisements are inherently deceptive, and current MLLMs are not sufficiently reliable in detecting352

them without additional training. Given these challenges, our dataset offers a valuable foundation353

for fine-tuning open-source MLLMs, enabling notable improvements in their ability to detect covert354

advertisements. The error analysis highlights key areas for further enhancement, such as detecting355

structural differences in posts and uncovering highly subtle advertising cues. We hope our work serves356

as a call to raise awareness of covert advertisements on social media and to encourage improvements357

in MLLMs to help maintain a more honest and fair social media environment.358
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A Guideline of Detecting Covert Advertisement500

Observation object: In order to effectively evaluate whether a post is a hidden advertisement, the501

annotator should pay comprehensive attention to all parts of the post. Specifically, the annotator502

needs to focus on the image, body content, and comments503

Identify content: The annotator should first determine whether the content is related to a product504

or paid service. If it clearly falls into a category unrelated to commercial goods, it can be simply505

classified as non-advertising content (Option 1). The annotator’s next task is to determine whether506

the content is a covert advertisement. It is important to avoid misclassifying general lifestyle sharing507

content as advertising. Annotators should carefully distinguish between the two based on the508

following evidence:509

Table 5: Common Evidence of Covert Advertising in Social Media Content
Common Characteristics of Covert Advertisements
1. Often include detailed product information such as price, purchase method, and product address.
2. Frequently contain purchase links, either embedded in the image or placed in the comment section.
3. May direct followers to join groups, message privately, or move to external platforms.
4. Comment sections may include remarks from users pointing out that the content is an ad.
5. Often use irrelevant but popular product tags to attract unrelated traffic.
6. Commonly promote unknown products or counterfeit versions of well-known items.
7. May use clickbait-style or eye-catching titles to draw attention.
8. Tend to focus on a single product or a set of products from the same brand, rather than covering
diverse items.
9. Adopt formal or commercial-style language, while lifestyle content tends to be casual and personal.
10. Rarely mention disadvantages; instead, ads often exaggerate product strengths.
11. Use exaggerated promotional phrases, such as “best of the year” or “unbeatable value.”
12. Brand names appear repeatedly and are visually emphasized in both text and images.
13. The product is usually the central focus, unlike non-advertising content that may highlight other
themes like travel or personal experiences.

Typical examples: We have summarized several common types of covert advertisements for the510

annotator’s reference. Covert advertisements can take various forms, such as images displaying511

the name of the online shop and product, or comments explicitly mentioning the shop name. In512

some cases, comments may subtly convey product or shop names in complex ways, or images and513

comments may include product descriptions that hint at where to find the link. Other examples514

include text making clear references to a product, comments suggesting private messages to share515

product links, product names visible directly in the image, or even product links hidden in flipped or516

reversed images. These examples serve as a guide but do not cover all possible manifestations of517

covert advertisements. We show some typical examples in Figure 4.518

B Implement Details519

The details of the models, including their parameter sizes and download links, are summarized in520

Table 6.521

In our setup, we fine-tuned the model by inserting LoRA adapters (rank 8, α = 32) into all linear522

layers, using micro-batches of size 1 with gradient accumulation over 16 steps to emulate a larger523

effective batch. Optimization was handled by AdamW (β1 = 0.9, β2 = 0.95, ϵ = 1 × 10−8) at a524

learning rate of 1 × 10−4 with a weight decay of 0.1, guided by a cosine scheduler (no warmup)525

across three epochs. Inputs were truncated to 4096 tokens using the delete strategy, and bfloat16526

mixed precision was enabled to improve speed and reduce memory usage.527
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The image has the name of the online 
shop and the name of the product

The comments has the name of the 
online shop

Brand name

Comments lead to a private message 
with a link to the product

Brand nameI send you the link of 
product in private 

message

Comments convey product names 
and shop names in a complex form

Image Flip

The brand and shop name
is in image but the image

is flipped

shop name

Product description in image and
comment shows where to get link

Join the group to get link

Add special characters to comments

shop name

A clear reference to the product in 
the text

Brand
and

product
name

Products’ links are in flipped imageProducts name in image

Brand name

Special symbols

🔗means link
🍑means Taobao
(online shop platform)

Figure 4: Typical Examples of Covert Advertisements

C Prompt Template528

Zero-shot Prompt

Your task is to determine whether a social media post contains advertising content. The
input may include tweets, images, and comments. If the input contains persuasive content
encouraging shopping, output ’1’ to indicate the presence of an advertisement. If the input is
just general life-sharing content or unrelated to products, output ’0’. Please output only ’1’ or
’0’ without any additional text.

529
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Table 6: Open-source and proprietary MLLMs with parameter counts and links.
Model Parameters Link
Deepseek-vl2-small [32] 16B Model_Link
InternVL2.5-8B [33] 8B Model_Link
LLaVA-NeXT-8B-hf [22] 8B Model_Link
Qwen2.5-VL-7B-Instruct [23] 7B Model_Link
Deepseek-V3 [21] 671B Model_Link
Llama-4-Maverick [34] 400B Model_Link
Qwen2.5-Max [35] - Model_Link
GLM-4-Flash-250414 [36] - Model_Link
GLM-4-Plus [36] - Model_Link
Gpt-4o-2024-08-06 [20] - Model_Link
Gpt-4o-mini-2024-07-18 [20] - Model_Link
Gemini-2.0-flash [37] - Model_Link
QvQ-Max [38] - Model_Link
Step-R1-V-Mini [39] - Model_Link
Gemini 2.5 Pro [24] - Model_Link

Few-shot Prompt

Your task is to determine whether a social media post contains advertising content. The
input may include tweets, images, and comments. If the input contains persuasive content
encouraging shopping, output ’1’ to indicate the presence of an advertisement. If the input is
just general life-sharing content or unrelated to products, output ’0’. Please output only ’1’ or
’0’ without any additional text.

[A Selected Convert Advertisement Example]

[A Selected Non-Convert Advertisement Example]
530

D Can more detailed prompts lead to better detection performance?531

Because the experiments in Section 4.2 show that, in both zero-shot and in-context learning settings,532

MLLMs do not follow the same criteria as humans when identifying covert advertisements, we533

attempted to provide more detailed evaluation standards directly in the prompt. However, as shown in534

Table 7, this did not help align with fine-grained human standards, and these more detailed prompts535

performed worse.536

We use the templates as follows:537
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Detailed Zero-shot Prompt

Your task is to determine whether the social media tweets contain advertising content. The
input may include tweets, pictures, and comments. If the input contains content that persuades
people to buy, the output is ’1’, which means it contains advertising. If the input is just general
life sharing content or other content not related to the product, the output is ’0’. Please only
output ’1’/’0’, and do not output other content.

Here are some guidelines: 1. Clear evidence of promotion: Hidden ads often contain obvious
signs of promotion, such as providing direct purchase links or product purchase instructions.
To make the ads more hidden, promotional links are sometimes embedded in pictures or
comments, or users are redirected to private chat groups for sales. In contrast, non-advertising
content focuses mainly on sharing personal experiences, so it may only casually mention
product or store names, and the content usually lacks enough information for users to
complete the purchase. 2. Post language style: Hidden ads often use clickbait-style titles
and sales pitches. Such articles often have a strong promotional tone and use exaggerated
language to emphasize the advantages of the product, which runs counter to the natural style
of daily communication. In contrast, non-advertising content is usually more casual in tone
and focuses on sharing personal experiences rather than promoting products. It may also
mention product shortcomings. 3. Post text and image structure: Hidden ads often focus text
and images on a single specific product or closely related products of the same brand. In
contrast, non-promotional lifestyle sharing posts often involve multiple different brands in
the same category, some of which may even be competitors, or the author does not explicitly
recommend any specific brand.

538

Detailed Few-shot Prompt

Your task is to determine whether the social media tweets contain advertising content. The
input may include tweets, pictures, and comments. If the input contains content that persuades
people to buy, the output is ’1’, which means it contains advertising. If the input is just general
life sharing content or other content not related to the product, the output is ’0’. Please only
output ’1’/’0’, and do not output other content.

Here are some guidelines: 1. Clear evidence of promotion: Hidden ads often contain obvious
signs of promotion, such as providing direct purchase links or product purchase instructions.
To make the ads more hidden, promotional links are sometimes embedded in pictures or
comments, or users are redirected to private chat groups for sales. In contrast, non-advertising
content focuses mainly on sharing personal experiences, so it may only casually mention
product or store names, and the content usually lacks enough information for users to
complete the purchase. 2. Post language style: Hidden ads often use clickbait-style titles
and sales pitches. Such articles often have a strong promotional tone and use exaggerated
language to emphasize the advantages of the product, which runs counter to the natural style
of daily communication. In contrast, non-advertising content is usually more casual in tone
and focuses on sharing personal experiences rather than promoting products. It may also
mention product shortcomings. 3. Post text and image structure: Hidden ads often focus text
and images on a single specific product or closely related products of the same brand. In
contrast, non-promotional lifestyle sharing posts often involve multiple different brands in
the same category, some of which may even be competitors, or the author does not explicitly
recommend any specific brand.

[A Selected Convert Advertisement Example]

[A Selected Non-Convert Advertisement Example]
539
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Table 7: Evaluation metrics under top performance models and different prompt settings. Compared
to the prompts used in the main content (Normal Prompt), we found that using prompts with more
detailed evaluation criteria information did not help align with fine-grained human standards; These
more detailed prompts performed worse.

Model Prompt Type Precision Recall F1-score AUC-ROC

GPT-4o (ZS) Detailed Prompt 0.482 0.672 0.562 0.786
Normal Prompt 0.464 0.836 0.596 0.851

DeepSeek-VL3 (ICL) Detailed Prompt 0.565 0.574 0.569 0.756
Normal Prompt 0.578 0.607 0.592 0.772

Figure 5: Screenshot of The Annotation System

E Demos of CHASM540

E.1 Screenshot of The Annotation System541

Figure 5 shows the annotation interface designed for labeling social media posts. Title, Description,542

and Comments fields on the left, displaying the textual content of the post. A preview of associated543

images in the center, A labeling section on the right, where annotators can choose from three options:544

Product Unrelated, Product Related But Non-Advertisement, and Covert Advertisement.545

E.2 Examples of Anonymization546

E.2.1 Examples of Text Anonymization547

In the examples, we masked detailed information such as detailed addresses or the website.548
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Figure 6: Example of the image anonymization

Example 1

Chinese Text: <详细地址>的某华公寓，后面就是工业园，超级吵白天晚上都吵

Translate: The Mouhua Apartment at <detailed address> is right next to an industrial park.
It’s extremely noisy both during the day and at night.

549

Example 2

Chinese Text:虽然，但是文件要自己命名和管理才知道是什么，在哪里。ai代理的话
我怎么找到呢? <网址>

Translate: Although... the files need to be named and organized manually, so I know what
they are and where they are. If it’s handled by an AI agent, how would I be able to find them?
<website>

550

E.2.2 Examples of Image Anonymization551

As shown in Figure 6, we anonymized the images, primarily by masking faces, to further protect552

privacy.553

F Distribution of the Dataset554

This section illustrates how normal posts and covert advertisements differ in their distributions over555

five key features, shown in Figure 7. The five key feature dimensions are Number of Images, Post556

Text Length, Number of Comments, Average Comment Length, and Number of Tags. Blue bars557

represent the count distribution of normal posts (left y-axis). Red bars represent the count distribution558

of covert advertisement posts. Blue lines indicate the density of normal posts across the feature values559

(right y-axis). Red lines indicate the normalized ratio of covert ads across the feature values.560

Although there are some distributional differences between the two, for example, covert advertise-561

ments tend to have slightly shorter text lengths than normal posts, these statistical features are overall562

quite similar and are insufficient on their own to reliably distinguish covert advertisements from563

normal posts.564
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Figure 7: Feature Distributions of Normal Posts and Covert Advertisements

G Examples of the Error Types565

In this chapter, we discuss concrete examples of the four common error types listed in Section G, as566

illustrated in Figure 8.567

The first common issue is failing to detect hidden clues in the comments or images. As shown in568

the top row of Figure 8, the left subfigure contains a large highlighted area (red box) showing a569

specific branded product along with its price, which indicates a clear promotional intent. In the right570

subfigure, the red box highlights a comment asking users to send a private message, a common tactic571

used to evade platform review while promoting products.572
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The second common issue is mistakenly classifying normal posts as advertisements without a factual573

basis. As shown in the middle row of Figure 8, the left subfigure features a post recommending574

a novelist. Although the language style may resemble promotional wording, the content itself is575

unrelated to any product or advertisement and should not be considered an advertisement. The right576

subfigure shows a post asking for opinions on outfit choices. While it may touch on product-related577

topics, the author’s focus is on seeking advice rather than promoting any specific item.578

The third common issue involves structural cues. For example, in the left subfigure of the bottom row579

in Figure 8, the content introduces multiple skincare products. The structure of the post is centered580

around summarizing a variety of items rather than focusing on a single one. Since these products are581

competing within a narrow category, it is less likely that the post serves as an advertisement.582

The fourth issue relates to linguistic style cues. For example, in the right subfigure of the bottom row583

in Figure 8, the post introduces a certain medication. The writing style resembles personal lifestyle584

sharing, and a significant portion of the text is dedicated to discussing its drawbacks. Therefore, it585

should be classified as normal sharing content rather than an advertisement.586

H Limitation587

Our research is limited to the Chinese internet platform RedNote. Although it is one of the most588

influential commodity-sharing-centered social media platforms in the world, we still advocate for589

extending covert advertisement detection to a broader range of domains. In China, the discussion590

could also include other social media platforms such as Douyin5 and Weibo6. At the same time, we591

believe that covert advertisement detection can be expanded to support multiple languages, serving592

people worldwide. Due to limitations in human resources, we did not construct a larger and more593

comprehensive dataset. We encourage future work to build datasets that are both larger in scale594

and broader in coverage. For constraints in data availability, our dataset does not incorporate more595

comprehensive user behavior information, which we believe could play an important role in improving596

covert advertisement detection. We have elaborated on this limitation in Section 5.2. In addition, we597

hope our dataset can serve as a foundation for the research community to develop more innovative598

methodologies for covert advertisement detection.599

I Broader impacts600

Our work has the potential to generate a positive social impact. Covert advertisement is a deceptive601

practice that seeks to gain unfair competitive advantages and is explicitly prohibited by advertising602

laws in multiple regions, including China and the United States. By enabling the automatic detection603

of covert advertisements, we believe our approach can help platforms foster a fairer and more604

trustworthy social media environment.605

The project may also have negative impacts, such as the risk of mistakenly classifying legitimate606

posts as advertisements, which could lead to an unsatisfactory user experience. However, nearly607

all quality-control ML models face this kind of issue, so the negative impact is neither significant608

nor unique to our model. We advocate for a cautious approach in the application of automatic609

advertisement detection by platform administrators. For instance, any punitive actions against users610

should involve human review, and platforms should provide clear channels for user feedback and611

explanation to ensure that the normal user experience is not adversely affected.612

5https://www.douyin.com/
6https://weibo.com/
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Figure 8: Examples of Six Different Error Types
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NeurIPS Paper Checklist613

1. Claims614

Question: Do the main claims made in the abstract and introduction accurately reflect the615

paper’s contributions and scope?616

Answer: [Yes]617

Justification: The abstract and introduction clearly state the main claims and contributions,618

which align with the theoretical and experimental results. Assumptions and limitations are619

appropriately acknowledged, and the scope is accurately reflected.620

Guidelines:621

• The answer NA means that the abstract and introduction do not include the claims622

made in the paper.623

• The abstract and/or introduction should clearly state the claims made, including the624

contributions made in the paper and important assumptions and limitations. A No or625

NA answer to this question will not be perceived well by the reviewers.626

• The claims made should match theoretical and experimental results, and reflect how627

much the results can be expected to generalize to other settings.628

• It is fine to include aspirational goals as motivation as long as it is clear that these goals629

are not attained by the paper.630

2. Limitations631

Question: Does the paper discuss the limitations of the work performed by the authors?632

Answer: [Yes]633

Justification: We have discussed the limitations in Appendix H.634

Guidelines:635

• The answer NA means that the paper has no limitation while the answer No means that636

the paper has limitations, but those are not discussed in the paper.637

• The authors are encouraged to create a separate "Limitations" section in their paper.638

• The paper should point out any strong assumptions and how robust the results are to639

violations of these assumptions (e.g., independence assumptions, noiseless settings,640

model well-specification, asymptotic approximations only holding locally). The authors641

should reflect on how these assumptions might be violated in practice and what the642

implications would be.643

• The authors should reflect on the scope of the claims made, e.g., if the approach was644

only tested on a few datasets or with a few runs. In general, empirical results often645

depend on implicit assumptions, which should be articulated.646

• The authors should reflect on the factors that influence the performance of the approach.647

For example, a facial recognition algorithm may perform poorly when image resolution648

is low or images are taken in low lighting. Or a speech-to-text system might not be649

used reliably to provide closed captions for online lectures because it fails to handle650

technical jargon.651

• The authors should discuss the computational efficiency of the proposed algorithms652

and how they scale with dataset size.653

• If applicable, the authors should discuss possible limitations of their approach to654

address problems of privacy and fairness.655

• While the authors might fear that complete honesty about limitations might be used by656

reviewers as grounds for rejection, a worse outcome might be that reviewers discover657

limitations that aren’t acknowledged in the paper. The authors should use their best658

judgment and recognize that individual actions in favor of transparency play an impor-659

tant role in developing norms that preserve the integrity of the community. Reviewers660

will be specifically instructed to not penalize honesty concerning limitations.661

3. Theory assumptions and proofs662

Question: For each theoretical result, does the paper provide the full set of assumptions and663

a complete (and correct) proof?664

Answer: [NA]665

Justification: This work does not involve a set of assumptions and corresponding proof.666

Guidelines:667

• The answer NA means that the paper does not include theoretical results.668

• All the theorems, formulas, and proofs in the paper should be numbered and cross-669

referenced.670
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• All assumptions should be clearly stated or referenced in the statement of any theorems.671

• The proofs can either appear in the main paper or the supplemental material, but if672

they appear in the supplemental material, the authors are encouraged to provide a short673

proof sketch to provide intuition.674

• Inversely, any informal proof provided in the core of the paper should be complemented675

by formal proofs provided in appendix or supplemental material.676

• Theorems and Lemmas that the proof relies upon should be properly referenced.677

4. Experimental result reproducibility678

Question: Does the paper fully disclose all the information needed to reproduce the main ex-679

perimental results of the paper to the extent that it affects the main claims and/or conclusions680

of the paper (regardless of whether the code and data are provided or not)?681

Answer: [Yes]682

Justification: We will release all the code, datasets, prompts and other environment settings683

we used in our paper. We have put all the details in the main content and Appendix B and684

Appendix C.685

Guidelines:686

• The answer NA means that the paper does not include experiments.687

• If the paper includes experiments, a No answer to this question will not be perceived688

well by the reviewers: Making the paper reproducible is important, regardless of689

whether the code and data are provided or not.690

• If the contribution is a dataset and/or model, the authors should describe the steps taken691

to make their results reproducible or verifiable.692

• Depending on the contribution, reproducibility can be accomplished in various ways.693

For example, if the contribution is a novel architecture, describing the architecture fully694

might suffice, or if the contribution is a specific model and empirical evaluation, it may695

be necessary to either make it possible for others to replicate the model with the same696

dataset, or provide access to the model. In general. releasing code and data is often697

one good way to accomplish this, but reproducibility can also be provided via detailed698

instructions for how to replicate the results, access to a hosted model (e.g., in the case699

of a large language model), releasing of a model checkpoint, or other means that are700

appropriate to the research performed.701

• While NeurIPS does not require releasing code, the conference does require all submis-702

sions to provide some reasonable avenue for reproducibility, which may depend on the703

nature of the contribution. For example704

(a) If the contribution is primarily a new algorithm, the paper should make it clear how705

to reproduce that algorithm.706

(b) If the contribution is primarily a new model architecture, the paper should describe707

the architecture clearly and fully.708

(c) If the contribution is a new model (e.g., a large language model), then there should709

either be a way to access this model for reproducing the results or a way to reproduce710

the model (e.g., with an open-source dataset or instructions for how to construct711

the dataset).712

(d) We recognize that reproducibility may be tricky in some cases, in which case713

authors are welcome to describe the particular way they provide for reproducibility.714

In the case of closed-source models, it may be that access to the model is limited in715

some way (e.g., to registered users), but it should be possible for other researchers716

to have some path to reproducing or verifying the results.717

5. Open access to data and code718

Question: Does the paper provide open access to the data and code, with sufficient instruc-719

tions to faithfully reproduce the main experimental results, as described in supplemental720

material?721

Answer: [Yes]722

Justification: We provide the code and data with a Hugging Face Dataset Link and GitHub723

repository in introduction.724

Guidelines:725

• The answer NA means that paper does not include experiments requiring code.726

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/727

public/guides/CodeSubmissionPolicy) for more details.728
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• While we encourage the release of code and data, we understand that this might not be729

possible, so ‘Ă‘IJNo‘Ă‘İ is an acceptable answer. Papers cannot be rejected simply for730

not including code, unless this is central to the contribution (e.g., for a new open-source731

benchmark).732

• The instructions should contain the exact command and environment needed to run to733

reproduce the results. See the NeurIPS code and data submission guidelines (https:734

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.735

• The authors should provide instructions on data access and preparation, including how736

to access the raw data, preprocessed data, intermediate data, and generated data, etc.737

• The authors should provide scripts to reproduce all experimental results for the new738

proposed method and baselines. If only a subset of experiments are reproducible, they739

should state which ones are omitted from the script and why.740

• At submission time, to preserve anonymity, the authors should release anonymized741

versions (if applicable).742

• Providing as much information as possible in supplemental material (appended to the743

paper) is recommended, but including URLs to data and code is permitted.744

6. Experimental setting/details745

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-746

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the747

results?748

Answer: [Yes]749

Justification: We have listed all the detailed settings of the test details on hyperparameters,750

optimizer in the Appendix B and code.751
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• The answer NA means that the paper does not include experiments.753

• The experimental setting should be presented in the core of the paper to a level of detail754

that is necessary to appreciate the results and make sense of them.755

• The full details can be provided either with the code, in appendix, or as supplemental756

material.757

7. Experiment statistical significance758

Question: Does the paper report error bars suitably and correctly defined or other appropriate759

information about the statistical significance of the experiments?760

Answer: [Yes]761

Justification: Experiments showed statistical significance tests to support the claims that762

fine-tuning on our dataset could surpass their zero-shot performance.763

Guidelines:764

• The answer NA means that the paper does not include experiments.765

• The authors should answer "Yes" if the results are accompanied by error bars, confi-766

dence intervals, or statistical significance tests, at least for the experiments that support767

the main claims of the paper.768

• The factors of variability that the error bars are capturing should be clearly stated (for769

example, train/test split, initialization, random drawing of some parameter, or overall770

run with given experimental conditions).771

• The method for calculating the error bars should be explained (closed form formula,772

call to a library function, bootstrap, etc.)773

• The assumptions made should be given (e.g., Normally distributed errors).774

• It should be clear whether the error bar is the standard deviation or the standard error775

of the mean.776

• It is OK to report 1-sigma error bars, but one should state it. The authors should777

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis778

of Normality of errors is not verified.779

• For asymmetric distributions, the authors should be careful not to show in tables or780

figures symmetric error bars that would yield results that are out of range (e.g. negative781

error rates).782

• If error bars are reported in tables or plots, The authors should explain in the text how783

they were calculated and reference the corresponding figures or tables in the text.784
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Question: For each experiment, does the paper provide sufficient information on the com-786

puter resources (type of compute workers, memory, time of execution) needed to reproduce787

the experiments?788

Answer: [Yes]789

Justification: We put the detailed information on the computer resources in Appendix B.790

Guidelines:791

• The answer NA means that the paper does not include experiments.792

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,793

or cloud provider, including relevant memory and storage.794

• The paper should provide the amount of compute required for each of the individual795

experimental runs as well as estimate the total compute.796

• The paper should disclose whether the full research project required more compute797

than the experiments reported in the paper (e.g., preliminary or failed experiments that798

didn’t make it into the paper).799

9. Code of ethics800

Question: Does the research conducted in the paper conform, in every respect, with the801

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?802

Answer: [Yes]803

Justification: The wages for our data annotation work exceeded the local minimum wage.804

The content and scope of the collected dataset strictly adhered to the platform‘Ă‘Źs terms of805

use, and additional anonymization was applied to further protect user privacy.806

Guidelines:807

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.808

• If the authors answer No, they should explain the special circumstances that require a809

deviation from the Code of Ethics.810

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-811

eration due to laws or regulations in their jurisdiction).812

10. Broader impacts813

Question: Does the paper discuss both potential positive societal impacts and negative814

societal impacts of the work performed?815

Answer: [Yes]816

Justification: We have discussed the societal impacts in Appendix I.817

Guidelines:818

• The answer NA means that there is no societal impact of the work performed.819

• If the authors answer NA or No, they should explain why their work has no societal820

impact or why the paper does not address societal impact.821

• Examples of negative societal impacts include potential malicious or unintended uses822

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations823

(e.g., deployment of technologies that could make decisions that unfairly impact specific824

groups), privacy considerations, and security considerations.825

• The conference expects that many papers will be foundational research and not tied826

to particular applications, let alone deployments. However, if there is a direct path to827

any negative applications, the authors should point it out. For example, it is legitimate828

to point out that an improvement in the quality of generative models could be used to829

generate deepfakes for disinformation. On the other hand, it is not needed to point out830

that a generic algorithm for optimizing neural networks could enable people to train831

models that generate Deepfakes faster.832

• The authors should consider possible harms that could arise when the technology is833

being used as intended and functioning correctly, harms that could arise when the834

technology is being used as intended but gives incorrect results, and harms following835

from (intentional or unintentional) misuse of the technology.836

• If there are negative societal impacts, the authors could also discuss possible mitigation837

strategies (e.g., gated release of models, providing defenses in addition to attacks,838

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from839

feedback over time, improving the efficiency and accessibility of ML).840

11. Safeguards841

Question: Does the paper describe safeguards that have been put in place for responsible842

release of data or models that have a high risk for misuse (e.g., pretrained language models,843

image generators, or scraped datasets)?844
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Answer: [Yes]845

Justification: We release our models and dataset under restricted licenses and access terms.846

All released checkpoints are accompanied by usage agreements, and unsafe examples are847

filtered or annotated.848

Guidelines:849

• The answer NA means that the paper poses no such risks.850

• Released models that have a high risk for misuse or dual-use should be released with851

necessary safeguards to allow for controlled use of the model, for example by requiring852

that users adhere to usage guidelines or restrictions to access the model or implementing853

safety filters.854

• Datasets that have been scraped from the Internet could pose safety risks. The authors855

should describe how they avoided releasing unsafe images.856

• We recognize that providing effective safeguards is challenging, and many papers do857

not require this, but we encourage authors to take this into account and make a best858

faith effort.859

12. Licenses for existing assets860

Question: Are the creators or original owners of assets (e.g., code, data, models), used in861

the paper, properly credited and are the license and terms of use explicitly mentioned and862

properly respected?863

Answer: [Yes]864

Justification: All reused datasets and models are properly cited in the main paper and865

supplementary. We explicitly list versions and sources (URLs) for each reused asset.866

Guidelines:867

• The answer NA means that the paper does not use existing assets.868

• The authors should cite the original paper that produced the code package or dataset.869

• The authors should state which version of the asset is used and, if possible, include a870

URL.871

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.872

• For scraped data from a particular source (e.g., website), the copyright and terms of873

service of that source should be provided.874

• If assets are released, the license, copyright information, and terms of use in the875

package should be provided. For popular datasets, paperswithcode.com/datasets876

has curated licenses for some datasets. Their licensing guide can help determine the877

license of a dataset.878

• For existing datasets that are re-packaged, both the original license and the license of879

the derived asset (if it has changed) should be provided.880

• If this information is not available online, the authors are encouraged to reach out to881

the asset’s creators.882

13. New assets883

Question: Are new assets introduced in the paper well documented and is the documentation884

provided alongside the assets?885

Answer: [Yes]886

Justification: The released benchmark and model checkpoints are documented with task887

definitions, collection methods, license terms, and usage limitations. Details are provided in888

the main content, appendix and supplement files.889

Guidelines:890

• The answer NA means that the paper does not release new assets.891

• Researchers should communicate the details of the dataset/code/model as part of their892

submissions via structured templates. This includes details about training, license,893

limitations, etc.894

• The paper should discuss whether and how consent was obtained from people whose895

asset is used.896

• At submission time, remember to anonymize your assets (if applicable). You can either897

create an anonymized URL or include an anonymized zip file.898

14. Crowdsourcing and research with human subjects899

Question: For crowdsourcing experiments and research with human subjects, does the paper900

include the full text of instructions given to participants and screenshots, if applicable, as901

well as details about compensation (if any)?902

Answer: [NA]903
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Justification: Although our work does not involve crowdsourcing experiments or research904

with human subjects in the conventional sense, we did employ human annotators for data905

labeling. They were paid $5 per hour, which exceeds the local minimum wage standard.906

The compensation screenshots are shown in Appendix E.907
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human subjects.910
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tion of the paper involves human subjects, then as much detail as possible should be912

included in the main paper.913

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,914

or other labor should be paid at least the minimum wage in the country of the data915
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15. Institutional review board (IRB) approvals or equivalent for research with human917

subjects918
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such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)920

approvals (or an equivalent approval/review based on the requirements of your country or921

institution) were obtained?922

Answer: [NA]923

Justification: No potential risks for human participants were involved in this research, and924

no IRB or ethics review was necessary.925
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• The answer NA means that the paper does not involve crowdsourcing nor research with927

human subjects.928

• Depending on the country in which research is conducted, IRB approval (or equivalent)929

may be required for any human subjects research. If you obtained IRB approval, you930

should clearly state this in the paper.931

• We recognize that the procedures for this may vary significantly between institutions932

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the933

guidelines for their institution.934

• For initial submissions, do not include any information that would break anonymity (if935

applicable), such as the institution conducting the review.936

16. Declaration of LLM usage937

Question: Does the paper describe the usage of LLMs if it is an important, original, or938

non-standard component of the core methods in this research?939

Answer: [Yes]940

Justification: We employ LLMs as evaluation targets and for generating adversarial prompts941

in several attack methods we evaluate. Their use is central to the attacks and defenses942

framework and is detailed in the methodology section and Appendix.943

Guidelines:944

• The answer NA means that the core method development in this research does not945

involve LLMs as any important, original, or non-standard components.946

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)947

for what should or should not be described.948

949
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