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ABSTRACT

Fine-tuning large language models (LLMs) on a mixture of diverse datasets poses
challenges due to data imbalance and heterogeneity. Existing methods often
address these issues across datasets (globally) but overlook the imbalance and
heterogeneity within individual datasets (locally), which limits their effectiveness.
We introduce Hierarchical Balancing Optimization (HBO), a novel method
that enables LLMs to autonomously adjust data allocation during fine-tuning
both across datasets (globally) and within each individual dataset (locally). HBO
employs a bilevel optimization strategy with two types of actors: a Global Actor,
which balances data sampling across different subsets of the training mixture, and
several Local Actors, which optimizes data usage within each subset based on
difficulty levels. These actors are guided by reward functions derived from the
LLM’s training state, which measure learning progress and relative performance
improvement. We evaluate HBO on three LLM backbones across nine diverse
tasks in multilingual and multitask setups. Results show that HBO consistently
outperforms existing baselines, achieving significant accuracy gains. Our in-depth
analysis further demonstrates that both the global actor and local actors of HBO
effectively adjust data usage during fine-tuning. HBO provides a comprehensive
solution to the challenges of data imbalance and heterogeneity in LLM fine-tuning,
enabling more effective training across diverse datasets.

1 INTRODUCTION

Large language models (LLMs) have demonstrated remarkable capabilities in understanding, rea-
soning, and generating answers across diverse tasks (Reid et al., [2024} DeepSeek-Al et al., 2025;
OpenAl, 2024ac). One of the key factors contributing to the success of LLMs is the dataset mixture
used during their fine-tuning process (Taori et al., [2023} |Yang et al., 2024b; Muennighoff et al.| [2023}
Chung et al.||2024a)). These dataset mixtures typically encompass a diverse range of tasks, domains,
and languages, ensuring that the models can perform well across a wide variety of applications (Yang
et al.,[2024a; Dubey et al., [2024} [Team et al., 2025; | Martins et al., 2024; |/Aryabumi et al., [2024)).

A critical challenge in fine-tuning LLMs is managing data imbalance and heterogeneity, which arise
from the diverse nature of tasks and datasets used for fine-tuning. Data imbalance refers to the uneven
distribution of examples across different tasks, domains, or languages (Liu et al.,|2020; Kamalov &
Denisov, 2020} |[Pouyanfar et al.l [2018; Wang et al.| 2019), while data heterogeneity encompasses
variations in the characteristics of the data, such as quality and difficulty (Liu et al., 2024; Hendrycks
et al.| [2021b; |Li et al.| [2024b; |Albalak et al.,[2023). Addressing these factors is crucial for achieving
optimal performance, as imbalanced or heterogeneous data can lead to overfitting on certain tasks
and underperformance on others (Zhao et al.| 2023} |Li et al., |2024b). Recent research highlights the
importance of strategically balancing data from various sources to mitigate these issues (Wei et al.,
2021} Iyer et al., 2022; [Wu et al., |2024b). However, existing methods often assume that datasets
are internally balanced and homogeneous, which may not hold true in practice, as the examples
from the same sources may also exhibit different characteristics (Schwartz & Stanovsky, 2022}
He & Garcia, [2009). This limitation underscores the need for more effective strategies that can
manage imbalance and heterogeneity both globally (across datasets) and locally (within datasets).
Developing such strategies is challenging, as finding the optimal allocation of data usage across these
dimensions requires substantial efforts and resources. This raises a natural research question: Can
LLMs determine optimal data usage strategies by themselves to address imbalance and heterogeneity?
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To address this research question, we propose a novel framework, Hierarchical Balancing Opti-
mization (HBO), that enables LLMs to autonomously adjust their data allocation both globally and
locally based on their current training state. Our method employs a bilevel optimization framework
(Colson et al.l 2007), where the outer problem minimizes the objective function of training the LLM
over a mixture of training datasets, and the inner problem adjusts the sampling probabilities both
globally (across datasets) and locally (within datasets). To achieve this optimization, we introduce
two types of actors: Global Actor and Local Actor. The global actor is responsible for balancing
data allocation across the subsets of the training data mixture, while the local actor for each individual
subset optimizes data usage within the subset. Specifically, we categorize the examples in each subset
into four groups based on their difficulty levels. To guide the global and local actors, we define two
reward functions based on the training state of the LLM. The global reward is computed as the Lo
norm of the gradients, which reflects the current learning progress of the model. The local reward is
defined as the ratio of the perplexities given by the fine-tuned LLM and the original LLM, capturing
the relative improvement in model performance on specific groups. By integrating these components,
our HBO framework effectively optimizes the training process of LLMs.

To validate the effectiveness of HBO, we conduct extensive experiments using three model backbones:
Llama-3.1-8B, Qwen2.5-7B, and EuroLLM-9B. These experiments span two setups, covering a total
of nine tasks: a Multilingual setting (MMMLU, XCOPA, XStoryCloze, XNLI, and MGSM) and a Multitask
setting (MMLU, MultiFin-EN, GSM8K, and MedMCQA). Our results demonstrate that HBO consistently
outperforms existing sampling strategies, achieving substantial improvements in model performance.

Our contributions in this work can be summarized as follows:

* We propose HBO, a novel hierarchical dynamic data sampling method that enables LLMs to
autonomously address data imbalance and heterogeneity during fine-tuning. By leveraging a
bilevel optimization framework with two types of actors, HBO dynamically adjusts sampling
probabilities both globally and locally (see [Section 3).

* We demonstrate the broad applicability and effectiveness of HBO across multiple LLM
backbones and tasks. Through extensive experiments with three model backbones over
nine diverse tasks, HBO consistently outperforms existing sampling strategies, achieving
substantial accuracy improvements. Visualizations of the sampling probabilities reveal that
HBO dynamically adjusts these probabilities in a fascinating cyclical pattern, highlighting
its ability to adaptively focus on areas that enhance model learning (see[Section 4.2)).

* We conduct extensive analyses to investigate the contributions of the global and local actors,
the robustness of HBO to varying sampling priors, the impact of data volume, and more.
Additionally, we highlight the critical role of incorporating easy examples, which are often
discarded during fine-tuning, in boosting model performance (see[Section ).

2 RELATED WORK

Fine-Tuning with Multi-Datasets Recent advances in LLMs have shown that utilizing diverse
datasets for both pre-training and fine-tuning is crucial for developing robust, generalized models
(Team et al., 2024} |Anthropic, |2024} |OpenAll [2024bic)). Multi-task learning, which fine-tunes models
on multiple tasks or languages simultaneously, leverages shared knowledge and improves overall
performance (Crawshaw, [2020; [Zhang et al., 2022 [Le Scao et al., |2023; |Aryabumi et al.| [2024).
Despite these successes, critical challenges remain, particularly in balancing diverse task objectives
(Chen et al., [2018; Kendall et al., 2018} | Yu et al., 2020; Wang et al., 2020c}; |Khalifa et al.,2024) and
enhancing cross-lingual transferability (Kew et al., 2024} Chen et al., [2024} |Shaham et al., 2024).

Data Balancing Recent studies emphasize strategies to ensure that training datasets are not only
diverse but also reflective of various domain-specific characteristics (Wei et al., 2021} [Tyer et al.| 2022}
Chung et al., [2024b; |Liu et al., [2020; | Kamalov & Denisov}, |2020). Prior static balancing approaches
apply fixed sampling probabilities throughout training (Arivazhagan et al., 2019; |Conneau et al.,
2020). In contrast, dynamic balancing methods adapt these probabilities over time (Wang et al.,
2020b; [Wu et al., 2021} [Zhu et al.| 2024; 'Wang et al., [2019), often by incorporating another scorer
network, to more effectively manage the evolving learning process (Wang et al., |2020bza); [Wu et al.,
202432). However, most of these methods primarily address differences between datasets (global
balancing) while often neglecting the internal diversity found within a single dataset (local balancing).
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Figure 1: The bilevel optimization framework of HBO. Global Actor and Local Actors jointly
adjust data sampling probabilities both globally (across datasets) and locally (within datasets) to
optimize the LLM parameters. Based on the LLM’s training state, the global reward and the local
reward are computed to guide the optimization of the global and local actors, respectively.

Ours Our work introduces HBO that addresses data imbalances and heterogeneity at both global
and local levels. Unlike prior methods that focus solely on global balancing (Wang et al.,|2020b; Wu
et al., [2024a)), our approach simultaneously optimizes sampling across datasets and within individual
datasets, ensuring more effective utilization of heterogeneous training data.

3 METHODOLOGY

3.1 PRELIMINARIES

Supervised Fine-Tuning Supervised fine-tuning (SFT) is a process that enables LLMs to follow
and respond to human instructions. During SFT, an LLM with parameters @ is trained on instruction-
response pairs to improve its ability to generate helpful, accurate responses to user queries. For a
single training dataset with M, examples D! = {(=y, yk)}kM:ll, xy, is the instruction (input prompt),
and yy, is the desired response, the SFT objective minimizes the negative log-likelihood:
My
Ly(D'0) = = log p(ykla;0) 0]
k=1
In practical applications, LLMs are often fine-tuned on multiple diverse datasets D = {D'} |

where each dataset D' = {(z},y%)}2", contains M; examples. In this multi-dataset setting, the
naive approach combines the losses across all datasets:

N
— Z L,(D;0) 2
=1

Static Balancing When fine-tuning on multiple datasets of varying sizes, simply merging them
underrepresent ones. Static balancing addresses this issue by adjusting each dataset’s sampling
probability with a temperature parameter 7 (Arivazhagan et al.,2019;|Conneau et al.,[2020). The base

sampling probability of the i-th dataset is : ¢(i) = ZNM Y then adjusted using temperature T as:

q (Z) 1/7
N
Don—r a7
The temperature parameter 7 provides flexible control over dataset representation: 7 = 1 yields
proportional sampling based on dataset sizes (equivalent to the naive approach in[Equation 2)), while as

T approaches oo, sampling becomes increasingly uniform across datasets regardless of their original
sizes. With this temperature-adjusted sampling, the training objective becomes:

L(D;0,q;) = Eing, [Ls(D";0)] )

- (i) = 3)
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Algorithm 1: Hierarchical Balancing Optimization

Input :D = {{{(z}7,y}7) 22;1] };‘Ql X |, a training set organized into IV subsets, where each subset i

contains M; groups, and each group j holds Q,; pairs consisting of instruction z;” and their
response Y7 ; Fyioba and Ygiobat, update frequency and learning rate for 9 gioba; Flocal and Yiocals
update frequency and learning rate for 9ioca; 7, total training steps; «, learning rate for 0;

Output : The converged model ;

Initialize py,,, (N) and py,, ., (M;) using withT =1

fort =0t T do

Z; ~ Pgiopal (N)’
o~ pyi (M) B
Sample batch (z,y) ~ D"/ ;
0<—6—oa VeLl(ylz;0);
if t % Fyopa == 0 then
for: =1t N do
(z',y') ~ D"
Compute reward Rgiobal (1) for D’ as in ;
end
Pglobal < WYglobal + Zivzl Vetobal * Relobal () * Vb 108 Doy (4) 5
end
if t % Flocqs == O then
fori =1t N do
for j =11t M; do
(z',y') ~ D",
Compute reward Rioca (i, j) for D™7 as in ;
end
'd)local — ",blocal + Z;hibl Yocal * Rlocal(iy ]) . vd;kml log DPprocal (17 ]) 5
end
end
end

3.2 HIERARCHICAL BALANCING OPTIMIZATION

We introduce Hierarchical Balancing Optimization (HBO), a hierarchical dynamic data sampling
framework designed to address both global (across datasets) and local (within datasets) heterogeneity.
Our approach leverages bilevel optimization to jointly optimize the LLM parameters @ and two types
of actors: the Global Actor 9o, and the Local Actor Qﬁlocalﬂ As shown in|Figure 1| the LLM 6
and the training datasets D form the environment, while the actors 1/)global and e act as agents
that dynamically adjust sampling probabilities. The global actor 9 g.pa balances the contributions of
different datasets, ensuring fair representation across datasets of varying sizes. Meanwhile, the local
actors 1oca adjusts sampling probabilities within each dataset, accounting for internal heterogeneity.

Our framework is formulated as a bilevel optimization problem (Colson et al., 2007, where the
solution to the inner problem constrains the outer problem. In our case, the outer optimization
minimizes the objective 7 (D; @), which evaluates the LLM’s performance on the training datasets.
The inner optimization adjusts the sampling probabilities py,,, (V) and py;: (M;) based on the
LLM’s performance. This results in the following bilevel optimization formulation:

(wglobalv"plocal) = argmin j(D;o("/ngobala"plocal))y
"/)global 7¢local (5)

where a(wglobalv "plocal) = argemin Ein'pgmm' (N) Ej"‘i",l,lz‘ al (M) [’C((zi)j’ yi7j ); 0)]

This hierarchical optimization framework ensures that both global and local sampling probabilities
are dynamically adjusted to maximize the LLM’s performance, enabling more effective utilization of
heterogeneous training data.

'The 110car represents the collection of the local actors for each individual dataset and the 4}, indicates the
local actor for the ¢-th dataset.
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We present the detailed implementation of HBO in[Algorithm 1] We organize the training data into
a hierarchical structure with NV subsets, where each subset i contains M; groups. The algorithm
begins by initializing both global and local sampling distributions with temperature 7 = 1. During
each training iteration, we first sample a subset i according to the global distribution Prpona (IV ) then

select a group j based on the local distribution p i (M;). After updating the model parameters
local

0 using the sampled batch, we periodically update both actors. The global actor 9 g is updated
every Fyional steps by evaluating rewards Rgionai (¢) for each subset, while the local actors ioca are
updated every Fioca steps by computing rewards Ryoca (7, j) for each group. These updates follow a
policy gradient approach, where the gradient of the log probability is scaled by the corresponding
reward. This optimization strategy ensures that sampling probabilities at both hierarchical levels are
continuously refined to maximize model performance.

A critical issue in [Algorithm 1|is that [Equation 5|is not directly differentiable with respect to the
actors Pgiobal and Pioca. We address this using the Reinforce algorithm (Williams, 1992), a policy
gradient method that enables gradient-based optimization of non-differentiable rewards. In HBO, we
compute rewards based on the model’s performance on sampled training data, then update the policy
parameters to maximize expected rewards. The updates for giobal and Piocar take the unified form:

PP +y-R-Vylogpy(-) (6)

where 1 represents either ¥,jopal OF Wiocal, 7y 18 the learning rate (Ygiobal OF Viocal)» R is the computed
reward (Rgiobal (7) Of Riocal (4, 7)), and py (+) is the probability of selecting a particular group or subset.

Implementation Details In HBO, both the global actor 1) giopa and local actors joca are imple-
mented as 2-layer fully connected network. Each actor takes as input a feature vector representing the
corresponding sampling unit (subset or group). This lightweight architecture is sufficient because the
actors only need to model relatively simple distributions over the hierarchical training data structure.
It is important to note that these actors are used exclusively for optimizing data sampling during
the fine-tuning process, incurring about a 15% additional training overhead in total training runtime
compared with static balanced sampling. They are entirely separate from any reward models typically
employed in Reinforcement Learning with Human Feedback (RLHF). Furthermore, we employ the
SuperFiltering metric (Li et al.| 2024a)) to evenly divide each subset into four groups based on task
difficulty. Group 1 contains the easiest examples, while Group 4 contains the hardest examples.

3.3 A TALE OF TWO REWARDS

In HBO, we introduce two distinct reward functions to guide the optimization of the global and local
actors. The global reward Rglobal(z’) evaluates the performance of the LLM on a specific subset 1,
while the local reward Riocal (%, j) assesses the performance on a specific group j within subset i.
These rewards are designed to capture different aspects of model performance and are crucial for
effective sampling in heterogeneous datasets.

Global Reward Recent work demonstrates that the L, norm of the gradients decreases as the
model gradually learns (Chen et al., 2018), suggesting that the Lo norm of the gradients is an ideal
signal of learning dynamics of the LLM across various datasets. Based on this insight, given a random
batch B; = {(z’,y%)} uniformly sampled from subset i, we define our global reward Rgiobai (i) as
the Lo norm of the gradients computed on subset i:

Regiovat (%) = || Vo L(B;;8)]|2 @)

This reward mechanism prioritizes datasets with larger gradient norms, effectively allocating more
training resources to subsets where the model has more to learn. As the model becomes more
proficient on a particular subset, the corresponding gradient norm naturally decreases, causing the
global actor 4gjepal to gradually shift focus to other subsets where improvement is still needed.

Local Reward The local heterogeneity typically stems from the varying difficulty of examples
within each subset. To address this, we design a local reward mechanism that effectively prioritizes
examples based on their learning progress. Inspired by Wu et al.|(2024a), we define the local reward
Riocal (i, 7) as the ratio between the current perplexity and the initial perplexity of the model on
examples from group j within subset ¢. This ratio serves as an indicator of learning progress, where
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a higher value suggests the model has made less progress on these examples relative to its starting
point. Specifically, given a random batch B; ; = {(z;”’,y;”’ )}, sampled from group j of subset i,
Riocal (i, 7) is defined asﬂ

K
o PPL(yy; Z,0)
Rlocal(%]) - K ]; PPL(yk,.’Ek,GO)
3

7

where PPL(yy; 2y, 0) = exp Tl Z log p(Yr.1|Tk, Yr,<1;0)
=1

Here, 6 denotes the current model parameters, 8, represents the initial model parameters, |yy| is the
length of the response yi, and K is the batch size. For examples where the model improves quickly,
Riocal (1, 7) decreases, reducing their sampling probability. Conversely, examples where improvement
is lower maintain higher rewards.

4 EXPERIMENT

4.1 EXPERIMENTAL SETUP

Multitask Setup We construct our training mixture from four distinct domains: general, math,
financial, and medical. The General dataset is collected from the English part of the WildChat
(Zhao et al.,|2024)) and LMSYS-Chat-1M (Zheng et al., [2024), resulting in a total of 1,196K examples.
The Math dataset is derived from the MetaMathQA (Yu et al., |2024), containing 393K examples. The
Finance dataset is obtained from the AQ22 with 256K examples. Finally, the Medical dataset is
sourced from the UltraMedical (Zhang et al.,[2024)), comprising 409K examples. Accordingly, we
conduct zero-shot evaluations on the following testsets: MMLU (Hendrycks et al.,|2021a) for general,
GSM8K (Cobbe et al.,[2021)) for math, MultiFin-EN (Jgrgensen et al.,|2023)) for finance, and MedMCQA
(Pal et al., 2022)) for medical. Due to computational constraints, we sample 10% of total examples
from each training dataset. Task performance is evaluated using the accuracy metric given by (Gao
et al.| 2024)), and the overall performance is reported as the macro-average across all tasks (tmr)-

Multilingual Setup We fine-tune multilingual LLMs using a combination of Aya Dataset (Singh
et al.,[2024)) and WildChat (Zhao et al.,[2024), covering eight languages: English (273K), Arabic
(12K), German (6K), Spanish (15K), Hindi (1K), Russian (49K), Swahili (578), and Chinese (102K).
Zero-shot evaluations are conducted on diverse downstream tasks, including MMMLU (Hendrycks et al.|
2021al), XCOPA (Ponti et al.,[2020), XStoryCloze (Lin et al., 2021), XNLI (Conneau et al.,[2018)), and
MGSM (Shi et al.| 2022). To address computational constraints, we sample 20% of the examples from
each training dataset. Task performance is measured as macro-average accuracy across languages
(Gao et al.| 2024)). The overall performance is reported as the macro-average across all tasks ().

Model Backbones and Baselines We evaluate HBO on: Qwen2.5-7B (Yang et al.| 2024a), Llama-
3.1-8B (Dubey et al., |2024)), and EuroLLM-9B (Martins et al.,[2024)). For baselines, we compare
against: Heuristic Methods: Proportional sampling (Prop., 7 = 1), temperature sampling (Temp.,
7 = 10), and uniform sampling (Uni., 7 = 00), based on[Equation 3] Dynamic Methods: MoS (Wu
et al.| 2024a), MultiDDS (Wang et al.,|2020b), and MultiUAT (Wu et al.,[2021), which adjust dataset

distributions globally. We also introduce MoS+, which balances all vazl M; groups in the mixture
simultaneously, where M; is the number of groups in dataset :. HBO and all dynamic baselines, use

the same initial prior probability with 7 = 1 in[Equation 3| Training details appear in

4.2 MAIN RESULTS

In this section, we present the performance of HBO compared to heuristic and dynamic methods
across three LLMs on multilingual and multitask setups, as shown in We demonstrate
that HBO not only significantly outperforms a number of established baselines but also effectively
balances the data allocation during the fine-tuning process.

We omit the superscript 7, j in the notation for brevity.
*https://huggingface.co/datasets/DeividasM/financial-instruction-ag22
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Table 1: Main results given by EuroLLM-9B, Llama-3.1-8B and Qwen2.5-7B on the multilingual
and multitask settings. XSC and M.Fin are the XStoryCloze and MultiFin-EN datasets. The best
results and second-best results are highlighted.

Multilingual Multitask
pumr  MMMLU  MGSM  XCOPA  XSC  XNLI pumt  MMLU M.Fin GSM8K MedMCQA
EuroLLM-9B

Heuristic
| Prop. 48.50 4529 21.27 65.00 66.32 44.59 49.10 55.13 5348 46.70 41.09
+ Temp. 47.32 4338 19.07 6540 66.09 42.67 4843 5536 53.11 43.14 42.12
L Uni. 4749 42.64 21.13 6520 6625 4223 48.07 5538 5330 41.09 42.53
Dynamic

F MultiDDS 4734 41.76 21.87 63.90 66.81 4236 44.02 47.66 5238 3942 36.62
F MultiUAT 4735 3647 2373 65.60 67.08 43.85 47.20 49.86 5295 4473 41.26

I MoS 4779 44.05 19.40 6590 66.73 4286 4837 5329 53.66 4420 42.31
L MoS+ 48.03 44.22 2047 6470 66.45 4432  49.04 5398 54.13 4795 40.11
HBO 49.37 45.58 24.07 6590 66.82 4448 50.16 55.56 53.83 48.36 42.89
Llama-3.1-8B

Heuristic

| Prop. 46.25 40.78 18.00 62.70 64.63 45.11 46.74 51.84 51.10 43.14 40.88
+ Temp. 4478 41.97 10.33 63.50 6395 44.16 47.68 5434 5293 4291 40.55
L Uni. 4438 40.18 11.27 63.90 64.39 42.17 46.75 5298 5224 4223 3954
Dynamic

F MultiDDS 46.86 41.80 18.00 64.90 65.10 4449 4794 54.15 5297 4822 3643
F MultiUAT 46.80 4131 19.73 6290 6548 44.55 50.51 55.41 5121 5428 41.12

+ MoS 46.44 42.60 17.87 6430 6558 41.86 4941 5296 50.55 56.77 37.37
L MoS+ 46.94 41.25 17.73 64.10 6496 46.64 5094 5555 52.69 53.07 4243
HBO 48.07 44.28 20.40 63.00 65.98 46.67 52.28 56.87 52.56 5694 42.74
Qwen2.5-7B

Heuristic

+ Prop. 53.50 5320 41.60 64.90 64.57 4322  58.13 60.49 59.52 67.10 4540
+ Temp. 5420 51.10 46.20 65.50 64.85 4332 5497 6248 49.63 6247 4528
L Uni. 5390 5046 4293 6630 6492 4490 5742 61.52 53.66 68.31 46.19
Dynamic

F MultiDDS 53.82 51.84 41.80 66.70 6542 4336  59.27 64.81 59.16 6490 48.22
F MultiUAT 53.79 53.13 40.40 66.40 65.10 4391 5890 63.66 57.33 67.70 46.93

+ MoS 5399 4980 44.87 66.10 65.72 43.48 58.84 64.79 5275 70.28  47.55
L MoS+ 5426 51.53 44.80 6620 6542 4336 58.11 63.72 5337 7025 45.10
HBO 55.21 53.74 48.07 66.80 64.63 4283  60.37 65.25 59.93 70.35 4594

HBO consistently outperforms all the baselines in both multilingual and multitask setups.
Results in demonstrate that HBO consistently outperforms both heuristic and dynamic
baselines across various models and evaluation settings. In the multilingual evaluation (unp ), HBO
surpasses the best baselines by margins of +0.87, +1.13, and +0.95 on EuroLLM-9B, Llama-3.1-8B,
and Qwen2.5-7B, respectively. Similarly, in the multitask setting (umr), HBO delivers superior
performance, with gains of +1.06, +1.34, and +1.10 over the best baselines. Beyond average scores,
HBO achieves even larger performance gains on specific tasks. For example, HBO outperforms
competing baselines by substantial margins ranging from +1.68 to +4.10 in MMMLU task with the
Llama-3.1-8B backbone. These results show HBO °’s global-local balancing mechanism is crucial for
consistently achieving optimal performance across diverse tasks and languages.

HBO can effectively balance the data allocation globally and locally. We visualize the evolution
of sampling probabilities for global actor and Iocal actor in[Figure 2] At the global level, global actor
adaptively balances emphasis between languages or tasks, gradually shifting focus from high-resource
(e.g., English or General tasks) to less-represented languages and tasks throughout training (see
[Figure 2(a)|and |[Figure 2(b)). This dynamic rebalancing prevents overfitting to large datasets while
ensuring comprehensive capability development across all languages or tasks. At the local level,
local actor reveals a cyclical pattern in sampling distributions by example difficulty. As illustrated in
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Figure 2: The variation of sampling probabilities given by (a) global actor in the multilingual setup,
(b) global actor in the multitask setup, (c) local actor in the English subset, and (d) local actor in the
Math subset. The model backbone is Llama-3.1-8B.

Table 2: Ablation study of global actor and local actors given by Llama-3.1-8B in the multilingual

setting. v indicates the actor is used, while X indicates the actor is ablated. The values in red and
green indicate the gap with the results given by the full HBO.

Yaiobal  WYiocal HUML MMMLU MGSM XCOPA XStoryCloze XNLI
v v 48.07 44.28 20.40 63.00 65.98 46.67
v X 4722 1085  43.15 11.13 19.47 1093  63.30 10.30 65.04 10,94 45.14 |1.53
X v 47.46 1061  43.43 1085 19.13 127  63.10 10.10 65.22 10.76 46.44 1023
X X 46.25 |1.82  40.78 1350  18.00 (240  62.70 [0.30 64.63 135 45.11 |1.56

the English subset cycles approximately every 800 steps, where harder examples (groups
3 and 4) and easier examples (groups 1 and 2) alternately receive increased sampling probability.
This emergent curriculum learning behavior shows HBO'’s ability to autonomously adapt for effective
training dynamics. The complementary global-local optimization enables HBO to simultaneously
address dataset imbalance and heterogeneity at multiple levels, resulting in superior performance.

5 ANALYSIS

In this section, we evaluate HBO in a multilingual setting, examining actor ablation, different
difficulty groupings, various sampling priors, and training data sizes. Further analyses on model sizes,

reward functions and updating frequency are provided in

Both global actor and local actors can effectively improve performance. We conduct an ablation
study to assess the individual contributions of global actor and local actors. The results in
demonstrate that ablating local actors reduces py. by 0.85 and XNLI by 1.53, while removing global
actor lowers pyr by 0.61 and MGSM by 1.27. Removing both actors causes the largest drop (1.82 on
pmr and 3.50 on MMMLU), confirming that each type of actor offers distinct advantages and that their
combination optimally balances global and local distributions during training.

The optimal number of difficulty levels balances

granularity and effective learning. We examine Taple 3: Difficulty level granularity across
the impact of difficulty level granularity on HBO by  multilingual benchmarks with Llama-3.1-8B.

partitioning each dataset into 1, 2, 4, 8, and 16 groups. The best results are highlighted in bold.
As shown in[Table 3] four-level grouping consistently

yields the best overall performance, achieving an iy
score of 48.07. The pattern suggests that moderate

#Groups pmr. MMMLU MGSM XCOPA XSC XNLI

granularity provides an optimal balance, as too few 1 4722 43.1519.47 63.30 65.04 45.14
levels fail to capture meaningful distinctions between i j;gg 33(2)29; ;(8)% 22 88 gg g ; j‘;ég
campls e ot e fgnent e {5 1830 G 651 1

518 plexity. 16 47.87 43.92 20.33 64.00 65.60 45.48
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Table 4: Effect of different sampling priors (7) on

024 3.50 performance using Llama-3.1-8B backbone across
1.82 multilingual benchmarks. The best results are high-
o 1.08 lighted in bold.
g 0.4 0.69
[
S 064 2.18 pmL MMMLU MGSM XCOPA XSC XNLI
] 1.64
b Prop. 46.25 40.78 18.00 62.70 64.63 45.11
b= 1.75
8 081 0.25 MoS
+7 =1 46.44 42.60 17.87 64.30 65.58 41.86
101 1o0s MOS +7 = 10 47.06 42.80 18.00 64.90 65.10 44.49
' HBO +7 = 00 46.40 41.31 17.73 62.90 65.48 44.55
HBO

+7 =1 48.07 44.28 20.40 63.00 65.98 46.67
+7 = 10 47.98 44.30 20.80 63.60 65.92 45.30
+7 = 00 48.06 44.64 19.73 63.30 66.05 46.59

Figure 3: Improvements of HBO and MoS
compared to the Prop. with Llama-3.1-8B
backbone on the MMMLU testset.

HBO shows robust improvements across sampling priors. Dynamic methods are often sensitive
to the choice of prior sampling distribution (Wu et al.,[2021)). We evaluate HBO at various temperature
settings in[Table 4]and find that HBO consistently outperforms the best heuristic baseline Prop. across
all tasks, with gains of up to +1.82 in up. While the optimal prior may vary by task, HBO remains
stable and shows significantly less variance than MoS, demonstrating its robustness against changes in
the prior sampling distribution and consistent performance gains across diverse evaluation scenarios.

HBO consistently outperforms the baselines even in resource-constrained environments. We
previously use only 20% of the available training data to test our method under constrained conditions,
and now we increase data usage to 40%, 60%, 80%, and 100%. As shown in HBO
consistently achieves larger performance gains compared to MoS in every setting. Notably, when
using only 20% of the training data, HBO delivers a performance boost of 3.50 over Prop..

Easy examples matter for model perfor-
mance. To investigate the importance of
easy examples in training, we progressively
discard increasing percentages of the easi-
est training examples while maintaining the
total training compute (e.g., doubling the

Table 5: Performance comparison when progressively
discarding the easiest examples from the training
dataset with Llama-3.1-8B. The “pct.” is the percent-
age of easiest examples discarded from training set.

number of training steps when 50% of exam-

ples were discarded). Our findings in[Table 3] pet. pmni MWILU MGSM XCOPA XSC XNLT
more easy examples are discarded. Remov- 0% 48.07 44.28 20.40 63.00 65.98 46.67
ing 25% of the easiest examples causes a Hpo 2% 4741 4308 21.00 6230 65.94 44.75
noticeable drop in average performance (- 50% 47.08 41.32 22.33 62.60 65.72 43.45
0.66 on ), particularly on XNLI (-1.92). 75% 46.55 41.09 18.80 66.10 63.20 43.58

As removal reaches 75%, performance nears that of the baseline. Although easy examples are often
considered less informative (Xu et al.| [2024)), they prove crucial by diversifying the training mixture.

6 CONCLUSION

In this paper, we present Hierarchical Balancing Optimization (HBO), a novel hierarchical dynamic
data sampling method designed to tackle the critical challenges of data imbalance and heterogeneity
in fine-tuning LLMs. Leveraging a bilevel optimization framework with a Global Actor and several
Local Actors, HBO enables LLMs to autonomously adjust data sampling both across datasets
(globally) and within datasets (locally) based on their current training state. Through extensive
experiments across three LLMs and nine tasks in multilingual and multitask setups, we demonstrate
the effectiveness of HBO, achieving significant performance improvements. By autonomously
adapting LLMs’ learning strategies, HBO represents a significant advancement in addressing the
complexities of dataset mixture balancing, contributing to more effective fine-tuning of LLMs.
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ETHICS STATEMENT

This work introduces HBO, a method for fine-tuning large language models (LLMs) using hierarchical
dynamic data sampling. All experiments are conducted on publicly available datasets and open-source
model backbones, strictly adhering to their respective licenses and terms of use. No human subjects
or private data are involved. While HBO aims to improve fairness and generalization by addressing
data imbalance and heterogeneity, we acknowledge that biases present in the underlying datasets or
models may persist. We encourage responsible use of HBO, with attention to fairness, transparency,
and accountability in downstream applications.

REPRODUCIBILITY STATEMENT

We are committed to ensuring the reproducibility of our findings. Detailed descriptions of the HBO
methodology, including the bilevel optimization framework, actor architectures, reward functions,
and training procedures, are provided in[Section 3| Experimental setups, including model backbones,
dataset statistics, sampling strategies, and evaluation metrics, are thoroughly described in
and All datasets and models used are publicly available, with references and links
included. To further support reproducibility, we will release our code and scripts for data preparation
and experiments upon publication, enabling other researchers to replicate and build upon our results.

THE USE OF LARGE LANGUAGE MODELS (LLMS)

In preparing this work, we utilize large language models (LLMs) as general-purpose tools to assist
with writing polish and grammar correction. The LLMs are not involved in research ideation,
experimental design, or substantive content generation. Their role is limited to improving the clarity
and readability of the text, ensuring grammatical accuracy, and refining the presentation of our
findings. All scientific contributions, analyses, and conclusions are solely the work of the authors.

REFERENCES

Alon Albalak, Liangming Pan, Colin Raffel, and William Yang Wang. Efficient online data mixing
for language model pre-training. CoRR, abs/2312.02406, 2023. doi: 10.48550/ARXIV.2312.02406.
URL|https://doi.org/10.48550/arXiv.2312.02406.

Anthropic. Claude 3.5 sonnet. 2024. URL https://www.anthropic.com/news/,
claude-3-5-sonnet.

Naveen Arivazhagan, Ankur Bapna, Orhan Firat, Dmitry Lepikhin, Melvin Johnson, Maxim Krikun,
Mia Xu Chen, Yuan Cao, George F. Foster, Colin Cherry, Wolfgang Macherey, Zhifeng Chen,
and Yonghui Wu. Massively multilingual neural machine translation in the wild: Findings and
challenges. CoRR, abs/1907.05019, 2019. URL http://arxiv.org/abs/1907.05019.

Viraat Aryabumi, John Dang, Dwarak Talupuru, Saurabh Dash, David Cairuz, Hangyu Lin, Bharat
Venkitesh, Madeline Smith, Jon Ander Campos, Yi Chern Tan, Kelly Marchisio, Max Bartolo,
Sebastian Ruder, Acyr Locatelli, Julia Kreutzer, Nick Frosst, Aidan N. Gomez, Phil Blunsom,
Marzieh Fadaee, Ahmet Ustiin, and Sara Hooker. Aya 23: Open weight releases to further
multilingual progress. CoRR, abs/2405.15032, 2024. doi: 10.48550/ARXIV.2405.15032. URL
https://doi.org/10.48550/arXiv.2405.15032.

Pinzhen Chen, Shaoxiong Ji, Nikolay Bogoychev, Andrey Kutuzov, Barry Haddow, and Kenneth
Heafield. Monolingual or multilingual instruction tuning: Which makes a better alpaca. In Yvette
Graham and Matthew Purver (eds.), Findings of the Association for Computational Linguistics:
EACL 2024, St. Julian’s, Malta, March 17-22, 2024, pp. 1347-1356. Association for Computational
Linguistics, 2024. URL |https://aclanthology.org/2024.findings-eacl.90.

Zhao Chen, Vijay Badrinarayanan, Chen-Yu Lee, and Andrew Rabinovich. Gradnorm: Gradient
normalization for adaptive loss balancing in deep multitask networks. In International conference
on machine learning, pp. 794-803. PMLR, 2018.

10


https://doi.org/10.48550/arXiv.2312.02406
https://www.anthropic.com/news/claude-3-5-sonnet
https://www.anthropic.com/news/claude-3-5-sonnet
http://arxiv.org/abs/1907.05019
https://doi.org/10.48550/arXiv.2405.15032
https://aclanthology.org/2024.findings-eacl.90

Under review as a conference paper at ICLR 2026

Hyung Won Chung, Le Hou, Shayne Longpre, Barret Zoph, Yi Tay, William Fedus, Yunxuan Li,
Xuezhi Wang, Mostafa Dehghani, Siddhartha Brahma, Albert Webson, Shixiang Shane Gu, Zhuyun
Dai, Mirac Suzgun, Xinyun Chen, Aakanksha Chowdhery, Alex Castro-Ros, Marie Pellat, Kevin
Robinson, Dasha Valter, Sharan Narang, Gaurav Mishra, Adams Yu, Vincent Y. Zhao, Yanping
Huang, Andrew M. Dai, Hongkun Yu, Slav Petrov, Ed H. Chi, Jeff Dean, Jacob Devlin, Adam
Roberts, Denny Zhou, Quoc V. Le, and Jason Wei. Scaling instruction-finetuned language models.
J. Mach. Learn. Res., 25:70:1-70:53, 2024a. URL https://jmlr.org/papers/v25/23-0870.
htmll

Hyung Won Chung, Le Hou, Shayne Longpre, Barret Zoph, Yi Tay, William Fedus, Yunxuan Li,
Xuezhi Wang, Mostafa Dehghani, Siddhartha Brahma, et al. Scaling instruction-finetuned language
models. Journal of Machine Learning Research, 25(70):1-53, 2024b.

Karl Cobbe, Vineet Kosaraju, Mohammad Bavarian, Mark Chen, Heewoo Jun, Lukasz Kaiser,
Matthias Plappert, Jerry Tworek, Jacob Hilton, Reiichiro Nakano, Christopher Hesse, and John
Schulman. Training verifiers to solve math word problems. arXiv preprint arXiv:2110.14168,
2021.

Benoit Colson, Patrice Marcotte, and Gilles Savard. An overview of bilevel optimization. Ann.
Oper. Res., 153(1):235-256, 2007. doi: 10.1007/S10479-007-0176-2. URL https://doi.org/
10.1007/s10479-007-0176-2

Alexis Conneau, Ruty Rinott, Guillaume Lample, Adina Williams, Samuel R. Bowman, Holger
Schwenk, and Veselin Stoyanov. Xnli: Evaluating cross-lingual sentence representations. In
Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing.
Association for Computational Linguistics, 2018.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal, Vishrav Chaudhary, Guillaume Wenzek, Fran-
cisco Guzman, Edouard Grave, Myle Ott, Luke Zettlemoyer, and Veselin Stoyanov. Unsupervised
cross-lingual representation learning at scale. In Dan Jurafsky, Joyce Chai, Natalie Schluter, and
Joel Tetreault (eds.), Proceedings of the 58th Annual Meeting of the Association for Computational
Linguistics, pp. 8440-8451, Online, July 2020. Association for Computational Linguistics. doi:
10.18653/v1/2020.acl-main.747. URL https://aclanthology.org/2020.acl-main.747.

Michael Crawshaw. Multi-task learning with deep neural networks: A survey. arXiv preprint
arXiv:2009.09796, 2020.

DeepSeek-Al, Daya Guo, Dejian Yang, Haowei Zhang, Junxiao Song, Ruoyu Zhang, Runxin Xu,
Qihao Zhu, Shirong Ma, Peiyi Wang, Xiao Bi, Xiaokang Zhang, Xingkai Yu, Yu Wu, Z. F. Wu,
Zhibin Gou, Zhihong Shao, Zhuoshu Li, Ziyi Gao, Aixin Liu, Bing Xue, Bingxuan Wang, Bochao
Wu, Bei Feng, Chengda Lu, Chenggang Zhao, Chengqi Deng, Chenyu Zhang, Chong Ruan,
Damai Dai, Deli Chen, Dongjie Ji, Erhang Li, Fangyun Lin, Fucong Dai, Fuli Luo, Guangbo Hao,
Guanting Chen, Guowei Li, H. Zhang, Han Bao, Hanwei Xu, Haocheng Wang, Honghui Ding,
Huajian Xin, Huazuo Gao, Hui Qu, Hui Li, Jianzhong Guo, Jiashi Li, Jiawei Wang, Jingchang
Chen, Jingyang Yuan, Junjie Qiu, Junlong Li, J. L. Cai, Jiaqi Ni, Jian Liang, Jin Chen, Kai Dong,
Kai Hu, Kaige Gao, Kang Guan, Kexin Huang, Kuai Yu, Lean Wang, Lecong Zhang, Liang Zhao,
Litong Wang, Liyue Zhang, Lei Xu, Leyi Xia, Mingchuan Zhang, Minghua Zhang, Minghui Tang,
Meng Li, Miaojun Wang, Mingming Li, Ning Tian, Panpan Huang, Peng Zhang, Qiancheng Wang,
Qinyu Chen, Qiushi Du, Ruiqi Ge, Ruisong Zhang, Ruizhe Pan, Runji Wang, R. J. Chen, R. L. Jin,
Ruyi Chen, Shanghao Lu, Shangyan Zhou, Shanhuang Chen, Shengfeng Ye, Shiyu Wang, Shuiping
Yu, Shunfeng Zhou, Shuting Pan, and S. S. Li. Deepseek-rl: Incentivizing reasoning capability in
llms via reinforcement learning. CoRR, abs/2501.12948, 2025. doi: 10.48550/ARXIV.2501.12948.
URL https://doi.org/10.48550/arXiv.2501.12948.

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, Abhishek Kadian, Ahmad Al-Dahle, Aiesha
Letman, Akhil Mathur, Alan Schelten, Amy Yang, Angela Fan, Anirudh Goyal, Anthony Hartshorn,
Aobo Yang, Archi Mitra, Archie Sravankumar, Artem Korenev, Arthur Hinsvark, Arun Rao, Aston
Zhang, Aurélien Rodriguez, Austen Gregerson, Ava Spataru, Baptiste Roziere, Bethany Biron, Binh
Tang, Bobbie Chern, Charlotte Caucheteux, Chaya Nayak, Chloe Bi, Chris Marra, Chris McConnell,
Christian Keller, Christophe Touret, Chunyang Wu, Corinne Wong, Cristian Canton Ferrer, Cyrus
Nikolaidis, Damien Allonsius, Daniel Song, Danielle Pintz, Danny Livshits, David Esiobu, Dhruv

11


https://jmlr.org/papers/v25/23-0870.html
https://jmlr.org/papers/v25/23-0870.html
https://doi.org/10.1007/s10479-007-0176-2
https://doi.org/10.1007/s10479-007-0176-2
https://aclanthology.org/2020.acl-main.747
https://doi.org/10.48550/arXiv.2501.12948

Under review as a conference paper at ICLR 2026

Choudhary, Dhruv Mahajan, Diego Garcia-Olano, Diego Perino, Dieuwke Hupkes, Egor Lakomkin,
Ehab AlBadawy, Elina Lobanova, Emily Dinan, Eric Michael Smith, Filip Radenovic, Frank Zhang,
Gabriel Synnaeve, Gabrielle Lee, Georgia Lewis Anderson, Graeme Nail, Grégoire Mialon, Guan
Pang, Guillem Cucurell, Hailey Nguyen, Hannah Korevaar, Hu Xu, Hugo Touvron, Iliyan Zarov,
Imanol Arrieta Ibarra, Isabel M. Kloumann, Ishan Misra, Ivan Evtimov, Jade Copet, Jaewon
Lee, Jan Geffert, Jana Vranes, Jason Park, Jay Mahadeokar, Jeet Shah, Jelmer van der Linde,
Jennifer Billock, Jenny Hong, Jenya Lee, Jeremy Fu, Jianfeng Chi, Jianyu Huang, Jiawen Liu, Jie
Wang, Jiecao Yu, Joanna Bitton, Joe Spisak, Jongsoo Park, Joseph Rocca, Joshua Johnstun, Joshua
Saxe, Junteng Jia, Kalyan Vasuden Alwala, Kartikeya Upasani, Kate Plawiak, Ke Li, Kenneth
Heafield, Kevin Stone, and et al. The llama 3 herd of models. CoRR, abs/2407.21783, 2024. doi:
10.48550/ARX1V.2407.21783. URL https://doi.org/10.48550/arXiv.2407.21783.

Leo Gao, Jonathan Tow, Baber Abbasi, Stella Biderman, Sid Black, Anthony DiPofi, Charles Foster,
Laurence Golding, Jeffrey Hsu, Alain Le Noac’h, Haonan Li, Kyle McDonell, Niklas Muennighoff,
Chris Ociepa, Jason Phang, Laria Reynolds, Hailey Schoelkopf, Aviya Skowron, Lintang Sutawika,
Eric Tang, Anish Thite, Ben Wang, Kevin Wang, and Andy Zou. A framework for few-shot
language model evaluation, 07 2024. URL https://zenodo.org/records/12608602.

Haibo He and Edwardo A Garcia. Learning from imbalanced data. IEEE Transactions on knowledge
and data engineering, 21(9):1263-1284, 2009.

Dan Hendrycks, Collin Burns, Steven Basart, Andy Zou, Mantas Mazeika, Dawn Song, and Jacob
Steinhardt. Measuring massive multitask language understanding. In 9th International Conference
on Learning Representations, ICLR 2021, Virtual Event, Austria, May 3-7, 2021. OpenReview.net,
2021a. URL https://openreview.net/forum?id=d7KBjmI3GmQ.

Dan Hendrycks, Collin Burns, Saurav Kadavath, Akul Arora, Steven Basart, Eric Tang, Dawn Song,
and Jacob Steinhardt. Measuring mathematical problem solving with the MATH dataset. In
Joaquin Vanschoren and Sai-Kit Yeung (eds.), Proceedings of the Neural Information Processing
Systems Track on Datasets and Benchmarks 1, NeurIPS Datasets and Benchmarks 2021, Decem-
ber 2021, virtual, 2021b. URL https://datasets-benchmarks-proceedings.neurips.cc/
paper/2021/hash/be83ab3ecd@db773eb2dc1b@al7836al-Abstract-round2.html.

Srinivasan Iyer, Xi Victoria Lin, Ramakanth Pasunuru, Todor Mihaylov, Daniel Simig, Ping Yu,
Kurt Shuster, Tianlu Wang, Qing Liu, Punit Singh Koura, et al. Opt-iml: Scaling language model
instruction meta learning through the lens of generalization. arXiv preprint arXiv:2212.12017,
2022.

Rasmus Jgrgensen, Oliver Brandt, Mareike Hartmann, Xiang Dai, Christian Igel, and Desmond Elliott.
Multifin: A dataset for multilingual financial nlp. In Findings of the Association for Computational
Linguistics: EACL 2023, pp. 894-909, 2023.

Firuz Kamalov and Dmitry Denisov. Gamma distribution-based sampling for imbalanced data.
Knowl. Based Syst., 207:106368, 2020. doi: 10.1016/J. KNOSYS.2020.106368. URL https:
//doi.org/10.1016/j.knosys.2020.106368.

Alex Kendall, Yarin Gal, and Roberto Cipolla. Multi-task learning using uncertainty to weigh losses
for scene geometry and semantics. In Proceedings of the IEEE conference on computer vision and
pattern recognition, pp. 7482-7491, 2018.

Tannon Kew, Florian Schottmann, and Rico Sennrich. Turning english-centric 1lms into polyglots:
How much multilinguality is needed? In Yaser Al-Onaizan, Mohit Bansal, and Yun-Nung Chen
(eds.), Findings of the Association for Computational Linguistics: EMNLP 2024, Miami, Florida,
USA, November 12-16, 2024, pp. 13097-13124. Association for Computational Linguistics, 2024.
URL|https://aclanthology.org/2024.findings-emnlp.766.

Muhammad Khalifa, Yi Chern Tan, Arash Ahmadian, Tom Hosking, Honglak Lee, Lu Wang, Ahmet
Ustiin, Tom Sherborne, and Matthias Gallé. If you can’t use them, recycle them: Optimizing
merging at scale mitigates performance tradeoffs. CoRR, abs/2412.04144, 2024. doi: 10.48550/
ARXIV.2412.04144. URL |https://doi.org/10.48550/arXiv.2412.04144.

12


https://doi.org/10.48550/arXiv.2407.21783
https://zenodo.org/records/12608602
https://openreview.net/forum?id=d7KBjmI3GmQ
https://datasets-benchmarks-proceedings.neurips.cc/paper/2021/hash/be83ab3ecd0db773eb2dc1b0a17836a1-Abstract-round2.html
https://datasets-benchmarks-proceedings.neurips.cc/paper/2021/hash/be83ab3ecd0db773eb2dc1b0a17836a1-Abstract-round2.html
https://doi.org/10.1016/j.knosys.2020.106368
https://doi.org/10.1016/j.knosys.2020.106368
https://aclanthology.org/2024.findings-emnlp.766
https://doi.org/10.48550/arXiv.2412.04144

Under review as a conference paper at ICLR 2026

Teven Le Scao, Angela Fan, Christopher Akiki, Ellie Pavlick, Suzana Ili¢, Daniel Hesslow, Roman
Castagné, Alexandra Sasha Luccioni, Frangois Yvon, Matthias Gallé, et al. Bloom: A 176b-
parameter open-access multilingual language model. 2023.

Ming Li, Yong Zhang, Shwai He, Zhitao Li, Hongyu Zhao, Jianzong Wang, Ning Cheng, and
Tianyi Zhou. Superfiltering: Weak-to-strong data filtering for fast instruction-tuning. In Lun-Wei
Ku, Andre Martins, and Vivek Srikumar (eds.), Proceedings of the 62nd Annual Meeting of the
Association for Computational Linguistics (Volume 1: Long Papers), pp. 14255-14273, Bangkok,
Thailand, August 2024a. Association for Computational Linguistics. doi: 10.18653/v1/2024.
acl-long.769. URL https://aclanthology.org/2024.acl-long.769/.

Ming Li, Yong Zhang, Zhitao Li, Jiuhai Chen, Lichang Chen, Ning Cheng, Jianzong Wang, Tianyi
Zhou, and Jing Xiao. From quantity to quality: Boosting LLM performance with self-guided
data selection for instruction tuning. In Kevin Duh, Helena Gémez-Adorno, and Steven Bethard
(eds.), Proceedings of the 2024 Conference of the North American Chapter of the Association for
Computational Linguistics: Human Language Technologies (Volume 1: Long Papers), NAACL
2024, Mexico City, Mexico, June 16-21, 2024, pp. 7602—7635. Association for Computational
Linguistics, 2024b. doi: 10.18653/V1/2024 NAACL-LONG.421. URL https://doi.org/10,
18653/v1/2024 .naacl-1long.421.

Xi Victoria Lin, Todor Mihaylov, Mikel Artetxe, Tianlu Wang, Shuohui Chen, Daniel Simig, Myle Ott,
Naman Goyal, Shruti Bhosale, Jingfei Du, Ramakanth Pasunuru, Sam Shleifer, Punit Singh Koura,
Vishrav Chaudhary, Brian O’Horo, Jeff Wang, Luke Zettlemoyer, Zornitsa Kozareva, Mona T.
Diab, Veselin Stoyanov, and Xian Li. Few-shot learning with multilingual language models. CoRR,
abs/2112.10668, 2021. URL https://arxiv.org/abs/2112.10668.

Wei Liu, Weihao Zeng, Keqing He, Yong Jiang, and Junxian He. What makes good data for
alignment? A comprehensive study of automatic data selection in instruction tuning. In The
Twelfth International Conference on Learning Representations, ICLR 2024, Vienna, Austria, May
7-11, 2024. OpenReview.net, 2024. URL https://openreview.net/forum?id=BTKAeLgLMw,

Zhining Liu, Wei Cao, Zhifeng Gao, Jiang Bian, Hechang Chen, Yi Chang, and Tie-Yan Liu. Self-
paced ensemble for highly imbalanced massive data classification. In 36th IEEE International
Conference on Data Engineering, ICDE 2020, Dallas, TX, USA, April 20-24, 2020, pp. 841—
852. IEEE, 2020. doi: 10.1109/ICDE48307.2020.00078. URL https://doi.org/10.1109/
ICDE48307.2020.00078.

Pedro Henrique Martins, Patrick Fernandes, Jodo Alves, Nuno Miguel Guerreiro, Ricardo Rei,
Duarte M. Alves, José Pombal, M. Amin Farajian, Manuel Faysse, Mateusz Klimaszewski, Pierre
Colombo, Barry Haddow, José G. C. de Souza, Alexandra Birch, and André F. T. Martins. Eurollm:
Multilingual language models for europe. CoRR, abs/2409.16235, 2024. doi: 10.48550/ARXIV.
2409.16235. URL https://doi.org/10.48550/arXiv.2409.16235.

Niklas Muennighoff, Thomas Wang, Lintang Sutawika, Adam Roberts, Stella Biderman, Teven Le
Scao, M. Saiful Bari, Sheng Shen, Zheng Xin Yong, Hailey Schoelkopf, Xiangru Tang, Dragomir
Radev, Alham Fikri Aji, Khalid Almubarak, Samuel Albanie, Zaid Alyafeai, Albert Webson,
Edward Raff, and Colin Raffel. Crosslingual generalization through multitask finetuning. In
Anna Rogers, Jordan L. Boyd-Graber, and Naoaki Okazaki (eds.), Proceedings of the 61st Annual
Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), ACL 2023,
Toronto, Canada, July 9-14, 2023, pp. 15991-16111. Association for Computational Linguistics,
2023. doi: 10.18653/V1/2023.ACL-LONG.891. URL https://doi.org/10.18653/v1/2023,
acl-long.891.

OpenAl. Introducing gpt-4.1 in the api, 2024a. URL https://openai.com/index/gpt-4-1/.
OpenAl. Hello gpt-40. 2024b. URL https://openai.com/index/hello-gpt-4o0/.

OpenAl.  Learning to reason with llms. 2024c. URL https://openai.com/index/
learning-to-reason-with-11ms/.

Ankit Pal, Logesh Kumar Umapathi, and Malaikannan Sankarasubbu. Medmcqa: A large-scale
multi-subject multi-choice dataset for medical domain question answering. In Gerardo Flores,

13


https://aclanthology.org/2024.acl-long.769/
https://doi.org/10.18653/v1/2024.naacl-long.421
https://doi.org/10.18653/v1/2024.naacl-long.421
https://arxiv.org/abs/2112.10668
https://openreview.net/forum?id=BTKAeLqLMw
https://doi.org/10.1109/ICDE48307.2020.00078
https://doi.org/10.1109/ICDE48307.2020.00078
https://doi.org/10.48550/arXiv.2409.16235
https://doi.org/10.18653/v1/2023.acl-long.891
https://doi.org/10.18653/v1/2023.acl-long.891
https://openai.com/index/gpt-4-1/
https://openai.com/index/hello-gpt-4o/
https://openai.com/index/learning-to-reason-with-llms/
https://openai.com/index/learning-to-reason-with-llms/

Under review as a conference paper at ICLR 2026

George H. Chen, Tom J. Pollard, Joyce C. Ho, and Tristan Naumann (eds.), Conference on Health,
Inference, and Learning, CHIL 2022, 7-8 April 2022, Virtual Event, volume 174 of Proceedings
of Machine Learning Research, pp. 248-260. PMLR, 2022. URL https://proceedings.mlr,
press/v174/pal22a.html.

Edoardo Maria Ponti, Goran Glavas, Olga Majewska, Qianchu Liu, Ivan Vuli¢, and Anna Ko-
rhonen. Xcopa: A multilingual dataset for causal commonsense reasoning. arXiv preprint
arXiv:2005.00333, 2020.

Samira Pouyanfar, Yudong Tao, Anup Mohan, Haiman Tian, Ahmed S. Kaseb, Kent Gauen, Ryan
Dailey, Sarah Aghajanzadeh, Yung-Hsiang Lu, Shu-Ching Chen, and Mei-Ling Shyu. Dy-
namic sampling in convolutional neural networks for imbalanced data classification. In /EEE
1st Conference on Multimedia Information Processing and Retrieval, MIPR 2018, Miami, FL,
USA, April 10-12, 2018, pp. 112-117. IEEE, 2018. doi: 10.1109/MIPR.2018.00027. URL
https://doi.ieeecomputersociety.org/10.1109/MIPR.2018.00027.

Machel Reid, Nikolay Savinov, Denis Teplyashin, Dmitry Lepikhin, Timothy P. Lillicrap, Jean-
Baptiste Alayrac, Radu Soricut, Angeliki Lazaridou, Orhan Firat, Julian Schrittwieser, loannis
Antonoglou, Rohan Anil, Sebastian Borgeaud, Andrew M. Dai, Katie Millican, Ethan Dyer,
Mia Glaese, Thibault Sottiaux, Benjamin Lee, Fabio Viola, Malcolm Reynolds, Yuanzhong Xu,
James Molloy, Jilin Chen, Michael Isard, Paul Barham, Tom Hennigan, Ross Mcllroy, Melvin
Johnson, Johan Schalkwyk, Eli Collins, Eliza Rutherford, Erica Moreira, Kareem Ayoub, Megha
Goel, Clemens Meyer, Gregory Thornton, Zhen Yang, Henryk Michalewski, Zaheer Abbas,
Nathan Schucher, Ankesh Anand, Richard Ives, James Keeling, Karel Lenc, Salem Haykal,
Siamak Shakeri, Pranav Shyam, Aakanksha Chowdhery, Roman Ring, Stephen Spencer, Eren
Sezener, and et al. Gemini 1.5: Unlocking multimodal understanding across millions of tokens
of context. CoRR, abs/2403.05530, 2024. doi: 10.48550/ARXIV.2403.05530. URL https:
//doi.org/10.48550/arXiv.2403.05530.

Roy Schwartz and Gabriel Stanovsky. On the limitations of dataset balancing: The lost battle against
spurious correlations. In Marine Carpuat, Marie-Catherine de Marneffe, and Ivdn Vladimir Meza
Ruiz (eds.), Findings of the Association for Computational Linguistics: NAACL 2022, Seattle, WA,
United States, July 10-15, 2022, pp. 2182-2194. Association for Computational Linguistics, 2022.
doi: 10.18653/V1/2022.FINDINGS-NAACL.168. URL https://doi.org/10.18653/v1/2022,
findings-naacl.168.

Uri Shaham, Jonathan Herzig, Roee Aharoni, Idan Szpektor, Reut Tsarfaty, and Matan Eyal. Multi-
lingual instruction tuning with just a pinch of multilinguality. arXiv preprint arXiv:2401.01854,
2024.

Freda Shi, Mirac Suzgun, Markus Freitag, Xuezhi Wang, Suraj Srivats, Soroush Vosoughi,
Hyung Won Chung, Yi Tay, Sebastian Ruder, Denny Zhou, Dipanjan Das, and Jason Wei. Language
models are multilingual chain-of-thought reasoners, 2022.

Shivalika Singh, Freddie Vargus, Daniel D’souza, Borje Karlsson, Abinaya Mahendiran, Wei-Yin Ko,
Herumb Shandilya, Jay Patel, Deividas Mataciunas, Laura O’Mahony, Mike Zhang, Ramith Het-
tiarachchi, Joseph Wilson, Marina Machado, Luisa Souza Moura, Dominik Krzeminski, Hakimeh
Fadaei, Irem Ergiin, Ifeoma Okoh, Aisha Alaagib, Oshan Mudannayake, Zaid Alyafeai, Minh Vu
Chien, Sebastian Ruder, Surya Guthikonda, Emad A. Alghamdi, Sebastian Gehrmann, Niklas
Muennighoff, Max Bartolo, Julia Kreutzer, Ahmet Ustiin, Marzieh Fadaee, and Sara Hooker. Aya
dataset: An open-access collection for multilingual instruction tuning. In Lun-Wei Ku, Andre
Martins, and Vivek Srikumar (eds.), Proceedings of the 62nd Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Papers), ACL 2024, Bangkok, Thailand, August
11-16, 2024, pp. 11521-11567. Association for Computational Linguistics, 2024. doi: 10.18653/
V1/2024.ACL-LONG.620. URL https://doi.org/10.18653/v1/2024.acl-1long.620.

Rohan Taori, Ishaan Gulrajani, Tianyi Zhang, Yann Dubois, Xuechen Li, Carlos Guestrin, Percy
Liang, and Tatsunori B Hashimoto. Stanford alpaca: An instruction-following llama model, 2023.

Gemma Team, Thomas Mesnard, Cassidy Hardin, Robert Dadashi, Surya Bhupatiraju, Shreya Pathak,
Laurent Sifre, Morgane Riviere, Mihir Sanjay Kale, Juliette Love, et al. Gemma: Open models
based on gemini research and technology. arXiv preprint arXiv:2403.08295, 2024.

14


https://proceedings.mlr.press/v174/pal22a.html
https://proceedings.mlr.press/v174/pal22a.html
https://doi.ieeecomputersociety.org/10.1109/MIPR.2018.00027
https://doi.org/10.48550/arXiv.2403.05530
https://doi.org/10.48550/arXiv.2403.05530
https://doi.org/10.18653/v1/2022.findings-naacl.168
https://doi.org/10.18653/v1/2022.findings-naacl.168
https://doi.org/10.18653/v1/2024.acl-long.620

Under review as a conference paper at ICLR 2026

Gemma Team, Aishwarya Kamath, Johan Ferret, Shreya Pathak, Nino Vieillard, Ramona Merhej,
Sarah Perrin, Tatiana Matejovicova, Alexandre Ramé, Morgane Riviere, et al. Gemma 3 technical
report. arXiv preprint arXiv:2503.19786, 2025.

Xinyi Wang, Hieu Pham, Paul Michel, Antonios Anastasopoulos, Jaime Carbonell, and Graham
Neubig. Optimizing data usage via differentiable rewards. In International Conference on Machine
Learning, pp. 9983-9995. PMLR, 2020a.

Xinyi Wang, Yulia Tsvetkov, and Graham Neubig. Balancing training for multilingual neural machine
translation. arXiv preprint arXiv:2004.06748, 2020b.

Yiru Wang, Weihao Gan, Jie Yang, Wei Wu, and Junjie Yan. Dynamic curriculum learning for
imbalanced data classification. In 2019 IEEE/CVF International Conference on Computer Vision,
ICCV 2019, Seoul, Korea (South), October 27 - November 2, 2019, pp. 5016-5025. IEEE, 2019.
doi: 10.1109/ICCV.2019.00512. URL https://doi.org/10.1109/ICCV.2019.00512.

Zirui Wang, Yulia Tsvetkov, Orhan Firat, and Yuan Cao. Gradient vaccine: Investigating and improv-
ing multi-task optimization in massively multilingual models. arXiv preprint arXiv:2010.05874,
2020c.

Jason Wei, Maarten Bosma, Vincent Y Zhao, Kelvin Guu, Adams Wei Yu, Brian Lester, Nan Du,

Andrew M Dai, and Quoc V Le. Finetuned language models are zero-shot learners. arXiv preprint
arXiv:2109.01652, 2021.

Ronald J. Williams. Simple statistical gradient-following algorithms for connectionist reinforcement
learning. Mach. Learn., 8:229-256, 1992. doi: 10.1007/BF00992696. URL https://doi.org/
10.1007/BF00992696.

Minghao Wu, Yitong Li, Meng Zhang, Liangyou Li, Gholamreza Haffari, and Qun Liu. Uncertainty-
aware balancing for multilingual and multi-domain neural machine translation training. arXiv
preprint arXiv:2109.02284, 2021.

Minghao Wu, Thuy-Trang Vu, Lizhen Qu, and Reza Haf. Mixture-of-skills: Learning to optimize data
usage for fine-tuning large language models. In Yaser Al-Onaizan, Mohit Bansal, and Yun-Nung
Chen (eds.), Proceedings of the 2024 Conference on Empirical Methods in Natural Language
Processing, EMNLP 2024, Miami, FL, USA, November 12-16, 2024, pp. 14226—-14240. Association
for Computational Linguistics, 2024a. URL https://aclanthology.org/2024.emnlp-main)|
787.

Minghao Wu, Thuy-Trang Vu, Lizhen Qu, and Gholamreza Haffari. The best of both worlds: Bridging
quality and diversity in data selection with bipartite graph. CoRR, abs/2410.12458, 2024b. doi:
10.48550/ARXIV.2410.12458. URL |https://doi.org/10.48550/arXiv.2410.12458.

Can Xu, Qingfeng Sun, Kai Zheng, Xiubo Geng, Pu Zhao, Jiazhan Feng, Chongyang Tao, Qingwei
Lin, and Daxin Jiang. Wizardlm: Empowering large pre-trained language models to follow
complex instructions. In The Twelfth International Conference on Learning Representations, ICLR
2024, Vienna, Austria, May 7-11, 2024. OpenReview.net, 2024. URL https://openreview.net/
forum?id=CfXh93NDgH.

An Yang, Baosong Yang, Beichen Zhang, Binyuan Hui, Bo Zheng, Bowen Yu, Chengyuan Li,
Dayiheng Liu, Fei Huang, Haoran Wei, Huan Lin, Jian Yang, Jianhong Tu, Jianwei Zhang, Jianxin
Yang, Jiaxi Yang, Jingren Zhou, Junyang Lin, Kai Dang, Keming Lu, Keqin Bao, Kexin Yang,
Le Yu, Mei Li, Mingfeng Xue, Pei Zhang, Qin Zhu, Rui Men, Runji Lin, Tianhao Li, Tingyu Xia,
Xingzhang Ren, Xuancheng Ren, Yang Fan, Yang Su, Yichang Zhang, Yu Wan, Yugiong Liu, Zeyu
Cui, Zhenru Zhang, and Zihan Qiu. Qwen2.5 technical report. CoRR, abs/2412.15115, 2024a. doi:
10.48550/ARX1IV.2412.15115. URL |https://doi.org/10.48550/arXiv.2412.15115.

Jingfeng Yang, Hongye Jin, Ruixiang Tang, Xiaotian Han, Qizhang Feng, Haoming Jiang, Shaochen
Zhong, Bing Yin, and Xia Ben Hu. Harnessing the power of llms in practice: A survey on chatgpt
and beyond. ACM Trans. Knowl. Discov. Data, 18(6):160:1-160:32, 2024b. doi: 10.1145/3649506.
URL https://doi.org/10.1145/3649506,

15


https://doi.org/10.1109/ICCV.2019.00512
https://doi.org/10.1007/BF00992696
https://doi.org/10.1007/BF00992696
https://aclanthology.org/2024.emnlp-main.787
https://aclanthology.org/2024.emnlp-main.787
https://doi.org/10.48550/arXiv.2410.12458
https://openreview.net/forum?id=CfXh93NDgH
https://openreview.net/forum?id=CfXh93NDgH
https://doi.org/10.48550/arXiv.2412.15115
https://doi.org/10.1145/3649506

Under review as a conference paper at ICLR 2026

Longhui Yu, Weisen Jiang, Han Shi, Jincheng Yu, Zhengying Liu, Yu Zhang, James T. Kwok,
Zhenguo Li, Adrian Weller, and Weiyang Liu. Metamath: Bootstrap your own mathematical
questions for large language models. In The Twelfth International Conference on Learning
Representations, ICLR 2024, Vienna, Austria, May 7-11, 2024. OpenReview.net, 2024. URL
https://openreview.net/forum?id=N8NOhgNDRt.

Tianhe Yu, Saurabh Kumar, Abhishek Gupta, Sergey Levine, Karol Hausman, and Chelsea Finn.
Gradient surgery for multi-task learning. Advances in Neural Information Processing Systems, 33:
5824-5836, 2020.

Kaiyan Zhang, Sihang Zeng, Ermo Hua, Ning Ding, Zhang-Ren Chen, Zhiyuan Ma, Haoxin Li,
Ganqu Cui, Biqing Qi, Xuekai Zhu, Xingtai Lv, Jinfang Hu, Zhiyuan Liu, and Bowen Zhou.
Ultramedical: Building specialized generalists in biomedicine. CoRR, abs/2406.03949, 2024. doi:
10.48550/ARXIV.2406.03949. URL https://doi.org/10.48550/arXiv.2406.03949.

Zhihan Zhang, Wenhao Yu, Mengxia Yu, Zhichun Guo, and Meng Jiang. A survey of multi-task
learning in natural language processing: Regarding task relatedness and training methods. arXiv
preprint arXiv:2204.03508, 2022.

Wenting Zhao, Xiang Ren, Jack Hessel, Claire Cardie, Yejin Choi, and Yuntian Deng. Wildchat:
Im chatgpt interaction logs in the wild. In The Twelfth International Conference on Learning
Representations, ICLR 2024, Vienna, Austria, May 7-11, 2024. OpenReview.net, 2024. URL
https://openreview.net/forum?id=B18u7ZR1bM.

Yingxiu Zhao, Bowen Yu, Binyuan Hui, Haiyang Yu, Fei Huang, Yongbin Li, and Nevin L. Zhang.
A preliminary study of the intrinsic relationship between complexity and alignment. CoRR,
abs/2308.05696, 2023. doi: 10.48550/ARXIV.2308.05696. URL https://doi.org/10.48550/
arxXiv.2308.05696.

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Tianle Li, Siyuan Zhuang, Zhanghao Wu, Yonghao
Zhuang, Zhuohan Li, Zi Lin, Eric P. Xing, Joseph E. Gonzalez, Ion Stoica, and Hao Zhang.
Lmsys-chat-1m: A large-scale real-world LLM conversation dataset. In The Twelfth Interna-
tional Conference on Learning Representations, ICLR 2024, Vienna, Austria, May 7-11, 2024.
OpenReview.net, 2024. URL |https://openreview.net/forum?id=BOfDKxfwt@.

Tong Zhu, Daize Dong, Xiaoye Qu, Jiacheng Ruan, Wenliang Chen, and Yu Cheng. Dynamic data
mixing maximizes instruction tuning for mixture-of-experts. CoRR, abs/2406.11256, 2024. doi:
10.48550/ARXIV.2406.11256. URL |https://doi.org/10.48550/arXiv.2406.11256.

16


https://openreview.net/forum?id=N8N0hgNDRt
https://doi.org/10.48550/arXiv.2406.03949
https://openreview.net/forum?id=Bl8u7ZRlbM
https://doi.org/10.48550/arXiv.2308.05696
https://doi.org/10.48550/arXiv.2308.05696
https://openreview.net/forum?id=BOfDKxfwt0
https://doi.org/10.48550/arXiv.2406.11256

Under review as a conference paper at ICLR 2026

A TRAINING DETAILS

We fine-tune all parameters of LLMs using the AdamW optimizer with a learning rate of 1 x 10~
and a batch size of 16. This process is conducted over three epochs on 8 NVIDIA A100 GPUs
(80GB). During training, we use a linear learning rate schedule with a warm-up phase that constitutes
10% of the total training steps. For HBO, % giobal and 91ocal are updated for every 200 steps with the
learning rate of 1 x 10~* and the batch size of 64. Pgiobal A Pjocal are initialized by 7 = 1.

B ADDITIONAL ANALYSIS

Performance gains scale with param-

eter count.  As shown in W€ Table 6: Comparisons between HBO and heuristic meth-

observe that HBO consistently outper- ods with various model sizes in the multilingual setup.
forms heuristic methods across all model

sizes. Notably, the performance advan-
tage scales with the model’s parame-
ter count, suggesting that larger mod- Llama-3.2-1B

els are better able to leverage the opti- Prop. 37.60 2743 353 58.30 58.00 40.73
mized sampling strategies. For average Temp. 37.59 27.60 3.67 5840 57.58 40.70

erformance (g, ), HBO demonstrates Uni. 37.62 27.68 320 58.60 57.51 41.13
pertorn AmL), HBO 38.00 2827 340 58.60 5822 41.53
a significant improvement over Prop.,

pmMLr  MMMLU - MGSM  XCOPA  XSC ~ XNLI

achieving a +1.83 gain with Llama-3.1- Llama-3.2-3B
8B, compared to smaller gains of +1.25 Prop. 4190 3726 747 6040 61.45 4291

Uni. 4232 3826 820 60.80 61.79 4257

1B model. While the extent of these im- HBO 43.15 3823 1093 6130 62.08 43.18

provements may vary depending on the

specific tasks, the consistent advantage Llama-3.1-8B

demonstrated by HBO underscores the 1; rop. ig%g 3(1)35 }ggg gggg gggg ii}é
robustness of this approach. These re- emp. 4. : : . . :

sult indicate that our balancing method  Unl 4438 4018 1127 6390 6439 217

is effective across different model sizes, ) : : . : .

with larger models benefiting more sig-

nificantly. This is likely because larger models often possess a greater capacity to leverage advanced
optimization techniques.

HBO is compatible with various re-

ward functions. The choice of reward Taple 7: Various combinations of reward functions in

function significantly affect the model HBO using Llama-3.1-8B under multilinguao setup.
performance, so we investigate the im-

pact of reward functions and present the Rorr R

results in[Table 7] The Lo norm and PPL elobal ol
Ratio are the default global and local re- L2 norm PPL Ratio 48.07 44.28 20.40 63.00 65.98 46.67
ward function as defined in Lo norm  PPL  46.94 43.18 17.81 63.30 65.08 45.31

- . —  Lonorm Loss 4722 44.11 18.17 62.70 64.77 4634
and [Equation 8] respectively. Following "% ‘o b op e 060 4336 1933 64.00 65.33 46,44
'Wu et al.| (2024a), we introduce CosSim

a CosSim  PPL  47.05 42.89 18.50 62.80 65.08 45.97
as additional global reward and PPL and  ocqim  [oss  47.15 43.45 18.27 63.10 64.63 46.32
Loss as additional local rewards. The

CosSim is defined as the cosine similar-

ity between the hidden states from two batches, the PPL and Loss are defined in and
IEquation 1] respectively. We observe that all the combinations of reward function achieve perfor-
mance gains compared to the best heuristic baseline Prop. (46.24) in p, and the combination of Lo
norm and PPL Ratio achieves the best performance among all these combination. These findings
validate the effectiveness of our design choice.

pumL MMMLU MGSM XCOPA  XSC  XNLI

The updating frequency of global actor and local actor should be carefully determined. We
conduct an experiment to investigate the impact of the updating frequency on the runtime and model

performance, and present the results in As shown in we observe that global

actor and local actor consistently improve the model performance across all the updating frequency
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Figure 4: (a) The absolute performance gains of HBO compared to Prop. with different settings of
updating frequency for global actor and local actor. (b) The relative runtime overhead introduced
by HBO compared to Prop. with different settings of updating frequency for global actor and local
actor.

settings and achieve the best performance when setting the updating frequency of both global actor
and local actor to 200. Furthermore, more frequent updating results in more computational overhead.
demonstrates that a frequency of 200 for both global actor and Iocal actor provides the
best balance between performance gains and computational efficiency.
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