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Abstract001

System messages play a crucial role in interac-002
tions with large language models (LLMs), of-003
ten serving as prompts to initiate conversations.004
Through system messages, users can assign005
specific roles, perform intended tasks, incorpo-006
rate background information, specify various007
output formats and communication styles. De-008
spite such versatility, publicly available data009
are often lack system messages and subject to010
strict license constraints in the industry field.011
Manual labeling of publicly available data with012
system messages that align with user instruc-013
tions demands significant resources. In view014
of such challenges, our work introduces SYS-015
GEN, a pipeline for generating system mes-016
sages with better aligned assistant responses017
from the supervised fine-tuning dataset without018
system messages. Training on SYSGEN data019
has demonstrated substantial improvements in020
the alignment of model responses with sys-021
tem messages and user instructions, as demon-022
strated across various open-source models on023
the Multifacet benchmark, while maintaining024
minimal impact on other unseen benchmarks025
such as Open LLM Leaderboard 2. Our qual-026
itative analysis highlights the importance of027
diverse system messages to ensure better adapt-028
ability across different contexts.029

1 Introduction030

System message, also known as initial prompt,031

serves as an initial input to start a conversation with032

LLMs (Openai, 2024; Cohere, 2024; PromptHub,033

2025). They have been shown to greatly affect034

model’s assistant responses by providing contexts,035

guidances, and directions to LLMs (Qin et al.,036

2024; Lee et al., 2024). For example, given a sys-037

tem message, we can steer the LLM’s behavior038

to set roles, provide the additional background in-039

formation, maintain consistency of generated re-040

sponses, customize a format, align to user pref-041

erences, and ensure safety and ethical considera-042

tions (AlKhamissi et al., 2024; Yang et al., 2024;043

Figure 1: Our SYSGEN pipeline provides two main
points: system message generation and newly-generated
answer. We manually select eight key fuctionalities of
system messages and generate phrases with specific tags
to original SFT datasets that lack of system messages.
Through our pipeline, we can generate better aligned
assistant responses with system messages given user-
oriented instruction.

Dubey et al., 2024). System messages have proven 044

capable of setting constraints such as knowledge 045

cut-off and current date or when different model 046

behaviors need to be tailored for optimal overall 047

performance (Lin et al., 2024; Abdin et al., 2024). 048

While LLMs’ capabilities of utilizing the sys- 049

tem messages is widely investigated, how to ac- 050

quire these system messages is underexplored. Our 051

preliminary analysis has shown the following lim- 052

itations about system messages in datasets. Most 053

publicly available datasets have license constraints 054

when used in the industry field, limiting their use in 055

post-training techniques for target tasks (Xie et al., 056

2020; Ouyang et al., 2022; Zhou et al., 2023; Cui 057

et al., 2023). Additionally, most datasets either 058

lack system messages or contain the common sys- 059

tem messages such as “You are a helpful AI assis- 060

tant.” (Xu et al., 2023; Pareja et al., 2024). Lastly, 061

labeling system messages to fit various user instruc- 062

tion scenarios requires substantial resources (Abdin 063

et al., 2024; Qin et al., 2024; Lee et al., 2024). 064
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In this study, we propose SYSGEN, a data con-065

struction pipeline that generates system messages066

using open-source models with well-aligned assis-067

tant responses from existing SFT datasets without068

system messages. Our SYSGEN pipeline addresses069

the above limitations by automatically generating070

diverse system messages with open-source models071

that are not only well-aligned with user instructions072

but also avoid infringement of license constraints.073

Specifically, our SYSGEN pipeline provides the074

phrase level of system messages according to each075

key functionality, tailored to various user instruc-076

tions (AlKhamissi et al., 2024; Jiang et al., 2024;077

Qian et al., 2024; Lee et al., 2024). Figure 1 illus-078

trates the key concept of our SYSGEN pipeline.079

We generate system messages by annotating080

these key functionalities at the phrase level, mak-081

ing it easy to track which features are lacking and082

working effectively (Sec 3.1). Erroneous special083

tokens are then filtered out before reorganizing084

the generated system message into a consistent085

order (Sec 3.2). By verifying each functionality086

of the system messages with LLM-as-a-judge ap-087

proach (Zheng et al., 2023) as a self-model feed-088

back, we softly remove abnormal phrases of func-089

tionalities (Sec 3.3). We generate new assistant090

responses which are better aligned with a refined091

system message and user instruction. Our new092

responses also exhibit higher lexical overlap, se-093

mantic similarities, and verbosity than the original094

assistant responses (Sec 3.4).095

After training various open-source models on096

SYSGEN data, we evaluated the models on the Mul-097

tifacet (Lee et al., 2024) dataset to measure how098

well the assistant responses align with system mes-099

sages and user instructions. Our experiments have100

shown consistent improvement across various mod-101

els, notably LLaMA-3.1-8B-instruct (Meta, 2024)102

and Phi-4 (Abdin et al., 2024) models achieving103

+0.9, +0.13 absolute improvements, respectively.104

For models that do not support system roles, such105

as Gemma-2-9b-it (Team et al., 2024), or have106

not been trained on system roles, such as Solar-107

10.7B-instruct (Kim et al., 2024), knowledge dis-108

tillation (Hinton, 2015) using SYSGEN data gen-109

erated by the Phi-4 model resulted in absolute im-110

provements of +0.18 and +0.57, respectively. In111

addition, our experiments reveal that training on112

SYSGEN data can effectively reduce performance113

degradation on unseen benchmarks, Open LLM114

Leaderboard 2 (Myrzakhan et al., 2024).115

Our analysis highlights that training open-source116

models with system messages tailored to diverse 117

contexts is significantly more beneficial to align 118

user instructions than using a common system mes- 119

sage (e.g., "You are a helpful AI assistant") or not 120

providing a system message. We also demonstrate 121

that distinguishing the system and user roles in the 122

chat template is crucial for assistant responses to 123

align user instructions. We further provide LLM-as- 124

a-judge result to verify that new assistant responses 125

are truly aligned to the generated system messages. 126

2 Related Works 127

System message: utilization and evaluation. A 128

system message is a unique component of LLMs 129

to initiate a conversation with them. It is utilized 130

by many proprietary models (e.g., ChatGPT (Ope- 131

nAI, 2023) and Claude (Anthropic, 2024)) as well 132

as open-source models (e.g., Mistral (AlKhamissi 133

et al., 2024), LLaMA (Meta, 2024), Qwen (Yang 134

et al., 2025), and DeepSeek (Guo et al., 2025)). 135

The system messages serve the purpose of steer- 136

ing the LLM’s generation behavior and are widely 137

used for various functions, including imprinting 138

the model’s identity, recording the knowledge cut- 139

off date of the training data, and providing guide- 140

lines for various tool usages (Openai, 2024; Cohere, 141

2024; PromptHub, 2025). Additionally, the system 142

messages are used to guide the model in generating 143

safe and harmless responses (Touvron et al., 2023; 144

Lu et al., 2024; Wallace et al.). 145

Despite the usefulness of system messages, there 146

is a significant lack of data that includes system 147

messages reflecting diverse and varied user instruc- 148

tions without license constraints. Furthermore, 149

manually labeling such data requires substantial 150

human resources and even among publicly avail- 151

able datasets, it is challenging to obtain data that in- 152

cludes a wide range of system messages (Lin et al., 153

2024; Xu et al., 2024). The authors of Lee et al. 154

(2024) provide data augmentation which reflects 155

hierarchical dimensions of system role data with 156

multiple aspects of evaluation benchmark called 157

Multifacet. Furthermore, Qin et al. (2024) provide 158

multi-turn benchmark to evaluate system message 159

alignment. In line of these works, our SYSGEN 160

pipeline ensures high-quality system messages and 161

assistant responses by supplementing data using 162

only open-source models without licensing con- 163

cerns. Furthermore, it demonstrates that data aug- 164

mentation is possible on existing SFT datasets with- 165

out requiring extensive human labeling efforts. 166
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<<Role>>You are an AI code analysis assistant.<<Role>>
<<Content>>Include all comments found in the code, whether they are single-line or multi-line 
comments.<<Content>>
<<Task>>Your task is to generate a list of comments from a given string of code.<<Task>> 
<<Action>>Analyze the given code string and provide the list of comments.<<Action>> 
<<Style>>Respond in a clear, informative, and helpful manner.<<Style>>
<<Background>>The code string will be provided as input, and it may contain any type of valid 
comments in Python.<<Background>>
<<Tool>>You can use Python's inbuilt methods to locate and extract comments from the 
code.<<Tool>>
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<<Style>>Respond in a clear, informative, and helpful manner.<<Style>>
<<Format>>The output should be a list of comments.<<Format>>
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System (S): You are an AI code analysis assistant. Your task is to generate a list of comments 
from a given string of code. Analyze the given code string and provide the list of comments. 
Respond in a clear, informative, and helpful manner. The output should be a list of comments.
Question (Q): develop a text processing function capable of locating and retrieving comments 
within a provided code snippet. The function should receive a string that represents the code 
and output a list of comments found in the code.
Newly Generated Answer (A̓ ): To solve this problem, you can use Python's built-in methods to 
locate and extract the comments from the code. Here's a function that meets your 
requirements: (...)

Answer
Generation

with Refined
System

Figure 2: Overall SYSGEN data construction pipeline. Our pipeline consists of four phases: (Phase 1) We gather
SFT datasets which do not contain system messages and use open-source models to generate system messages
with manually selected eight key fuctionality tags. (Phase 2) We then remove incorrectly generated tag tokens and
reorganize tags with phrases in a predefined order for consistency. (Phase 3) We use a LLM-as-a-judge approach
with self-model feedback to filter out empty, overly specific, and unnatural phrases. (Phase 4) We finally remove
tags to create natural system messages and generate new responses along with the user instructions.

3 SYSGEN: Pipeline of System and167

Assistant Response Generation168

Our SYSGEN pipeline consists of four phases: (1)169

generating system messages with eight key func-170

tionalities (Section 3.1), (2) filtering mis-specified171

system tags and reorganizing tags (Section 3.2),172

(3) verifying the key functionalities on a phrase173

level (Section 3.3), (4) generating the new assistant174

responses using the refined system messages and175

original user instructions (Section 3.4). In Figure 2,176

we depict the overall architecture of the SYSGEN177

pipeline.178

3.1 Phase 1: System Message Generation179

The primary goal of our SYSGEN pipeline is to180

enhance existing SFT datasets by adding system181

messages that were not originally included. As182

the system messages can steer the LLM’s behav-183

iors, we focus on these messages during the de-184

velopment and release of the models. However,185

license constraints and substantial resource require-186

ments of manually labeling the system messages187

inevitably arise, making it difficult to utilize most188

publicly available datasets. Thus, we aim to gen-189

erate system messages by leveraging open-source190

models and data without any license issues. 191

Phrase level Annotation to System Messages 192

We manually classify eight functionalities that 193

are widely used in the system messages referring 194

to previous works (Openai, 2024; Cohere, 2024; 195

AlKhamissi et al., 2024; Lee et al., 2024): (1) Spec- 196

ifies the role, profession, or identity that needs to 197

be played (Role); (2) Specifies the content that 198

needs to be included in the response such as an 199

identity of the company (Content); (3) Identifies 200

what to perform (Task); (4) Specifies the behav- 201

ior to perform (Action); (5) Prefers the style of 202

communication for responses (Style); (6) Provides 203

additional information to be served as an assistant 204

(Background); (7) Provides built-in methods to use 205

(Tool); (8) Preference of what output should look 206

like (Format). 207

As shown in Figure 2 (top left), all functionali- 208

ties are annotated at a phrase level with pre-/post- 209

fix tags. Given a pair of user instructions Q and 210

assistant responses A, we generate a system mes- 211

sage S using the open-source LLMs M with a 212

prompt P that includes few-shot demonstrations: 213

M(S|P,Q,A) (1) 214

We provide details about the few-shot demonstra- 215
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Models
Words Composition

BERTScore BLEURT GLEU Len.
R1 R2 RL

LLaMA-3.1-8B-instruct 33.3 15.6 23.1 81.3 33.6 28.2 1.35
Qwen2.5-14b-instruct 44.9 23.2 30.7 85.9 39.9 39.2 1.55
Phi-4 51.9 32.3 41.1 86.1 40.1 37.2 1.89

Table 1: A statistic that measures the words composition
(Rouge-1,-2, and -L), semantic similarity (BERTScore
and BLEURT), fluency (GLEU), and average context
length of the newly-generated answer compared to aver-
age context length of the original answer.

tions in the Appendix D.216

3.2 Phase 2: Filtering Process217

After generating the system messages, we filter out218

the abnormal system messages for consistent text219

format. In Figure 2 (top right), we first identify and220

remove mis-tagged phrases. For example, we can221

guarantee the correctness of the phrases between222

these tokens only if the start and end tokens are the223

same (e.g., «Task»). In addition, we remove invalid224

tags such as «Example» or «System», which may225

be generated in phase 1. To ensure a consistent226

structure of system messages, we reorder the tags227

and phrases in manually defined order.228

3.3 Phase 3: Verification of Eight Key229

Functionalities230

In this phase, we verify whether each generated231

phrase is appropriate for its assigned tag. Using the232

LLM-as-a-judge (Zheng et al., 2023) approach with233

self-model feedback, we assign one of three labels234

for each tag: Good if the tagging is appropriate,235

Bad if the tagging is inappropriate, and None if236

the tag or phrases are missing. Phrases labeled as237

Bad or None are then removed from the system238

message to ensure accuracy and consistency. We239

observe that most of the data instances (up to 99%)240

are preserved after applying phase 3.241

3.4 Phase 4: Assistant Response Generation242

After filtering and verifying the generated system243

messages, they can be used alongside existing QA244

pairs. However, we hypothesize that if there is245

any potential misalignment between the human cu-246

rated QA and model-generated system messages, a247

follow-up data alignment phase is necessary. There-248

fore, we generate new assistant responses A′ based249

on a refined system messages S and the user in-250

structions Q, ensuring better alignment with the251

given instructions.252

To achieve this, we first remove the annotated253

tags from the system messages to guarantee that254
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Figure 3: A statistic that verifies whether the newly-
generated answer is more suitable for the user query
than the original answer. It records the probability that
GPT-4o would respond with the newly-generated an-
swer being better than the original answer (the probabil-
ity should ideally exceed 50%).

Models
# of instances

(Original → P2 Filtering → P4 Answer Generation)

LLaMA-3.1-8B-instruct 806,796 → 602,750 (74.7%) → 586,831 (72.7%)
Qwen2.5-14b-instruct 806,796 → 806,602 (99.9%) → 775,830 (96.2%)
Phi-4 806,796 → 774,613 (96.0%) → 773,878 (95.9%)

Table 2: We provide remaining instances and percentage
after adopting SYSGEN data per open-source models.

the refined messages seem natural. We provide a 255

detailed example in Figure 2 (bottom right). Then, 256

we use the open-source LLMs M employed in 257

phase 1 to generate new responses A′. 258

M(A′|S,Q) (2) 259

In Table 1, the new responses preserve similar con- 260

tent with high n-gram matching compared to the 261

original responses, but have shown diversified for- 262

mats with high semanticity and verbosity. We pro- 263

vide the cases in Appendix C. 264

We also use LLM-as-a-judge with GPT-4o to an- 265

alyze that the new responses A′ are better aligned to 266

the user instructions than the original responses A. 267

Figure 3 illustrates the proportion of cases where 268

the new responses are judged to be better aligned 269

than the original responses when given the user 270

instructions. For simpler evaluation, we evaluated 271

1K randomly sampled instances from the generated 272

datasets. Overall, our findings suggest that generat- 273

ing responses based on the system messages lead 274

to better alignment with user instructions. 275

4 Experimental Settings 276

4.1 Training Dataset 277

In Table 2, we provide the remaining instances af- 278

ter processing each phase of our generated datasets. 279

We target datasets with three conditions: (1) widely 280
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Model Parameter
Scale

Multifacet Average
AlpacaEval FLASK Koala MT-Bench Self-Instruct

Proprietary Models

GPT-3.5-Turbo-0125† ✗ 4.05 3.86 4.15 3.87 3.85 3.91
GPT-4-0613† ✗ 4.25 4.00 4.18 4.16 4.13 4.10
GPT-4-Turbo-0125† ✗ 4.45 4.27 4.61 4.45 4.27 4.35

Open-Source Models

LLaMA-3.1-8B-instruct 8B 4.26 3.82 4.29 4.15 4.06 4.12
Qwen2.5-14B-instruct 14B 4.37 4.07 4.37 4.27 4.21 4.26
Phi-4 14B 4.53 4.24 4.51 4.39 4.40 4.41

Open-Source Models (Fine-tuning on SYSGEN dataset)

LLaMA-3.1-8B-instruct 8B 4.38 3.95 4.41 4.22 4.11 4.21
Qwen2.5-14B-instruct 14B 4.40 4.11 4.42 4.22 4.25 4.28
Phi-4 14B 4.62 4.63 4.52 4.44 4.49 4.54

Table 3: Multifacet benchmark evaluates how well a model aligns with both the system message and user instruction
when generating responses. We provide baseline models (proprietary and open-source), models that trained on data
generated using SYSGEN. A higher score is better and the maximum score is up to 5. † signifies the results were
taken from the Multifacet (Lee et al., 2024) paper.

used as SFT datasets; (2) do not contain the sys-281

tem messages; (3) diverse domains are covered.282

We enumerate the selected datasets as follows: (1)283

Capybara (Daniele and Suphavadeeprasit, 2023),284

which focuses on information diversity across a285

wide range of domains. (2) Airoboros (Jondurbin,286

2024) is composed of multi-step instructions with287

a diverse structured format. (3) Orcamath (Mitra288

et al., 2024) aims to provide various mathemati-289

cal problem solving. (4) MetamathQA (Yu et al.,290

2023) is an augmented version of several math in-291

structions. (5) Magicoder (Luo et al., 2023) dataset292

provides various code generation problems. We293

provide detailed statistics in Appendix A.294

4.2 Evaluation Benchmarks295

We evaluate performance on Multifacet (Lee et al.,296

2024), which requires both the system messages297

and the user instructions to generate the assistant re-298

sponses. For the source data, the Multifacet bench-299

mark is constructed of approximately 921 sam-300

ples by incorporating AlpacaEval (Dubois et al.,301

2024), FLASK (Ye et al., 2023), MT-bench (Bai302

et al., 2024), Koala (Geng et al., 2023), and Self-303

Instruct (Wang et al., 2022). The authors of Lee304

et al. (2024) set the multiple aspects of evaluating305

each response with four dimensions: style, back-306

ground information, harmlessness, and informative-307

ness. We follow these evaluation settings in our308

experiments.309

Additionally, we aim to investigate the impact310

of the SYSGEN data on unseen benchmarks by311

leveraging the Open LLM Leaderboard 2 (Myrza- 312

khan et al., 2024) as a test set. The test set is com- 313

posed of MMLU (Hendrycks et al., 2020), MMLU- 314

pro (Wang et al., 2024), Arc-challenge (Clark 315

et al., 2018), GPQA (Rein et al., 2023), Hel- 316

laSwag (Zellers et al., 2019), IFEVAL (Zhou 317

et al., 2023), MATHQA (Amini et al., 2019), and 318

BBH (Suzgun et al., 2023). We use the publicly 319

available lm-evaluation harness (Gao et al., 2024) 320

as an evaluation tool for a fair comparison. 321

4.3 Open-source Models 322

Our baseline models are composed of instruction- 323

tuned open-source models and trained with su- 324

pervised fine-tuning datasets without system mes- 325

sages. We select and utilize one from each 326

widely used open-source model family: (1) Solar- 327

10.7B-instruct (Kim et al., 2024) (2) Gemma- 328

2-9B-instruct (Team et al., 2024) (3) LLaMA- 329

3.1-8B-instruct (Meta, 2024) (4) Qwen2.5-14B- 330

instruct (Yang et al., 2025), and (5) Phi-4 (Abdin 331

et al., 2024). 332

5 Experiments 333

The primary goal of SYSGEN pipeline is to enhance 334

the utilization of the system role while minimizing 335

performance degradation on unseen benchmarks, 336

thereby improving the effectiveness of supervised 337

fine-tuning (SFT). To validate this, we evaluate 338

how well the models trained on SYSGEN data gen- 339

erate appropriate assistant responses given both the 340

system messages and user instructions, using the 341
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Model Parameter
Scale

Multifacet Average
AE FL Ko MT SI

Open-Source Models

Solar-10.7B-instruct 10.7B 3.30 3.31 3.09 3.19 3.08 3.19
Gemma-2-9b-it 9B 4.10 3.80 4.26 4.15 3.92 4.05

Open-source Models + KD (Fine-tuning on SYSGEN dataset)

Solar-10.7B-instruct 10.7B 3.97 3.73 3.64 3.98 3.52 3.76 (+0.57)
Gemma-2-9b-it 9B 4.40 4.04 4.30 4.23 4.18 4.23 (+0.18)

Table 4: We conduct a knowledge distillation (KD)
experiments leveraging data generated by SYSGEN
pipeline using Phi-4.

Multifacet (Lee et al., 2024) dataset. For models342

that cannot generate data independently, we apply343

knowledge distillation to assess their effectiveness.344

Additionally, we leverage the widely used Open345

LLM Leaderboard 2 (Myrzakhan et al., 2024) as346

an unseen benchmark to determine whether our ap-347

proach can be effectively integrated into existing348

SFT workflows.349

SYSGEN provides better system message and as-350

sistant response to align with user instructions.351

Given the system messages and user instructions,352

the assistant’s response is evaluated across four353

dimensions: style, background knowledge, harm-354

lessness, and informativeness. Each of these four355

aspects is scored on a scale of 1 to 5 using a rubric,356

and the average score is presented as the final score357

for the given instruction. As shown in Table 3,358

recent open-source models achieve comparable359

scores to the proprietary models, indicating that360

open-source models have already undergone train-361

ing related to system roles (Meta, 2024; Yang et al.,362

2024; Abdin et al., 2024).363

When trained on SYSGEN data, both LLaMA364

(4.12 → 4.21) and Phi (4.41 → 4.54) show365

score improvements. Among the four dimensions,366

LLaMA exhibits score increases in style (4.15 →367

4.32) and harmlessness (4.23 → 4.29). Similarly,368

Phi shows the improvements in style (4.42 → 4.61)369

and informativeness (4.37 → 4.49). As a result,370

even open-source models that have already been371

trained on system roles demonstrate their positive372

effects on style, informativeness, and harmlessness.373

Knowledge distillation through SYSGEN data.374

If an open-source model does not support the sys-375

tem roles, it may not generate the system messages376

properly using SYSGEN pipeline. However, the377

effectiveness of knowledge distillation, using data378

generated by another open-source model without379

the limitation, remains uncertain. To explore this,380

we train Gemma (Team et al., 2024) and Solar (Kim381

et al., 2024) using data generated by Phi-4 (Abdin 382

et al., 2024). We use the Phi-4 data because it pre- 383

serves most of the data and provides high quality 384

assistant responses as shown in Table 1 and 2. 385

As shown in Table 4, even for models that do not 386

inherently support system roles, modifying the chat 387

template to incorporate system role and training on 388

knowledge distilled dataset leads to an improve- 389

ment in Multifacet performance, as observed in 390

Gemma (4.05 → 4.23). We describe the details in 391

the Appendix B. Additionally, for the Solar model, 392

which had not been trained on system roles, we ob- 393

serve a dramatic performance improvement (3.19 394

→ 3.76).1 This demonstrates that the data gener- 395

ated by the SYSGEN pipeline effectively supports 396

the system roles. 397

SYSGEN data minimizes the performance degra- 398

dation in unseen benchmarks. When incorpo- 399

rating system messages that were not present in 400

the original SFT datasets and modifying the corre- 401

sponding assistant responses, it is crucial to ensure 402

that the model’s existing performance should not 403

degrade. For example, one key consideration in 404

post-training is maintaining the model’s original 405

performance. To assess this, we observed perfor- 406

mance difference in unseen benchmark after apply- 407

ing supervised fine-tuning. As shown in Table 5, 408

we use the Open LLM Leaderboard 2 dataset as an 409

unseen benchmark, with performance categorized 410

into four groups: 411

• Performance of existing open-source models 412

(row 1-6) 413

• Performance of fine-tuning with open-source 414

models using SFT datasets (row 7-12) 415

• Performance of fine-tuning with SYSGEN 416

data (row 13-16) 417

• Performance after applying knowledge distil- 418

lation using Phi-4 SYSGEN data (row 17-19) 419

The average performance degradation reflects the 420

scores missing from each open-source model’s orig- 421

inal performance (row 1-6). 422

When fine-tuning with independently generated 423

data using SYSGEN, the performance degradation 424

is significantly lower than fine-tuning with the orig- 425

inal SFT datasets selected under the same condi- 426

tions. Additionally, even for models that cannot 427

1We speculate that Solar model did not properly learn the
system role because its initial Multifacet score was low.
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Model Parameter
Scale

Unseen Benchmarks Average
MMLU MMLU-Pro ARC-c GPQA HellaSwag IFEVAL MATHQA BBH

Open-Source Models

Solar-10.7B-instruct 10.7B 63.28 30.20 63.99 30.36 86.35 38.59 36.38 37.28 48.31
Gemma-2-9b-it 9B 73.27 32.78 67.89 31.05 81.92 74.78 38.87 41.98 55.31
LLaMA-3.1-8B-instruct 8B 67.95 40.87 54.95 34.60 79.18 50.71 39.53 70.85 54.83
Qwen2.5-14B-instruct 14B 79.73 51.22 67.39 45.51 82.31 79.83 42.12 78.25 65.79
Phi-4 14B 84.56 70.12 68.26 55.93 84.42 62.98 48.87 79.87 69.37

Open-Source Models (Fine-tuning on original SFT Dataset)

Solar-10.7B-instruct 10.7B 62.38 29.12 58.87 29.17 81.58 31.27 37.21 32.85 45.30 (-3.01)
Gemma-2-9b-it 9B 71.85 31.67 62.57 30.51 77.54 69.25 39.12 37.25 52.47 (-2.84)
LLaMA-3.1-8B-instruct 8B 65.34 36.85 54.18 33.93 77.98 35.64 40.03 62.83 50.85 (-3.98)
Qwen2.5-14B-instruct 14B 75.87 49.85 66.89 43.98 80.99 62.57 43.28 71.17 61.82 (-3.97)
Phi-4 14B 80.27 66.58 66.27 52.89 83.39 55.83 49.98 75.49 66.33 (-6.04)

Open-Source Models (Fine-tuning on SYSGEN dataset)

LLaMA-3.1-8B-instruct 8B 66.89 39.77 54.55 34.21 78.89 46.75 42.11 68.98 54.02 (-0.81)
Qwen2.5-14B-instruct 14B 78.92 43.38 66.82 44.46 80.98 74.59 43.23 76.28 63.58 (-2.20)
Phi-4 14B 83.27 68.77 67.89 55.18 84.31 57.87 50.23 77.12 68.08 (-1.29)

Open-source Models + Knowledge Distillation (Fine-tuning on SYSGEN dataset))

Solar-10.7B-instruct 10.7B 59.98 29.26 62.81 30.25 85.91 34.58 38.25 35.97 47.12 (-1.19)
Gemma-2-9b-it 9B 72.19 31.56 66.75 30.89 81.53 71.37 40.27 40.38 54.37 (-0.94)

Table 5: We utilize the Open LLM Leaderboard 2 score as the unseen benchmark. This reveals the key finding that
adding system messages to existing SFT datasets does not lead to significant performance degradation.

Models Multifacet
(Average)

Unseen Benchmarks
(Average)

No System Message

LLaMA-3.1-8B-instruct 3.98 50.85
Phi-4 4.26 66.33

Common System Message

LLaMA-3.1-8B-instruct 3.89 51.23
Phi-4 4.23 66.52

SYSGEN without A’

LLaMA-3.1-8B-instruct 4.09 51.89
Phi-4 4.38 66.12

SYSGEN

LLaMA-3.1-8B-instruct 4.21 54.02
Phi-4 4.54 68.08

Table 6: Ablation studies of using system message and
assistant’s response. Using a common system message
or generated system message does not provide insightful
difference. Newly-generated answer and its correspond-
ing system message can increase system abilities with
lower decrease in unseen benchmarks.

generate data independently (e.g., those that do not428

support system roles), knowledge distillation helps429

mitigate performance drops considerably.430

6 Analysis431

6.1 What makes SYSGEN pipeline useful?432

To assess the impact of system messages generated433

by SYSGEN during training, we conduct ablation434

studies on four different model variations:435

• No System Message: The original SFT dataset 436

which does not contain the system message. 437

• Common System Message: An SQA triplet 438

where the common system message is inserted 439

such as "You are a helpful AI assistant". 440

• SYSGEN without A′: An SQA triplet that 441

includes only a system message generated by 442

our SYSGEN pipeline. 443

• SYSGEN: An SQA′ triplet where both the 444

SYSGEN-generated system message and the 445

newly-generated answer are incorporated. 446

We measure the effectiveness of these models by 447

analyzing score variations on the Multifacet and 448

unseen benchmarks in Table 6. 449

Training with data that includes common sys- 450

tem messages does not result in a significant per- 451

formance difference compared to training without 452

system messages. This led us to question: "Would 453

it be sufficient to include only the most suitable 454

system messages?". To explore this, we train mod- 455

els using data that contains only system messages 456

generated by SYSGEN pipeline. As a result, we ob- 457

serve an improvement in Multifacet performance 458

for both models, while the scores on the unseen 459

benchmark remained similar. Furthermore, when 460

both system messages and assistant responses gen- 461

erated by SYSGEN are used for fine-tuning, we 462
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Models Multifacet Average
(Use system role → Use user role)

Open-source Models

Solar-10.7B-instruct 3.19 → 2.98
LLaMA-3.1-8B-instruct 4.12 → 4.09
Qwen2.5-14b-instruct 4.26 → 4.13
Phi-4 4.41 → 4.26

Open-source Models (with SYSGEN)

LLaMA-3.1-8B-instruct 4.21 → 4.13
Qwen2.5-14B-instruct 4.28 → 4.16
Phi-4 4.54 → 4.38

Open-source Models + KD (with SYSGEN)

Solar-10.7b-instruct 3.76 → 3.64

Table 7: There is a tendency for the score to decrease
when the system message is reflected in the user instruc-
tion. The more a model is trained on system messages,
the better it is to place them in the system role. KD
indicates the knowledge distillation.

observe performance improvements in both Multi-463

facet evaluation and unseen benchmarks.464

6.2 System message vs. User instruction465

A key question arises that what happens if we add466

a message intended for the system role at the be-467

ginning of the user instruction? Could it serve468

as a replacement for the system role? To explore469

this, we conduct an experiment on a Multifacet470

benchmark. Specifically, we included messages471

that should typically be in the system role within472

the user instruction during inference.473

As shown in Table 7, we observe that open-474

source models tend to experience score degradation475

when system role messages are incorporated into476

the user instruction. This trend suggests that adding477

such content can make the query itself more am-478

biguous to answer. Furthermore, even in models479

trained with our SYSGEN, this trend persists sim-480

ilarly to the previous work (Lee et al., 2024). De-481

spite additional fine-tuning on system roles, scores482

still remain low when system messages are re-483

flected in the user instruction. This highlights the484

importance of properly placing these messages in485

the system role to maintain performance.486

6.3 New assistant responses align to the487

system messages488

In Table 1, we presented that the new assistant489

responses exhibit similar n-gram matching, high490

semantic similarities, and verbosity. Therefore, it is491

necessary to verify whether the generated assistant492

responses aligned with the system messages. Fig-493

0 20 40 60 80 100
Percentage

Qwen

LLaMA

Phi-4

8.0% 91.0%

13.0% 83.0%

17.0% 81.0%

Alignment of generated system messages and assistant responses
Unknown
Not Aligned
Aligned

Figure 4: The GPT4o LLM-as-a-judge results of mea-
suring the alignment between generated system mes-
sages and new assistant responses. We use 20 samples
for each data source which sums up to 100 samples in
total per models.

ure 4 illustrates the GPT-4o results using LLM-as- 494

a-judge approach. Through the three SYSGEN data 495

generated by Phi-4, LLaMA, and Qwen models, we 496

determined that all of the assistant responses are 497

highly aligned with the system messages. Overall, 498

the experiments and analyses reveal that our SYS- 499

GEN data were generated to effectively respond to 500

various user instructions as system messages. In 501

addition, we observed that the assistant responses 502

align with the system messages and are capable of 503

generating better aligned responses compared the 504

original assistant responses. 505

7 Conclusion 506

In our study, we introduce SYSGEN, a novel 507

pipeline to generate system messages with bet- 508

ter aligned assistant responses from an existing 509

SFT datasets without system messages. Using the 510

SYSGEN data, new assistant responses maintain 511

lexical and semantic consistency with the original 512

responses while aligning more closely with user 513

instructions. Our experiments reveal that various 514

open-source models trained on SYSGEN data per- 515

form better on the Multifacet dataset while main- 516

taining minimal performance degradation on un- 517

seen benchmarks. Additionally, our analysis em- 518

phasizes the importance of clearly distinguishing 519

between the system and user roles and demon- 520

strates that diverse system messages improve the 521

LLMs’ abilities to adapt to different user instruc- 522

tions. 523
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Limitations524

While our SYSGEN pipeline demonstrates promis-525

ing results in system messages alignment to the526

user instructions through Multifacet dataset. How-527

ever, our data construction pipeline only consid-528

ers the single-turn conversation without handling529

multi-turn conversations (Qin et al., 2024). We ac-530

knowledge that it is important for system messages531

to remain effective throughout multi-turn conver-532

sations, but our study focuses on evaluation and533

simple level of inference usage.534

Additionally, our experimental results reveal that535

training with SYSGEN data shows minimal perfor-536

mance degradation on unseen benchmark, Open537

LLM Leaderboard 2 dataset. However, we suspect538

that the observed performance drop may be due to539

the format of natural text that the SFT datasets we540

selected, rather than formats similar to multiple-541

choice questions commonly found in the unseen542

benchmark. Therefore, we are curious about how543

well the system messages could be generated in544

various formats such as True/False questions or545

Multiple Choice questions and prove its effective-546

ness.547

Finally, in Table 8, we identify the special to-548

kens of tags which are annotated to the publicly549

avaiable data. The «Tool» tag has been absolutely550

shown small portion compared to other tags. Our551

initial intention was to utilize the tag for generating552

data through search functionality or function calls.553

However, the selected public data deviated from554

this purpose, resulting in a very low proportion of555

the tag being generated. Therefore, it would be556

beneficial to gather and generate data appropriately557

for each tag’s intended use.558
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A Data Statistics 814

Statistics of generated tags. As we stated in limi- 815

tations section, we provide the statistics of generate 816

special tag tokens in Table 8. We find out that most 817

of the «Role», «Content», «Task» tokens are anno- 818

tated in the instances. Compared to thoses tokens, 819

«Action», «Style», «Background», and «Format» 820

depends on the user instructions to be generated. 821

However, «Tool» tokens have shown absolutely 822

low portion to be generated. We thus want to sug- 823

gest that properly choosing the public or your own 824

dataset seems to ensure the «Tool» tag usages such 825

as selecting searching protocols or function calls.

Tags LLaMA-3.1-8B-instruct Qwen2.5-14b-instruct Phi-4

Role 576,341 753,579 745,751
Content 580,231 739,892 743,311
Task 579,558 765,331 735,298
Action 495,301 382,358 662,589
Style 283,579 598,553 603,918
Background 293,791 539,757 553,791
Tool 10,238 132,038 90,989
Format 327,909 401,593 538,973

Table 8: Statistics of generated tags using SYSGEN
pipeline.

826

Statistics of original SFT datasets. In Table 9, 827

we observe that most widely used public datasets 828

either lack a system message entirely or include 829

only a simple one, such as "You are a helpful AI as- 830

sistant.". The publicly available data mostly cover 831

mathematics, code problems following some rea- 832

soning and logical ones. 833
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Dataset # of instances Avg. Query Length Avg. Answer Length Containing System Message Covering Domains

Capybara 41,301 300.24 1423.28 ✗ reasoning, logic, subjects, conversations, pop-culture, STEM
Airoboros 59,277 507.26 1110.62 simple system message mathematics, MATHJSON, character’s descriptions
OrcaMath 200,035 238.87 878.43 ✗ school mathematics, math word problems
Magicoder 111,183 652.53 1552.41 ✗ code solution
MetaMath 395,000 213.53 498.24 ✗ mathematics

Table 9: Data statistics of SFT datasets. We provide the average length of query and answer, the presence of system
messages, and covering domains.

B Experimental Details834

Computing Resources We use 4x8 NVIDIA835

H100 Tensor Core GPU with 80GB memory to836

train the open-source models. We use Deepspeed837

stage 3 (Rajbhandari et al., 2020) to implement838

multi-GPU settings and FlashAttention (Dao et al.,839

2022) for efficient training. Our code is written840

in PyTorch (Paszke et al., 2019) and Hugging-841

Face (Wolf, 2019).842

Integrating system roles in models that do not843

support them. Through our experiments, we find844

out that the Gemma-2-9b-it (Team et al., 2024)845

model does not inherently support the system role.846

To address this limitation during data generation847

and training, we modified the chat template in the848

configuration of tokenization to remove restrictions849

on the system role. Interestingly, despite the lack850

of native support, our findings show that SYSGEN851

data can still be utilized effectively to incorporate852

a system role into these models.853

C Qualitative analysis of generated854

instances855

In Table C, we provide the SYSGEN data by pre-856

senting the system messages, user instructions, and857

new assistant responses. We observe that providing858

a specific format such as answer with paragraph859

format steers the LLM’s behavior to answer in step-860

by-step processes within paragraph. Also, if con-861

versational example was provided, then the phrase862

of style tag forces to generate assistant response863

friendly. Furthermore, if the system message grant864

specific roles such as a knowledgeable assistant,865

then the new assistant responses tend to generate866

verbose answers to the user instructions.867

D Prompts868

To enhance reproducibility and facilitate under-869

standing of the SYSGEN pipeline, we provide mul-870

tiple prompts that we utilized. In Table 11, we871

use three-shot demonstrations to generate useful872

system messages which are collected through real- 873

world scenarios. The Conversational History writ- 874

ten in the prompt is composed of user instructions 875

and original assistant responses. Thus, given the 876

user instructions and assistant responses, we gener- 877

ate the system messages at a phrase level contain- 878

ing eight functionalities with special tokens such 879

as «Role», «Content», and «Style». 880

After generating the system messages, in Ta- 881

ble 12, we verify the quality of each tag with 882

three classes: Good, Bad, and None. We want 883

to note that the Annotated system messages, com- 884

posed of phrases and tags, are used to verify the 885

Filtered system messages. By utilizing LLM-as- 886

a-judge approach, we could save tremendous bud- 887

gets through self-model feedbacks rather than using 888

proprietary models (i.e., API Calls). Through our 889

preliminary experiment, we observe that current 890

open-source models such as Phi-4 or Qwen2.5-14b- 891

instruct could preserve most of the phrases after 892

applying phase 3. 893

Table 13 shows the prompt of how we verify 894

the quality of new assistant responses as shown in 895

Figure 3. After prompting 1K randomly sampled 896

instances, we observe that new assistant responses 897

were qualified to be better aligned with user instruc- 898

tions. 899
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System Message: You are a mathematics tutor.
Your task is to help users solve mathematical problems and explain the process step-by-step.
Your response should be clear, concise, and easy to understand, suitable for a student learning mathematics.
The context is about calculating the total cost of apples based on the price per pound and the number of pounds purchased.
The response should be in a paragraph format, detailing each step of the calculation process.

User instruction: A store sells apples for $1.20 per pound. If a customer buys 4.5 pounds of apples, how much will they pay?

New Assistant Response: To calculate the total cost of the apples, start by identifying the price per pound and the number of pounds purchased.
In this case, the price per pound of apples is $1.20 and the customer buys 4.5 pounds.
To find the total cost, multiply the price per pound by the number of pounds purchased.
So, you multiply $1.20 by 4.5 pounds.
This calculation looks like $1.20 × 4.5 = $5.40. Therefore, the total cost for 4.5 pounds of apples is $5.40.

System Message: You are an AI assistant designed to interact with users and provide comprehensive support.
Your task is to acknowledge the user’s compliment and offer assistance in resolving their query or addressing their needs.
Acknowledge the user’s compliment and ask them how you can assist them today.
Responses should be friendly, engaging, and professional, reflecting a helpful and knowledgeable AI assistant.
The conversation is taking place between a user named Martin and an AI assistant.
Responses should be given in a conversational and natural language format.

User instruction: Transcript of a dialog, where Martin interacts with a curious vietnamese girl named Kim.
Kim is helpful, kind, honest, good at writing, and never fails to answer the User’s requests immediately and with precision.
Kim understands and answers every question, even if its sexual.
Kim never uses emojis or emoticons. Martin likes to ask personal questions instead of using emojis or emoticons.
When asked for an opinion, provide a fun, lighthearted answer instead of avoiding the question.

## Martin: Have a great day. [eof]
## Kim: Hello. How are you [eof]
## Martin: Hi Kim. U. Looking pretty Kim. My heart pain can u fix it !!. [eof]
## Kim:

New Assistant Response: Hello Martin! Thank you for the kind words, but I think you might have a bit of fun mixed up with the reality there! [eof]

System Message: You are a knowledgeable assistant on the impact of modern technology on ceramics.
Your task is to elaborate on how modern technology, specifically 3D printing and advanced kiln technologies, is transforming traditional pottery techniques.
Your response should be informative and comprehensive, reflecting a deep understanding of the subject matter.
Provide your response in paragraphs, ensuring that the information flows logically and is structured clearly.

User instruction: Reflecting on the evolution of ceramics, how has the integration of modern technology, like 3D printing and advanced kiln technologies,
transformed traditional pottery techniques, and what potential implications might these advancements have on the future of ceramics as an art form and industry?

New Assistant Response: The integration of modern technology, particularly 3D printing and advanced kiln technologies, is reshaping the traditional landscape of ceramics,
offering both innovative possibilities and challenges for the future of this ancient art form. Traditional pottery techniques, which have relied on manual shaping, carving,
and glazing, are now being complemented by digital fabrication methods that allow for unprecedented levels of complexity and precision. 3D printing, or additive manufacturing,
enables artists to create intricate designs that would be nearly impossible to achieve by hand. This technology allows for the rapid prototyping of ideas and the exploration of new
forms and structures that can push the boundaries of what is considered possible in ceramics.
Moreover, 3D printing can significantly reduce the physical and time constraints associated with traditional pottery, making production more efficient and accessible to a broader audience.

Advanced kiln technologies are another critical area where modern innovations are transforming ceramics.
Traditional kilns, while effective, are often limited in their control and uniformity.
However, with the advent of computer-controlled kilns, potters now have precise control over the firing process, including temperature, atmosphere, and duration.
This level of control allows for more consistent results and opens up new possibilities for glaze development and color application.
For instance, digital kilns can simulate various firing conditions, enabling artists to experiment safely and cost-effectively with different firing techniques such as raku or salt firing,
without the physical risks and environmental concerns associated with traditional methods.

The implications of these technological advancements on the future of ceramics are multifaceted.
On one hand, they democratize access to high-quality ceramic art, making it possible for more people to explore and create in this medium.
This democratization can lead to a more diverse and innovative ceramic art scene,
as artists from various cultural backgrounds and with different levels of technical expertise can contribute.
On the other hand, there is a risk that these technologies could overshadow traditional skills,
potentially leading to a loss of handcraftsmanship and the unique aesthetic qualities that come with it.
However, it is also possible that traditional and modern techniques will coexist and influence each other, enriching the ceramic art form in unexpected ways.

In the industry, these technologies are already driving significant changes.
Customization and mass production have become more feasible, allowing for the creation of personalized ceramic products at scale.
This could open new markets and business models for ceramic artists and manufacturers, potentially leading to a resurgence in ceramic production as a viable commercial enterprise.
Additionally, the integration of technology into the ceramic industry could lead to advancements in sustainability,
as more efficient firing processes and the use of recycled materials become practical.
In conclusion, the application of modern technology in ceramics is not just about enhancing traditional practices but fundamentally redefining them.
While these advancements present both opportunities and challenges, they undoubtedly hold the potential
to transform ceramics into an even more vibrant and dynamic field in the years to come.

Table 10: Generated instance of SYSGEN data. The original data is originated from Airoboros (Jondurbin, 2024).
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System:
Given a conversation history between user’s question and assistant’s response,
you are a system prompt generation assistant to generate a relevant system prompt.
The following [System Prompt] seems to have a mix of 8 different [functionalities]:
<Tasks>, <Tools>, <Style>, <Action>, <Content>, <Background>, <Role>, and <Format>.
Try to annotate each functionality within the system prompt in a phrase-level. Annotate each tag of functionalities.
Generate [Generated System Prompt] with a same language used in [Conversational History].

## [Functionalities]
1. «Task»: what tasks will be performed?
2. «Tool»: What features or tools are available to integrate and use?
3. «Style»: What style of communication would you prefer for responses?
4. «Action»: Perform a specific action
5. «Content»: Specifies the content that needs to be included in the response
6. «Background»: Provides specific background information to ensure the model’s responses align with these settings.
7. «Role»: Specifies the role, profession, or identity that needs to be played.
8. «Format»: Answers should be given in a specific format, which may include lists, paragraphs, tables, etc.

User:
## [Few-shot Examples of System Prompt]
### 1
«Role»You are an expert data augmentation system«/Role» «Task»for korean text correction model training.«/Task»
«Task»Generate a pairs of data augmentation example.«/Task»
«Background»You are an intelligence AI model Solar-pro invented by Upstage AI.«/Background»

Instructions:
«Content»- In a given text, create 13̃ typos.«/Content»
«Content»- Typos can be reversed, misplaced, missing, duplicated, or misspaced letters.«/Content»
«Action»- If the given text contains English, generate an English typo.«/Action»
«Action»- Generate the results in the Output JSON format below.«/Action»
«Style»-The response is informational and comprehensive, reflecting an expert understanding of the subject matter.«/Style»
«Format» Output JSON format: {
"original_expression": ORIGINAL_EXPRESSION ,
"typo_expression": TY PO_EXPRESSION }
«/Format»

### 2
«Role»You are an AI meeting note-taking assistant.«/Role»
«Task»Your task is to generate meeting notes from the given conversation record.«/Task»
«Style»All responses must be in Korean.«/Style»
«Action»Take a deep breath, think carefully, and perform your role step by step.«/Action»

### 3
«Role»You are a chatbot of the Ministry of Food and Drug Safety (MFDS).«/Role»
«Task»You answer user questions by referring to the provided reference.«/Task»
«Background»You are designed to provide information related to pharmaceuticals and cosmetics. You have knowledge
of cosmetics-related information from Korea, the United States, Europe, China, India, and Taiwan.«/Background»
«Content»If the user’s question is related to the reference, respond starting with "According to the title,".«/Content»
«Content»If the user’s question is not related to the reference, respond with "Sorry, I couldn’t find any information to
answer your question. Please try asking again."«/Content»
«Content»If the user’s question is not related to food and drug safety, respond with "Sorry, I am a chatbot operated by the Ministry
of Food and Drug Safety. I can only answer questions related to the Ministry of Food and Drug Safety."«/Content»
«Style»Respond to the user’s questions kindly.«/Style»
«Background»The reference is provided as context.«/Background»

Conversational History

Table 11: The prompt of generating system messages using open-source models. Italic text part such as “Conversa-
tional History” is filled with input text.
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System:
You are a functionality verifier assistant evaluating whether system messages are properly tagged according to the descriptions of 8 functionalities.
Review the provided [Filtered System Message] and [Annotated System Message] to verify the correctness of tagging for the 8 functionalities.

Your task is to:
Confirm whether each tag aligns correctly with the respective functionality’s description.
If a tag is properly generated and annotated, mark it as "Good".
If a tag exists but does not align with its functionality, mark it as "Bad".
If a tag is missing, mark it as "None"

## [Functionalities]
1. «Task»: what tasks will be performed?
2. «Tool»: What features or tools are available to integrate and use?
3. «Style»: What style of communication would you prefer for responses?
4. «Action»: Perform a specific action
5. «Content»: Specifies the content that needs to be included in the response
6. «Background»: Provides specific background information to ensure the model’s responses align with these settings.
7. «Role»: Specifies the role, profession, or identity that needs to be played.
8. «Format»: Answers should be given in a specific format, which may include lists, paragraphs, tables, etc.

## [Expected Output Format]
«Task»: Good
«Tool»: None
«Style»: Good
«Action»: Good
«Content»: Bad
«Background»: Bad
«Role»: Bad
«Format»: Good

User:
## [Filtered System Message]
Filtered system messages

## [Annotated System Message]
Annotated system messages

## [Expected Output Format]

Table 12: The prompt of verification of key functionalities (phase 3) using open-source models with annotated
system messages and filtered system messages. Italic text part is filled with input text.

The user instruction will be provided, along with two assistant responses.
Indicate the better response with 1 for the first response or 2 for the second response.

User Instruction: User Instruction
Assistant Response 1: Original Answer
Assistant Response 2: Newly-generated Answer
Which of the above two responses better adheres to the instruction? (Respond with 1 or 2)

Table 13: The prompt of answer quality check through the proprietary model (e.g., GPT4o). Italic text part is filled
with input text.
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