Published as a conference paper at ICLR 2023

IMPLICIT BIAS IN LEAKY RELU NETWORKS TRAINED
ON HIGH-DIMENSIONAL DATA

Spencer Frei* Gal Vardi*

UC Berkeley TTI Chicago and Hebrew University

frei@berkeley.edu galvardi@ttic.edu

Peter L. Bartlett Nathan Srebro Wei Hu

UC Berkeley and Google TTI Chicago University of Michigan

peter@berkeley.edu nati@ttic.edu vvh@umich.edu
ABSTRACT

The implicit biases of gradient-based optimization algorithms are conjectured to
be a major factor in the success of modern deep learning. In this work, we inves-
tigate the implicit bias of gradient flow and gradient descent in two-layer fully-
connected neural networks with leaky ReLU activations when the training data
are nearly-orthogonal, a common property of high-dimensional data. For gradi-
ent flow, we leverage recent work on the implicit bias for homogeneous neural
networks to show that asymptotically, gradient flow produces a neural network
with rank at most two. Moreover, this network is an ¢»-max-margin solution
(in parameter space), and has a linear decision boundary that corresponds to an
approximate-max-margin linear predictor. For gradient descent, provided the ran-
dom initialization variance is small enough, we show that a single step of gradient
descent suffices to drastically reduce the rank of the network, and that the rank
remains small throughout training. We provide experiments which suggest that a
small initialization scale is important for finding low-rank neural networks with
gradient descent.

1 INTRODUCTION

Neural networks trained by gradient descent appear to generalize well in many settings, even when
trained without explicit regularization. It is thus understood that the usage of gradient-based op-
timization imposes an implicit bias towards particular solutions which enjoy favorable properties.
The nature of this implicit regularization effect—and its dependence on the structure of the training
data, the architecture of the network, and the particular gradient-based optimization algorithm—is
thus a central object of study in the theory of deep learning.

In this work, we examine the implicit bias of gradient descent when the training data is such that
the pairwise correlations |{z;, z;)| between distinct samples x;, z; € R are much smaller than the
squared Euclidean norms of each sample: that is, the samples are nearly-orthogonal. As we shall
show, this property is often satisfied when the training data is sampled i.i.d. from a d-dimensional
distribution and d is significantly larger than the number of samples n. We will thus refer to such
training data with the descriptors ‘high-dimensional’ and ‘nearly-orthogonal’ interchangeably.

We consider fully-connected two-layer networks with m neurons where the first layer weights are
trained and the second layer weights are fixed at their random initialization. If we denote the first-
layer weights by W € R™*, with rows w, € R?, then the network output is given by,

flas W) =300 ajé((wy, ),

where a; € R, j = 1,...m are fixed. We consider the implicit bias in two different settings:
gradient flow, which corresponds to gradient descent where the step-size tends to zero, and standard
gradient descent.

*Equal contribution.



Published as a conference paper at ICLR 2023

For gradient flow, we consider the standard leaky ReLU activation, ¢(z) = max(yz, z). Our starting
point in this setting is recent work by [Lyu & Li (2019); Ji & Telgarsky| (2020) that show that,
provided the network interpolates the training data at some time, gradient flow on homogeneous
networks, such as two-layer leaky ReLU networks, converges (in direction) to a network that satisfies
the Karush—-Kuhn-Tucker (KKT) conditions for the margin-maximization problem,

II‘}‘i/nl/ZHWH?; st. Vien], vif(zsW)>1.

Leveraging this, we show that the asymptotic limit of gradient flow produces a matrix W which
is a global optimum of the above problem, and has rank at most 2. Moreover, we note that our
assumption on the high-dimensionality of the data implies that it is linearly separable. Our leaky
ReLU network f(-; W) is non-linear, but we show that gradient flow converges in direction to W
such that the decision boundary is linear, namely, there exists z € R< such that for all  we have
sign(f(z; W)) = sign(z " ). This linear predictor  may not be an /5-max-margin linear predictor,
but it maximizes the margin approximately (see details in Theorem [3.2).

For gradient descent, we consider a smoothed approximation to the leaky ReLLU activation, and
consider training that starts from a random initialization with small initialization variance. Our result
for gradient flow on the standard leaky ReLU activation suggests that gradient descent with small-
enough step size should eventually produce a network for which () has small rank. However,
the asymptotic characterization of trained neural networks in terms of KKT points of a margin-
maximization problem relies heavily upon the infinite-time limit. This leaves open what happens
in finite time. Towards this end, we consider the stable rank of the weight matrix W () found by
gradient descent at time ¢, defined as ||[WW(")||2./||[W(")|3, the square of the ratio of the Frobenius
norm to the spectral norm of W), We show that after the first step of gradient descent, the stable
rank of the weight matrix W (*) reduces from something that is of order min(m, d) to that which is
at most an absolute constant, independent of m, d, or the number of samples. Further, throughout
the training trajectory the stable rank of the network is never larger than some absolute constant.

We conclude by verifying our results with experiments. We first confirm our theoretical predictions
for binary classification problems with high-dimensional data. We then consider the stable rank of
two-layer networks trained by SGD for the CIFAR10 dataset, which is not high-dimensional. We
notice that the scale of the initialization plays a crucial role in the stable rank of the weights found by
gradient descent: with default TensorFlow initialization, the stable rank of a network with m = 512
neurons never falls below 74, while with a smaller initialization variance, the stable rank quickly
drops to 3.25, and only begins to increase above 10 when the network begins to overfit.

RELATED WORK

Implicit bias in neural networks. The literature on the implicit bias in neural networks has
rapidly expanded in recent years, and cannot be reasonably surveyed here (see [Vardi| (2022) for
a survey). In what follows, we discuss results which apply to two-layer ReLU or leaky ReL.U net-
works in classification settings.

By [Lyu & Li (2019) and Ji & Telgarsky| (2020), homogeneous neural networks (and specifically
two-layer leaky ReLLU networks, which are the focus of this paper) trained with exponentially-tailed
classification losses converge in direction to a KKT point of the maximum-margin problem. Our
analysis of the implicit bias relies on this result. We note that the aforementioned KKT point may
not be a global optimum (see a discussion in Section 3).

Lyu et al.| (2021) studied the implicit bias in two-layer leaky ReLU networks trained on linearly
separable and symmetric data, and showed that gradient flow converges to a linear classifier which
maximizes the {5 margin. Note that in our work we do not assume that the data is symmetric, but
we assume that it is nearly orthogonal. Also, in our case we show that gradient flow might converge
to a linear classifier that does not maximize the {5 margin. [Sarussi et al.| (2021)) studied gradient
flow on two-layer leaky ReL.U networks, where the training data is linearly separable. They showed
convergence to a linear classifier based on an assumption called Neural Agreement Regime (NAR):
starting from some time point, all positive neurons (i.e., neurons with a positive outgoing weight)
agree on the classification of the training data, and similarly for the negative neurons. However, it is
unclear when this assumption holds a priori.

Chizat & Bach| (2020) studied the dynamics of gradient flow on infinite-width homogeneous two-
layer networks with exponentially-tailed losses, and showed bias towards margin maximization w.r.t.
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a certain function norm known as the variation norm. [Phuong & Lampert (2020) studied the implicit
bias in two-layer ReLU networks trained on orthogonally separable data (i.e., where for every pair of
labeled examples (z;,;), (r;,y;) we have 2 z; > 0if y; = y; and 2 z; < 0 otherwise). [Safran
et al.| (2022) proved implicit bias towards minimizing the number of linear regions in univariate
two-layer ReLU networks. Implicit bias in neural networks trained with nearly-orthogonal data was
previously studied in|Vardi et al.|(2022). Their assumptions on the training data are similar to ours,
but they consider ReLU networks and prove bias towards non-robust networks. Their results do not
have any clear implications for our setting.

Implicit bias towards rank minimization was also studied in several other papers. [Ji & Telgarsky
(2018;2020) showed that in linear networks of output dimension 1, gradient flow with exponentially-
tailed losses converges to networks where the weight matrix of every layer is of rank 1. Timor et al.
(2022) showed that the bias towards margin maximization in homogeneous ReLU networks may
induce a certain bias towards rank minimization in the weight matrices of sufficiently deep ReLU
networks. Finally, implicit bias towards rank minimization was also studied in regression settings.
See, e.g.,|Arora et al.|(2019); Razin & Cohen|(2020); Li et al.| (2020); Timor et al.| (2022); |[Ergen &
Pilanci| (20215 12020).

Training dynamics of neural networks for linearly separable training data. A series of works
have explored the training dynamics of gradient descent when the data is linearly separable (such
as is the case when the input dimension is larger than the number of samples, as we consider here).
Brutzkus et al.[(2017) showed that in two-layer leaky ReL.U networks, SGD on the hinge loss for
linearly separable data converges to zero loss. [Frei et al.| (2021) showed that even when a constant
fraction of the training labels are corrupted by an adversary, in two-layer leaky ReLU networks,
SGD on the logistic loss produces neural networks that have generalization error close to the label
noise rate. As we mentioned above, both Lyu et al.|(2021]) and Sarussi et al.|(2021) considered two-
layer leaky ReLU networks trained by gradient-based methods on linearly separable datasets. [Wang
et al. (2019) and|Yang et al.| (2021) considered the dynamics of variants of GD/SGD algorithms on
the hinge loss for ReLU networks for linearly separable distributions.

Another line of work has explored the dynamics of neural network training when the data is sampled
i.i.d. from a distribution which is not linearly separable but the training data is linearly separable
due to the number of samples being smaller than the input dimension. |Cao et al.| (2022) studied
two-layer convolutional networks trained on an image-patch data model and showed how a low
signal-to-noise ratio can result in harmful overfitting, while a high signal-to-noise ratio allows for
good generalization performance. [Shen et al.| (2022)) considered a similar image-patch signal model
and studied how data augmentation can improve generalization performance of two-layer convolu-
tional networks. [Frei et al.| (2022a)) showed that two-layer fully connected networks trained on high-
dimensional mixture model data can exhibit a ‘benign overfitting’ phenomenon. [Frei et al.|(2022b)
studied the feature-learning process for two-layer ReLLU networks trained on noisy 2-xor clustered
data and showed that early-stopped networks can generalize well even in high-dimensional settings.
Boursier et al.|(2022) studied the dynamics of gradient flow on the squared loss for two-layer ReLU
networks with orthogonal inputs.

2 PRELIMINARIES

Notation. For a vector  we denote by ||x|| the Euclidean norm. For a matrix W we denote
by ||W||  the Frobenius norm, and by |||, the spectral norm. We denote by 1[] the indicator
function, for example 1[t > 5] equals 1 if ¢ > 5 and 0 otherwise. We denote sign(z) = 1 for z > 0
and sign(z) = —1 otherwise. For an integer d > 1 we denote [d] = {1,...,d}. We denote by
N(p, 0?) the Gaussian distribution. We denote the maximum of two real numbers a, b as a V b, and
their minimum as a A b. We denote by log the logarithm with base e. We use the standard O(-) and
Q(+) notation to only hide universal constant factors, and use O(+) and €2(-) to hide poly-logarithmic
factors in the argument.

Neural networks. In this work we consider depth-2 neural networks, where the second layer is
fixed and only the first layer is trained. Thus, a neural network with parameters W is defined as

flaW) =30 ajd(w]z)
.

where z € R? is an input, W € R™*% is a weight matrix with rows w{ , ..., w, , the weights in the
second layer are a; € {£1/y/m} for j € [m], and ¢ : R — R is an activation function. We focus on
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the leaky ReLU activation function, defined by ¢(z) = max{z, vz} for some constant y € (0,1),
and on a smooth approximation of leaky ReLU (defined later).

Gradient descent and gradient flow. Let S = {(z;,5;)}"; C R? x {£1} be a binary-
classification training dataset. Let f(-; W) : R? — R be a neural network parameterized by W.
For a loss function ¢ : R — R the empirical loss of f(-; W) on the dataset S is

L(W) = IS i f (s W)

We focus on the exponential loss ¢(q) = e~ and the logistic loss £(gq) = log(1 + e~ ).
In gradient descent, we initialize [IW (9], ; iid. N(0,w?;,) for some win;¢ > 0, and in each iteration
we update

WD —w® _ 0wy, Lw®)
where a > 0 is a fixed step size.
Gradient flow captures the behavior of gradient descent with an infinitesimally small step size. The
trajectory W (t) of gradient flow is defined such that starting from an initial point W (0), the dy-
namics of W (¢) obeys the differential equation %t(t) = —VwL(W(t)). When L(W) is non-

. . . . . . . d o7
differentiable, the dynamics of gradient flow obeys the differential equation Vgt(t) € —9°L(W (1)),

where 0° denotes the Clarke subdifferential, which is a generalization of the derivative for non-
differentiable functions (see Appendix [A]for a formal definition).

3 ASYMPTOTIC ANALYSIS OF THE IMPLICIT BIAS

In this section, we study the implicit bias of gradient flow in the limit £ — oo. Our results build
on a theorem by [Lyu & Li (2019) and Ji & Telgarsky| (2020), which considers the implicit bias in
homogeneous neural networks. Let f(z; 0) be a neural network parameterized by 6, where we view
0 as a vector. The network f is homogeneous if there exists L > 0 such that for every 8 > 0 and x, 0
we have f(x;30) = BL f(x;0). We say that a trajectory () of gradient flow converges in direction
to 0* if lim;_, o % = Hz—:‘l. Their theorem can be stated as follows.

Theorem 3.1 (Paraphrased from|Lyu & Li/(2019); Ji & Telgarsky| (2020)). Let f be a homogeneous
ReLU or leaky ReLU neural network parameterized by 6. Consider minimizing either the exponen-
tial or the logistic loss over a binary classification dataset {(x;, y;) }_, using gradient flow. Assume
that there exists time to such that L(0(to)) < %. Then, gradient flow converges in direction to
a first order stationary point (KKT point) of the following maximum-margin problem in parameter
space:

m@in Vo |l0° st Vieln] yif(ai0)>1.

Moreover, f(@(t)) — 0and ||0(t)]] = coast — oc.

We focus here on depth-2 leaky ReLU networks where the trained parameters is the weight matrix
W e R™*d of the first layer. Such networks are homogeneous (with . = 1), and hence the above

theorem guarantees that if there exists time ¢y such that E(W(to)) < %, then gradient flow
converges in direction to a KKT point of the problem

mvivnl/gnwni st. Vieln] yif(es W) >1. (1)

Note that in leaky ReLU networks Problem (E]) is non-smooth. Hence, the KKT conditions are

defined using the Clarke subdifferential. See Appendix [A]for more details of the KKT conditions.

The theorem implies that even though there might be many possible directions HWLH that classify
F

the dataset correctly, gradient flow converges only to directions that are KKT points of Problem (TJ).
We note that such a KKT point is not necessarily a global/local optimum (cf. [Vardi et al| (2021);
Lyu et al.|(2021)). Thus, under the theorem’s assumptions, gradient flow may not converge to an
optimum of Problem (), but it is guaranteed to converge to a KKT point.
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We now state our main result for this section. For convenience, we will use different notations
for positive neurons (i.e., where a; = 1/4/m) and negative neurons (i.e., where a; = —1/y/m).
Namely,

[z W) = Z aj¢(w z) = E;nll m (U z) — E;Wl Vm (“ z). 2

Note that m = my + my. We assume that m1, mg > 1.
Theorem 3.2. Let {(z;,vy:)}; € RY x {£1} bea tramlng dataset, and let R, 1=

Ry = min; ||z;]| and R = max/Rmm We denote I := [n), I, :={i € I :y; = 1} and
I_:={iel:y,=—1}. Assume that
R2

win 2 377" RPnmax |(z, z;)]

Let f be the leaky ReLU network from[(2) and let W be a KKT point of Problem (). Then, the
following hold:

L yif(xy ;W) =1foralli € I

2. 01 =...= Uy, :=vandu] = ... = Uy, = u. Hence, rank(WW) < 2.

3ov= % Zie[+ Aiy — % Dier. Niwi and u = Tlﬁ Dier. Nitti — \/% Dier, Aiis
where \; € (
0 and yiu x; < O.

I 272R2 )for every i € 1. Furthermore, for all i € I we have y;v' z; >

‘min

4. W is a global optimum of Problem ({I). Moreover, this global optimum is unique.

5. v, u is the global optimum of the following convex problem:

min *H I +*II I 3)
v,u€Rd
. mi T mo T
Viel, : —v z;,—vy—u x; >1
+ ,—m T Y /*m T =
Viel_ ﬂu—r:ﬂi — 'yﬂvTxi >1.

Vm vm

6. Let z = :}%v - \’;%u For every x € R% we have sign (f(x;W)) = sign(z " z). Thus, the

network f(-; W) has a linear decision boundary.

7. The vector z may not be an ls-max-margin linear predictor, but it maximizes the margin
approximately in the following sense. For all i € I we have y;z'xz; > 1, and ||z|| <

/{+'y |2*]], where k := 1/%, and z* := argmin; ||Z|| s.t. v;Z z; > 1 for all

i€l

Note that by the above theorem, the KKT points possess very strong properties: the weight matrix is
of rank at most 2, there is margin maximization in parameter space, in function space the predictor
has a linear decision boundary, there may not be margin maximization in predictor space, but the
predictor maximizes the margin approximately within a factor of % Note that if K = 1 (i.e.,
mq = me) and +y is roughly 1, then we get margin maximization also in predictor space. We remark
that variants of items 2, 5 and 6 were shown in |[Sarussi et al.| (2021) under a different assumption
called Neural Agreement Regime (as we discussed in the related work section)E]

The proof of Theorem [3.2]is given in Appendix [B] We now brleﬁy discuss the proof idea. Since W
satisfies the KKT conditions of Problem (1J), then there are Aq, ..., A, such that for every j € [m]

we have
wj =3 et ANV, (Yif (@ W) = a5 32 r Niyid o, Ti
where ¢; ,, is a subgradient of ¢ at w;rarl Also we have A\; > Oforallé,and A\; = 0ify; f(x;; W) #
1. We prove strictly positive upper and lower bounds for each of the \;’s. Since the \;’s are strictly

'In fact, the main challenge in our proof is to show that a property similar to their assumption holds in every
KKT point in our setting.
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positive, the KKT conditions show that the margin constraints are satisfied with equalities, i.e., part
1 of the theorem. By leveraging these bounds on the \;’s we also derive the remaining parts of the
theorem.

The main assumption in Theorem [3.2]is that R2,, > 3y 3R nmax;-; |(x;, z;)|. In words, this
means the squared norms of samples are much larger than the pairwise correlations between different
samples, i.e. the training data are nearly orthogonal. Lemma [3.3] below implies that if the inputs x;
are drawn from a well-conditioned Gaussian distribution (e.g., N(0, 1)), then it suffices to require

n < 0(73 d ), ie,d>Q (nQ) if v = Q(1). Lemmaholds more generally for a class of

logn

subgaussian distributions (see, e.g.,|Hu et al.| (2020} Claim 3.1)), and we state the result for Gaussians
here for simplicity.

Lemma 3.3. Suppose that x1, . ..,x, are drawn i.i.d. from a d-dimensional Gaussian distribution
N(0, %), where Tr[Y] = d and ||2||, = O(1). Suppose n < d°). Then, with probability at least

1 — 110 e have 7“9”;‘1“2 =14+ 0(y/ 10in)for all i, and 7““&%"” = O(\/lo%)for alli # j.

The proof of Lemma [3.3|is provided in Appendix [Cl We thus see that for data sampled i.i.d. from
a well-conditioned Gaussian, near-orthogonality of training data holds when the training data is
sufficiently high-dimensional, i.e. the dimension is much larger than the number of samples.

By Theorem if the data points are nearly orthogonal then every KKT point of Problem
satisfies items 1-7 there. It leaves open the question of whether gradient flow converges to a KKT
point. By Theorem [3.1] in order to prove convergence to a KKT point, it suffices to show that

there exists time ¢, where E(W(to)) < %. In the following theorem we show that such ¢
exists, regardless of the initialization of gradient flow (the theorem holds both for the logistic and
the exponential losses).

Theorem 3.4. Consider gradient flow on a the network from w.r.t. a dataset that satisfies the
assumption from Theorem[3.2] Then, there exists a finite time to such that for all t > t, we have

LW (1)) < log(2)/n.

We prove the theorem in Appendix [D] Combining Theorems and [3.4] we get the following:

Corollary 3.5. Consider gradient flow on the network from w.rt. a dataset that satisfies the
assumption from Theorem[3.2] Then, gradient flow converges to zero loss, and converges in direction
to a weight matrix W that satisfies items 1-7 from Theorem|[3.2)

4 NON-ASYMPTOTIC ANALYSIS OF THE IMPLICIT BIAS

In this section, we study the implicit bias of gradient descent with a fixed step size following random
initialization (refer to Section [2| for the definition of gradient descent). Our results in this section
are for the logistic loss ¢(z) = log(1 + exp(—z)) but could be extended to the exponential loss
as well. We shall assume the activation function ¢ satisfies ¢(0) = 0 and is twice differentiable
and there exist constants v € (0,1, H > Osuchthat 0 < v < ¢'(2) < 1, and |¢"(2)] <
H. We shall refer to functions satisfying the above properties as y-leaky, H-smooth. Note that
such functions are not necessarily homogeneous. Examples of such functions are any smoothed
approximation to the leaky ReLU that is zero at the origin. One such example is: ¢(z) = vz +
(1 —v)log (%(1 + exp(2))), which is y-leaky and 1/s-smooth (see Figure in the appendix for a
side-by-side plot of this activation with the standard leaky ReLU).

We next introduce the definition of stable rank (Rudelson & Vershynin, [2007)).
Definition 4.1. The stable rank of a matrix W € R™>*4 js StableRank(W) = ||[W||%/||W||3.

The stable rank is in many ways analogous to the classical rank of a matrix but is considerably more
well-behaved. For instance, consider the diagonal matrix W € R?*? with diagonal entries equal
to 1 except for the first entry which is equal to € > 0. As € — 0, the classical rank of the matrix
is equal to d until € exactly equals 0, while on the other hand the stable rank smoothly decreases
from d to d — 1. For another example, suppose again W € R?*? is diagonal with Wi1 = 1and
Wi, = exp(—d) for ¢ > 2. The classical rank of this matrix is exactly equal to d, while the stable
rank of this matrix is 1 + 04(1).

With the above conditions in hand, we can state our main theorem for this section.
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Theorem 4.2. Suppose that ¢ is a y-leaky, H-smooth activation. For training data {(x;,y;)}, C
R? x {41}, let Ryu = max; ||2;]| and Ryin = max/ Bonin 1S at most
an absolute constant. Denote by Cr := 10R? /% + 10. Assume the training data satisfies,

R2

min =

> 57" Can£x|<x“xj>|

There exist absolute constants C1,Cy > 1 (independent of m, d, and n) such that the following
holds. For any 6 € (0,1), if the step-size satisfies o < v2(5nR2,R?*Crmax(1,H))™!, and

Winit < Y2 Ryin(T2RCrny/mdlog(4m/5)) =1, then with probability at least 1—§ over the random

initialization of gradient descent, the trained network satisfies:
1. The empirical risk under the logistic loss satisfies L W(t \/C1/R2, at fort > 1.

2. The {5 norm of each neuron grows to infinity: for all j, wj(-t) l2 = oc.

3. The stable rank of the weights is bounded: sup;>, {StableRank(W(t))} < Ch.

We now make a few remarks on the above theorem. We note that the assumption on the training
data is the same as in TheoremB;Z] to constants (treating -y as a constant), and is satisfied in many
settings when d >> n? (see Lemmai

For the first part of the theorem, we show that despite the non-convexity of the underlying optimiza-
tion problem, gradient descent can efficiently minimize the training error, driving the empirical risk
to zero.

For the second part of the theorem, note that since the empirical risk under the logistic loss is driven
to zero and the logistic loss is decreasing and satisfies £(z) > 0 for all z, it is necessarily the case

that the spectral norm of the first layer weights |[W® |, — oco. (Otherwise, L(W (")) would be
bounded from below by a constant.) This leaves open the question of whether only a few neurons in
the network are responsible for the growth of the magnitude of the spectral norm, and part (2) of the
theorem resolves this question.

The third part of the theorem is perhaps the most interesting one. In Theorem we showed
that for the standard leaky ReLU activation trained on nearly-orthogonal data with gradient flow,
the asymptotic true rank of the network is at most 2. By contrast, Theorem shows that the
stable rank of neural networks with vy-leaky, H-smooth activations trained by gradient descent have
a constant stable rank after the first step of gradient descent and the rank remains bounded by a
constant throughout the trajectory. Note that at initialization, by standard concentration bounds
for random matrices (see, e.g., [Vershynin| (2010)), the stable rank satisfies StabIeRank(W(O)) ~
O(md/(y/m+va)?) = (mAd), so that Theorem4.2|implies that gradient descent drastically reduces
the rank of the matrix after just one step.

The details for the proof of Theorem are provided in Appendix [E} but we provide some of
the main ideas for the proofs of part 1 and 3 of the theorem here. For the first part, note that
training data satisfying the assumptions in the theorem are linearly separable with a large margin
(take, for instance, the vector >, y;x;). We use this to establish a proxy Polyak-Lojasiewicz

(PL) inequality (Frei & Gu,2021) that takes the form HVL( NF > cG( ®)) for some ¢ > 0,

where é(W(t)) is the empirical risk under the sigmoid loss —¢'(z) = 1/(1 + exp(z)). Because
we consider smoothed leaky ReLU activations, we can use a smoothness-based analysis of gradient

descent to show ||V L(W (1) |F — 0, which implies G (W(t)) — 0 by the proxy PL inequality. We

then translate guarantees for GW (W®) into guarantees for L(W(t)) by comparing the sigmoid and
logistic losses.

For the third part of the theorem, we need to establish two things: (i) an upper bound for the
Frobenius norm, and (#¢) a lower bound for the spectral norm. A loose approach for bounding the
Frobenius norm via an application of the triangle inequality (over time steps) results in a stable rank
bound that grows with the number of samples. To develop a tighter upper bound, we first establish
a structural condition we refer to as a loss ratio bound (see Lemma[E4). In the gradient descent
updates, each sample is weighted by a quantity that scales with —¢ (y; f(x;; W(®)) € (0,1). We
show that these —¢’ losses grow at approximately the same rate for each sample throughout training,
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Figure 1: Relative reduction in the stable rank of two-layer nets trained by gradient descent for
Gaussian mixture model data (cf.[(4)). The rank reduction happens more quickly as the dimension
grows (left; initialization scale 50x smaller than default TensorFlow, oo = 0.01) and as the initial-
ization scale decreases (right; d = 104, o = 0.16).

and that this allows for a tighter upper bound for the Frobenius norm. Loss ratio bounds were key to
the generalization analysis of two previous works on benign overfitting (Chatterji & Long,[2021}; [Frei
et al.l 2022a) and may be of independent interest. In Proposition[E.10]we provide a general approach
for proving loss ratio bounds that can hold for more general settings than the ones we consider in
this work (i.e., data which are not high-dimensional, and networks with non-leaky activations). The
lower bound on the spectral norm follows by identifying a single direction /i := Z?=1 y;x; that is

strongly correlated with every neuron’s weight w;, in the sense that |(ws”/ w1, 12)| is relatively
large for each j € [m]. Since every neuron is strongly correlated with this direction, this allows for
a good lower bound on the spectral norm.

5 IMPLICATIONS OF THE IMPLICIT BIAS AND EMPIRICAL OBSERVATIONS

The results in the preceding sections show a remarkable simplicity bias of gradient-based optimiza-
tion when training two-layer networks with leaky activations on sufficiently high-dimensional data.
For gradient flow, regardless of the initialization, the learned network has a linear decision bound-
ary, even when the labels y are some nonlinear function of the input features and when the network
has the capacity to approximate any continuous function. With our analysis of gradient descent,
we showed that the bias towards producing low-complexity networks (as measured by the stable
rank of the network) is something that occurs quickly following random initialization, provided the
initialization scale is small enough.

In some distributional settings, this bias towards rather simple classifiers may be beneficial, while in
others it may be harmful. To see where it may be beneficial, consider a Gaussian mixture model dis-
tribution P, parameterized by a mean vector 1 € RY, where samples (x,%y) ~ P have a distribution
as follows:

y ~ Uniform({£1}), =zly~yp+2z, 2z~ N(0,I). “4)

The linear classifier ¢ — sign({u, x)) performs optimally for this distribution, and so the implicit
bias of gradient descent towards low-rank classifiers (and of gradient flow towards linear decision
boundaries) for high-dimensional data could in principle be helpful for allowing neural networks
trained on such data to generalize well for this distribution. Indeed, as shown by [Chatterji & Long

(2021), since ||2;||?> = d + ||u||? while |(x;, z;)| ~ ||u||? + V/d for i # j, provided ||u|| = ©(d”)

and d > nT% Vn? for B € (0,1/2), the assumptions in Theorem 4.2|hold. Thus, gradient descent
on two-layer networks with v-leaky, H-smooth activations, the empirical risk is driven to zero and
the stable rank of the network is constant after the first step of gradient descent. In this setting, |Fre1
et al.| (2022a) recently showed that such networks have small generalization error. This shows that
the implicit bias towards classifiers with constant rank can be beneficial in distributional settings
where linear classifiers can perform well.

On the other hand, the same implicit bias can be harmful if the training data come from a distribution
that does not align with this bias. Consider the noisy 2-xor distribution Dy, in d > 3 dimensions
defined by x = z + £ where z ~ Uniform ({1, £pus}), where pu1, po are orthogonal with identical
norms, & ~ N(0, 1), and y = sign(|(u1, )| — |{u2, z)|). Then every linear classifier achieves 50%
test error on D,,,. Moreover, provided ||i1;|| = ©(d”) for B < 1/2, by the same reasoning in the
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Figure 2: Stable rank of SGD-trained two-layer ReLU networks on CIFAR-10. Compared to the
default TensorFlow initialization (left), a smaller initialization (right) results in a smaller stable rank,
and this effect is especially pronounced before the very late stages of training. Remarkably, the train
(blue) and test (black) accuracy behavior is essentially the same.

preceding paragraph the assumptions needed for Theoremare satisfied provided d > nTT VR,
In this setting, regardless of the initialization, by Theorem [3.2] the limit of gradient flow produces
a neural network which has a linear decision boundary and thus achieves 50% test error. In the
appendix (see Fig.[6) we verify this with experiments.

Thus, the implicit bias can be beneficial in some settings and harmful in others. Theorem [4.2] and
Lemma [3.3] suggest that the relationship between the input dimension and the number of samples,
as well as the initialization variance, can influence how quickly gradient descent finds low-rank
networks. In Figure [T] we examine these factors for two-layer nets trained on a Gaussian mixture
model distribution (see Appendix [F] for experimental details). We see that the bias towards rank
reduction increases as the dimension increases and the initialization scale decreases, as suggested
by our theory. Moreover, it appears that the initialization scale is more influential for determining
the rank reduction than training gradient descent for longer. In Appendix [F|we provide more detailed
empirical investigations into this phenomenon.

In Figure 2] we investigate whether or not the initialization scale’s effect on the rank reduction of
gradient descent occurs in settings not covered by our theory, namely in two-layer ReLU networks
with bias terms trained by SGD on CIFAR-10. We consider two different initialization schemes:
(1) Glorot uniform, the default TensorFlow initialization scheme with standard deviation of order
1/v/m + d, and (2) a uniform initialization scheme with 50x smaller standard deviation than that
of the Glorot uniform initialization. In the default initialization scheme, it appears that a reduction
in the rank of the network only comes in the late stages of training, and the smallest stable rank
achieved by the network within 106 steps is 74.0. On the other hand, with the smaller initialization
scheme, the rank reduction comes rapidly, and the smallest stable rank achieved by the network is
3.25. It is also interesting to note that in the small initialization setting, after gradient descent rapidly
produces low-rank weights, the rank of the trained network begins to increase only when the gap
between the train and test accuracy begin to diverge.

6 CONCLUSION

In this work, we characterized the implicit bias of common gradient-based optimization algorithms
for two-layer leaky ReLU networks when trained on high-dimensional datasets. For both gradient
flow and gradient descent, we proved convergence to near-zero training loss and that there is an
implicit bias towards low-rank networks. For gradient flow, we showed a number of additional
implicit biases: the weights are (unique) global maxima of the associated margin maximization
problem, and the decision boundary of the learned network is linear. For gradient descent, we
provided experimental evidence which suggests that small initialization variance is important for
gradient descent’s ability to quickly produce low-rank networks.

There are many natural directions to pursue following this work. One question is whether or not a
similar implicit bias towards low-rank weights in fully connected networks exists for networks with
different activation functions or for data which is not nearly orthogonal. Our proofs relied heavily
upon the near-orthogonality of the data, and the ‘leaky’ behavior of the leaky ReLU, namely that
there is some v > 0 such that ¢’(z) > ~ for all z € R. We conjecture that some of the properties we
showed in Theorem [3.2] (e.g., a linear decision boundary) may not hold for non-leaky activations,
like the ReLLU, or without the near-orthogonality assumption.
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A PRELIMINARIES ON THE CLARKE SUBDIFFERENTIAL AND THE KKT
CONDITIONS

Below we review the definition of the KKT conditions for non-smooth optimization problems (cf.

Lyu & Lif(2019); Dutta et al.|(2013)).

Let f : RY — R be a locally Lipschitz function. The Clarke subdifferential (Clarke et al.,[2008) at
x € R? is the convex set

0° f(x) := conv { lim Vf(z;) | lim z; =, f is differentiable at xl} .
11— 00

71— 00

If f is continuously differentiable at 2 then 0° f(x) = {V f(x)}. For the Clarke subdifferential
the chain rule holds as an inclusion rather than an equation. That is, for locally Lipschitz functions

12
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Z1,...,2p : R > Rand f : R” — R, we have

0°(f o z)(x) C conv {Z aih; € 0°f(z1(x),...,2n(x)), hy € 8°zi(z)} .

i=1

Consider the following optimization problem

min f(z) st Vn € [N] gn(z) <0, %)

where f,g1,...,9, : RY — R are locally Lipschitz functions. We say that 2 € R? is a feasible
point of Problem (3)) if « satisfies g, (x) < 0 for all n € [N]. We say that a feasible point z is a KKT
point if there exists A1, ..., Ay > 0 such that

L 0€d°f(x) + 3, cn) An0°gn(2);

2. Forall n € [N] we have A\, g, (z) = 0.

B PROOF OF THEOREM

We start with some notations. We denote p = max;; |(z;, z;)|. Thus, our assumption on n can be
. 3 2 2 . . . .
written as n < % . % . 11;’2 . Since W satisfies the KKT conditions of Problem H then there are

‘max

AL, ..., A such that for every j € [mq] we have
1
v = ANV, (yif (@i W)) = N > Aiyid,,wi (6)
il el

where ¢; , is a subgradient of ¢ at v/ z;, i.e., if vjx; > 0then ¢, = 1, if v]z; < 0 then
! ». = 7 and otherwise ¢} , is some value in [y, 1]. Also we have \; > 0 for all 4, and \; = 0 if
[ e

yif(x;; W) # 1. Likewise, for all j € [mg] we have

uj = Z)‘ivuj (yif(zisW)) = % Z Ni(=Yi) B}, i )

el i€l

where qb,’wj is defined similarly to ¢,’i7,uj. The proof of the theorem follows from the following
lemmas.

Lemma B.1. Foralli € I we have 3 (., 1 Nidi o, + 3 jc(ma) AiPiu, < 25’;‘2‘ . Furthermore,

Ai<:§;jﬁjffbra”i el

‘min

Proof. Let ¢ = max,es (Zje[ml] Aq®P0; T 2 jeimal )\q¢;,uj> and suppose that £ > 2;’%. Let

“min

r = argmax,er (5 jepm) Mo, + Djepma Mabh, )- Since € > 558 > 0 then A, > 0, and
hence by the KKT conditions we must have y,. f (x,; W) = 1.

We consider two cases:

13
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Case 1: Assume that 7 € J_. Using[(6)|and (7), we have

VimflesWy= Y ¢vfa) = Y élu] )

j€[m1] jE[ma]

JE€[ma] qel qgel

= Z 0] \/17 ryr¢r vj TZET_FT Z )‘qu¢q v q

j€E€[mi] geI\{r}

1
- Z (ZS 7m>\ y?‘)qsv ujx xr—"ﬁ Z )‘ )¢;,uj ;r T

j€[mz] q€I\{r}
S Z ¢ - 'f¢1 SV mm \/> Z /\qu q,v; q
JjE€[ma] g€N{r}

- Z ¢ 1 7¢ru1 mm+\/m Z /\fl yq)¢q7uj qTx

JE€[ma] g€\{r}

Z ¢ \/—Z)\qugbqvj q ) \/—Z)\ yq qu] q
1

Since the derivative of ¢ is lower bounded by v, we know ¢(z1) — ¢(22) > (21 — 22) for all

z1, 22 € R. Using this and the definition of &, the above is at most

1
Z \/> Z /\qu q,v; q \/>ry /\T(brvj 'min

Jj€[ma] geI\{r}

-3 e S (vl | + ey A B
\F Vi

J€[m2] geI\{r}
< _T €Rmm + Z \/> Z )‘qu(bq UJ'rq Ly Z Z )\
JG mi] qel\{r} j€[m2] q€[\{7“}
< _T’Yé.Rmm f Z Z ‘)\qudsq ’U]xq Tp|+ —= Z Z ‘)\
j€lma] geI\{r} Je[mz]qEI\{T}

Using |x;'—xr| < pfor g # r, the above is at most

- TVERmm f Z Z q¢q ”Jp + == \/7 Z Z qQSq u]

Jj€[ma] geI\{r} Jj€[ma] geI\{r}

S (X i X A,

qg€I\{r} \j€lmi] J€[ma2]
<——= ngm + |I| max Z A d)q v + Z )‘ngq uj
\/7 \/7 g€l j€[m1] j€[ma]
S
= _Tngmm + Wﬂf = _7m( mm - np) .

14
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By our assumption on n, we can bound the above expression by

7 R R R (2 R
Vm 3 p Rl vm 3 R
€Rmm ’}/
ST Um (7_ 3)
ngm . 2l
Jm 3
3m RZ2. 2y

min 2/ )
CR: Jm 3 vm

Thus, we obtain f(x,; W) < —1 in contradiction to y, f (z,; W) = 1.

Case 2: Assume that 7 € I,. A similar calculation to the one given in case 1 (which we do
not repeat for conciseness) implies that f(x,; W) > 1, in contradiction to y, f(z,; W) = 1. It

3
concludes the proof of & < QWE’Q .

‘min

Finally, since £ <

o RQ and the derivative of ¢ is lower bounded by ~, then for all + € I we have

‘min

> > Nid, D Nid, = mAy,

2vR2.
TR mm j€[m1] j€[mz]

and hence \; <3 - R2 .

‘min

Lemma B.2. Foralli € I we have 3 e, Nid o, + D eimy) Ni®hu,
A > 2R2 foralli e I.

‘max

2R2 . Furthermore,

‘max

Proof. Suppose that there is i € I suchthat 37, Nid o + 20 iy Nidhu, < < s USng
and (7)), we have

Vm < |Vmfes W) =| Y @)= D dlufz)| < D ol + Y uf @i

J€[m1] J€[ma] j€[ma] Jj€[ma2]
= fZAqu%v]waz + fZA ~Ya)Pg,u;%q Ti
j€[ma] qel j€[ma2] qel

1
< ﬁ Z )\zyl Zv]‘rl €T Z ‘)\quQS‘I% Lg X

j€[ma] qel\{Z

to= ¥ (Pemstaalal+ X e, aa

j€[m2] ae\{i}
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Using |x z;| < pforq#iandzz; < R2,,, the above is at most

max?

% Z /\i(ﬁg,vj ‘max Z qu;,vjp +% Z Algb;,uj max Z l1¢lq,ujp

JEIM1] geI\{i} JE[M2] geI\{i}

1
— A - / /
*ﬁ Z )‘1¢i,vj max+ Z 1(;51 U max +\/m Z Z Aq¢q,v_7p+ Z )‘q(rbq,ujp
j€[ma] j€[m2] geI\{i} \j€[mi] j€E€[m2]
= A PIRCIED IR B T Sl D DR VAERD DV
\/ﬁ 1Y, 10U \/TTL q¥q,v; ¥ q,u;
J€lma] J€lma] geI\{i} \je€[mi] J€ma]
Riax . p : /
< \/7 2Rmax T |I|‘I‘I]1€a[)( ‘E[Z])\qqsqﬂ)j + .E[Z]Aqd)ILUj
JEIML Jelmaz

Combining the above with our assumption on n, we get

3 R2 3
max Z Ang;,'uj + Z )\qu’ ] > m > E P max m

act J€[mi] Jj€[ma2] " 2np 2p 3‘RIQIHII ernln 2’}/‘Rmm ’
in ncL:ontradiction to Lemma It concludes the proof of Zj €fma] \id) o+ Z]E (] N A} s
2RZ,

‘max

Finally, since } ;¢ (,,,,] Ai®% 0, + 2 je(ma] Ni®iu, > 5gz— and the derivative of ¢ is upper bounded
by 1, then for all 7z € I we have

- < S Nt Y Nidh,, <mh,

j€[ma] j€[ma2]

and hence \; > 5 R2 . O

‘max

Lemma B.3. Foralli € I we have y; f(x;; W) = 1.

Proof. By Lemma we have \; > 0 for all i € I, and hence by the KKT conditions we must
have y; f(x;; W) = 1. O

Lemma B.4. We have

VI =...=Up, = Z)\xz— Z/\x,,

ze[ ZEI,
and
UL =...= E N — E AT
1,61, 1€I+

Moreover, for all i € I we have: yivj—»raci > 0 for every j € [my], and ylu;rxl < 0 for every
J € [ma].

Proof. Fix j € [my]. Byﬂfor alli € I, we have

v T Al
J / ZQQQ,v]q

qel
1
- Zy2¢1 1)7'Tz Zq + —= Z )\qugbq v q
\F \F qeI\{i}

1
¢zvj mm_i Z /\q(b;,vjp
f \/quI\{i}
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By Lemma and Lemma and using ¢, € [v,1] for all ¢ € I, the above is larger than

L 1 ’VR _ 1 .- 3 . ,yRmm _ 1 . l?’ X Rr211in . RrQnm 3
\/ﬁ 2Rr2nax min \/E 2 R?ﬂln - 2 \/7Rmax \/ﬁ 3 p Rr2nax 2 RI2IIIH
— ’YRmm _ fyRmm =0

2\/7fgmax 2\/7Rmax
Thus, v/ z; > 0, which implies ¢ , = 1.

Similarly, for all 7 € I_ we have

vj T; = \F;Aqu a0, q

N %Alyzdv;x;rx’ * % Z )\quq%l’“fx;rxl
qeI\{i}

< - \/— Ld% U R \/* Z /\qd)‘lv%

qeI\{i}

By Lemma and Lemma and using ¢, ,,. € [, 1] forall ¢ € I, the above is smaller than

D

1 1 1 3 R2 1 3 R2. R2. 3
RV 9p2 'erQnin"" =N 555 P ——" 7 min =0 Poin r2mn —
m 2Rmax \/m Rmm 2\/>Rmax \/> 3 p Rmax lel’l
_ R YR _

2\/7Rmax 2\/7Rmax
Thus, vaa:i < 0, which implies ¢ , = 7.
Using[(6)|again we conclude that
v = \/»Z/\zyz%% = Z)\xl Z’\x"
i€l ZEI+ zel,
Since the above expression holds for all j € [m4] then we have v = ... = vy,
By similar arguments (which we do not repeat for conciseness) we also get

U =...= ZA%* Z/\mz.

zEI, zELr

and yiujT;l:i < Oforalli € I and j € [ma). O

By the above lemma we may denote v := v; = ... = Up,, and ¥ 1= U3 = ... = Up,,, and denote
TVL]

2= YT Ut
Lemma B.5. The pair v, u is a unique global optimum of the Problem (3).

Proof. First, we remark that a variant of the this lemma appears in|Sarussi et al.|(2021). They proved
the claim under an assumption called Neural Agreement Regime (NAR), and Lemma|B.4]implies that
this assumption holds in our setting.

Note that the objective in Problem is strictly convex and the constraints are affine. Hence, its
KKT conditions are sufficient for global optimality, and the global optimum is unique. It remains to
show that v, u satisfy the KKT conditions.

Flrstly, note that v, u satisfy the constraints. Indeed, by Lemma [B.4] for every i € I, we have
v'x; > 0and u'x; < 0. Combining it with Lemma we get
1= fzs W) = %qxv%) - %qﬁ(u%n = %v%i - v%u%i . )
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Similarly, for every i € I_ we have v 2; < 0 and u ' z; > 0. Together with Lemma B.3| we get

1= W) = JeoleTe) = DEo(uTa) = omeTe - SRuTa. O
Next, we need to show that there are pq, . . ., t, > 0 such that
mlv—Zul\FflfleZm 1)7
i€l el
mau =Y pi(—y B uz
icly icl_

By setting p; = A; forall i € I, Lemmaimplies that the above equations hold.

Finally, we need to show that 1; = O for all ¢ € I where the corresponding constraint holds with a
strict inequality. However, by [(8)] and (9) all constraints hold with an equality. O

Lemma B.6. The weight matrix W is a unique global optimum of Problem ().

Proof. Let W be a weight matrix that satisfies the KKT conditions of Problem , and let
U1y ..y Umy, U1, ..., Un, be the corresponding positive and negative weight vectors. We first show
that W W,ie., there is a unique KKT point for Problem . Indeed, by Lemma || ] for every
such W we have © V] = ... =70y, :=0and Uy = ... = U, = U, and by Lemma the vectors
0, @ are a unique global optimum of Problem (3). Since by Lemma the vectors v, u are also a
unique global optimum of Problem (3)), then we must have v = v and u = 4.

Now, let W* be a global optimum of Problem @ By Lyu & Li (2019), the KKT conditions of
this problem are necessary for optimality, and hence they are satisfied by W*. Therefore, we have
W* = W. Thus, W is a unique global optimum. [

Lemma B.7. For every x € R% we have sign (f(z; W)) = sign(z" ).

Proof. First, We remark that a variant of the this lemma appears in|Sarussi et al. (2021)). They proved
the claim under an assumption called Neural Agreement Regime (NAR), and Lemma|B.4]implies that
this assumption holds in our setting.

Let x € R, Consider the following cases:

Case 1: If v’z > Oand u'x > 0 then f(x; W) = %UT.’E — %uTx = 2"z, and thus
sign (f(z; W)) = sign(z " z).

Case 2: If v’z > Oand u'z < O then f(z;W) = %’UTI - %’}/UTIE > 0and 2"z =
%vTx — %uTx > 0.

Case 3: If vz < Oand u'z > O then f(z; W) = ffyv x — \/TUT:C < Oand 2"z =
%v—% — \T/”—%u-rx < 0.

Cased: If v’z < Oand u'x < O then f(z; W) = %'yv—rx — %’yu—'—x = vz 'z, and thus
sign (f(z; W)) = sign(z " z). O

Lemma B.8. The vector z may not be an {2-max-margin linear predictor.

Proof. We give an example of a setting that satisfies the theorem’s assumptions, but the correspond-

ing vector z is not an ¢s-max-margin linear predictor. Let v = % and suppose that m; = mo := m/.

Leta; = (—=1,0,0) T, 22 = (¢,v/1 —€2,0) T, and 23 = (0,0,1) T, where € > 0 is sufficiently small
3 2 2

such that the theorem’s assumption holds. Namely, since we need n < % - RT“ . gg and we have

‘max

Ruin = Rmax = 1 and p = ¢, then € should satisfy 3 < g=—. Wealso lety; = —1, y2 = y3 = 1. Let
W be a KKT point of Problem (1] . w.r.t. the dataset {(wz, yl)}zzl, and let vy, ..., Upry ULy ...y Uppy
be the corresponding weight vectors. By Lemma[B.4Jand Lemma[B.5|we have v = v1 = ... = vy
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and u = uy = ... = Uy, Where v, u are a solution of Problem (3. Moreover, by Lemma[B.4] and
Lemma[B.2] we have
v = 1 ()\2172 + )\3173 — ’Y/\lml) = L <)\21’2 + )\31’3 — 1 . )\1131) (10)
2m/ Vem! 2 ’
= Ot = yhas = hae) = <o (M= g dara = g dara ) L (1D
Nor Vam! 2 2 ’

where A\; > 0 for all 7. Since 1, z2, x3 are linearly independent, then given v, u there is a unique
choice of A1, A2, A3 that satisfy the above equations.

Since v, u satisfy the KKT conditions of Problem @), we can find Aq, Ao, A3 as follows. Let
1, o, i3 > 0 be such that the KKT conditions of Problem (3) hold. From the stationarity con-
dition we have

!

m’ m’
Vv2m' Ta s o vV 2m’ T V2m' o

m/ m' m/

V4 2m’ T V2m/ T2 ks Vv2m/' e

m'v = plg———

mu =y ——

Since @1, x2, x5 are linearly independent, combining the above with [(10)] and (TI) implies p; =
A; > 0 for all i. Therefore, all constraints in Problem (3) must hold with an equality. Namely, we

have
2m’ 1
mT/n = (uT — 2’UT) T

1 1 1 1 T
)\1.131 - - )\21‘2 - = /\3333 - = (/\21‘2 + /\333‘3 - = )\1$1>:| T

I
NI =
=4
1

2 2 2 2

T 1 (5
')\13?1—)\21‘2—)\35(53) Tl = —F— (')\1'1—/\2(—6)—/\3~0>
2m’ \ 4

')\1 +)\26> 5

' T 1+
mlzv—iu To

1 1 1 1 1 T
|:/\21‘2 + /\3]}3 - = )\1.131 - = ()\1.131 - = )\21‘2 - = /\31‘3)] X9

2m/ 2 2 2 2
21m’ (i - oo + Z - A3x3 — Alxl)Txg = %m’ <Z “A2+0-— )\1(—6)>
21m’ <Z “ A2+ )\1€> ;
and
\/:7 = (vT - ;uT> r3 = ﬁ <i~)\2x2+i~)\3x3—)\1$1>T$3 = 21m/ 'Z')\?w
Solving the above equations, we get Ay = Ay = 15+ T5.and A3 = ¢
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Thus, a KKT point of Problem (1)) must satisfy and with the above \;’s. Now, consider
/ m/ !/

m m ( )
z= v — U= v—u
V2m/ V2am/ V2m/'

/

= Z)\xl ’yZ)\xZ Z)\il‘i—f-’yz)\ixi

iely iel_ iel_ icly
Z)\ml_z)\ixi
icly icl_
3 8 8
:1 RS e 4+5~””>
o R S T
de+5 5 4e+5

We need to show that z does not satisfy the KKT conditions of the problem
1
min o 127 st Vie{1,2,3} yi'a >4, (12)

for any margin 8 > 0. A KKT point Z of the above problem must satisfy 2 = — A1 +Nyza+ Ay,
where \; > 0 for all 4, and \; = 0if ;2" x; # B. Since z is a linear combination of the three
1ndependent vectors 1,2, x3 where the coefficients are non-zero, then if z is a KKT point of
Problem we must have \; # 0 for all ¢, which implies yisz,- = ( for all 4. Therefore, in order
to conclude that z is not a KKT point, it suffices to show that z " x5 # 2z 3.

We have

T
6 6 6 6 6 6 1
ZT962=<6 -xg—i—-xg—-xl) Ty = +0+ € (e+1)

de+5 5 4e+5 4e+5 de +5  de+bH
and
Z%(G.mﬁ.% 6 )6
4e+5 5 4e+5 5
Using the above equations, it is easy to verify that z 29 # 2 T3 for all € > 0. O

Lemma B.9. Forall i € I we have y;z"x; > 1, and ||z|| <
s.t. yiZ w; > 1foralli € 1.

* = argmin; |7

nJr'\/ |

Proof. By Lemma foralli € I, wehave v z; > 0andu'z; < 0. Hence

m m
1< fleg W) = \%q&(v ;) — T%¢(UT%)
= %UTL; — %VUTL
mi T mz T T
< V Ty — ——U T; =2 Xy
\/m A/

Likewise, by Lemma|[B.4 for all i € I_ we have v"z; < 0 and " z; > 0. Hence

1> flag W) = % (0T ;) — %¢(u%2)

my ma
= —’vasci — —uT:ci
vm vm
miq mo
> —vTaji — —uTJ:i = szi .

~Vm vm

Thus, it remains to obtain an upper bound for ||z||.
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Assume w.l.o.g. that m; > my (the proof for the case m; < my is similar). Thus, kK = % Let

z* € R% such that y;(2*) T2; > 1 foralli € I. Let

e e Vm 1

v =z - —

my k+7v’
wt oYM K
mo K+
Note that v*, u* satisfy the constraints in Problem (EI) Indeed, for 7 € I_ we have
M2, T miy o, T k(z*) Ty (%) T K 1
—= (u T, — v——(v T, == ———F——— — . > + . =
\/ﬁ( ) i 7\/5( ) i K+ 7 k+y ~ k+7y K K+
For i € I we have
*\ T *\ T
m m 2*) 'z k(2*) ' x; 1 K 1+ K
i(v*)Txi—v—Q(u*)Tmi:( ) 7/_|_,_y. ( ) 12 - i >1,
Vm Vvm K+ K+y T R+ K4y ff+7

where the last inequality is since 0 < (1 — k)(1 —v) =14+ ry— Kk — 7.
By Lemma B3] the pair v, u is a global optimum of Problem (3). Hence

my [[o]|* +ma [Jul* < my [|o*]|* + mo [|u*|?

Mol P me T
R P R P
mlz*> [ 1 k2
(k+7)?% [m1 mo
ml|? 2
B (k+7)? my
Therefore, we have
ol + frmgul® < m ol + muma ful? < 71
miv mou _ml v mimso ||U ~ (li—f—’y)Q
Hence,
2 2 2
1 ma 2 2 2 42"
z SQ —v|| +||—=u zf(mv —&—mu)Si,
oI = ( Lo+ ) 2 (ol? + ) < 121

2HZ H

which implies ||z|| < as required. O

C PROOF OF LEMMA 3.3
Proof of Lemma[3.3] According to the distribution assumption in the lemma, we can write x; =

»1/2%; where z; ~ N(0, Id) By Hanson-Wright inequality (Rudelson & Vershynin, [2013, Theo-
rem 2.1), we have for any ¢ > 0,

2
Pr HHEUQ@H B ”21/2”F’ > t} < 2exp | —Q t72 ;
=421

Pr HH%H - \/E‘ > t} <2exp (—Q(¢?)).

ie.,

Let t = C'y/logn for a sufficiently large constant C' > 0. Taking a union bound over all i € [n], we
have that with probability at least 1 —n~2°, ||z;|| = v/d 4+ O(y/Togn) for all i € [n] simultaneously.

’The proof below holds more generally when Z; has independent subgaussian entries.
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For i # j, we have (z;, z;)|z; ~ N(0, x]T Yz ;). Hence we can apply a standard tail bound to obtain

t2
Pr(|{z;, z;)| > t]|x;] < 2exp (-) _

233; Exj

Because we have known that ijExj = O(]|z; %) = O(d + log n) = O(d) with probability at least

1 —n~20 we have

£2
Pr[|(z;,z;)| > ] <n~2 + 2exp (Q (d)) .
Then we can take t = C+/dlogn for a sufficiently large constant C' and apply a union bound over
all ¢, 7, which gives [(z;, ;)| = O(v/dlogn) for all ¢ # j with probability at least
1—n*(n7?" + 2exp(—Q(C*logn))) > 1 —n~".
This completes the proof. O

D PROOF OF THEOREM [3.4]

To prove Theorem we need to show that for some ¢y > 0, L(W (t)) < log2/n for all t > t.
To do so, we will first show a proxy PL inequality (Frei & Gu,[2021)), and then use this to argue that
the loss must eventually be smaller than log 2/n.

We begin by showing that the vector i := Y., y;x; correctly classifies the training data with a
positive margin. To see this, note that for any k € [n],

n
<Z yixi7ykxk> = [lzx|1* + Z<yixi7ykxk>
i=1 ik

min a2 — nmax| (@, 2,)]
i i#]

@ 3
2 (17 ) mina?

(i) 9
> = min |2 (13)
3 i

v

Inequality (i) uses the theorem’s assumption that 3n max;z; |(z;, z;)| < ¥3. Inequality (i) uses
that v < 1. To show how large of a margin [ gets on the training data, we bound its norm. We have,

n 2 n
S| < il + Y i)
1=1 =1

i#£j

o

=3 [l + 3 Ko )
i=1 | i
ol

< 3 laal? + mmax e,
L i#£j
n r 73

<3 [l + 3 mi oy ]
=1 "

< 2nmax ||z; ||
K2

Denoting Ry = min; |z;||, Rmax = max; [|2;]|, and R = Ruax/Rmin, substituting the above
display into we get for any k € [n],
o 2 3R2‘ \/§Rmin
<’iym> > Bl _ . (14)
2]l V2nRZ,  3RVn
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Let us now define the matrix Z € R™*% with rows,

~

Zi = Q.
T Al

Since a} = 1/m for each j, we have || Z||% = 1, and moreover we have for any k € [n] and
W e RMXd,

<vf Ik, Za’zd) w]7xk <||u3ykxk>

\[len
= 3Rfm2¢ w],l'k

\/§Rmin7
> Top /-
~ 3Ryn
where the first inequality uses and the last inequality uses that ¢’(z) > ~. If £ is the logistic or
exponential loss and we define

o) = ~C(), GOV(D) = - gluef(on W)
k=1

then since g(z) > 0 the above allows for the following proxy-PL inequality,
IVEW@)lr > (VLW (1), ~Z)

= % Z ' (yn f (2 W()ya(V f(z1; W (1)), Z)
k=1

> \/iRmin'V ~

By the chain rule, the above implies
d ~ -
LV (®) = =IVLW@&)7
2
\[Rmm'y’\
<- ( T G(W(t))) .

Let us now calculate how long until we reach the point where G(W (t)) < log 2/(3n). Define
T =inf{t : GW(t)) < log2/(3n)}.

Then for any ¢ < 7 we have

d -~ \mem’y log 2
STOV() < - ( o 3n>

Integrating, we see that

- ~ 2R2. v%log?(2)t
L <1 — Zlmn¥ 08 AR
W(e) < Lw(o)) - Hmn1 08
Since L(W(t)) > 0, this means that 7 < S1L(W(0))R2n3/(272R2, log?(2)) <
85L(W(0))R?n3/(v*R%,,). At time 7, we know that G(W (7)) < log2/(3n) and thus

yif(x;; W(r)) > 0 for each i. For z > 0, both the logistic loss and the exponential loss satisfy
0(z) <2-—{'(z), and so for either loss, we have

Z@ (i f (x5 W Z (i ()))ZQG(W(T)K;

Since L(W (t)) is decreasing, we thus have for all times ¢ > 7, we have L(W (t)) < L(W (7)) <
log(2)/n.
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E PROOF OF THEOREM [4.2]

In this section, we provide a proof of Theorem[.2] An overview of our proof is as follows.

1. In Section we provide basic concentration arguments about the random initialization.

2. In Section we show that the neural network output and the logistic loss objective func-
tion are smooth as a function of the parameters.

3. In Section [E.3] we prove a structural result on how gradient descent weights the samples
throughout the training trajectory. In particular, we show that throughout gradient descent,
the sigmoid losses —' (y; f (x;; W (®))) grow at approximately the same rate for all samples.

4. In Section [E.4] we leverage the above structural result to provide a tighter upper bound on
[W®)|| - than is possible with a naive application of the triangle inequality.

5. In Section E.5|we provide a lower bound for || ®)||.

6. In Section[E.6| we show that a proxy-PL inequality is satisfied.

7. We conclude the proof of Theorem [4.2]in Section by putting together the preceding
items to bound the stable rank StableRank(TW®)) = [W®||2,/||W®)||2 and to show that

LW®) = 0.

Let us denote by Cr := 10R? /42 + 10, where R = Rpax/Rmin and Riax = max; |||, Rmin =
min, ||z;||. For a given probability threshold § € (0, 1), we make the following assumptions moving
forward:

(A1) Step-size @ < 72 (5nR2, R*Crmax(1,H)) ~' where ¢ is H-smooth and ~-leaky.

‘max
1
(A2) Initialization variance satisfies winiy < @2 Rimin (72RCRm/md log(4m/ 6)) )

We shall also use the following notation to refer to the sigmoid losses that appear throughout the
analysis of gradient descent training for the logistic loss,

1

9(z) = ~t(2) = g = (2

G(W) = %Zg(yif(mﬁ W), o = g(yi f(x; WD),
i=1
(16)

E.1 CONCENTRATION FOR RANDOM INITIALIZATION

The following lemma characterizes the £5-norm of each neuron at intialization. It also characterizes
how large the projection of each neuron along the direction /i := Y .-, y;x; can be at initialization.
We shall see in Lemma that gradient descent forces the weights to align with this direction.
In the proof of Theorem [4.2] we will argue that by taking a single step of gradient descent with a
sufficiently large step-size and small initialization variance, the gradient descent update dominates
the behavior of each neuron at initialization, so that after one step the [z direction becomes dominant
for each neuron. This will form the basis of showing that T/ (*) has small stable rank for ¢ > 1.

Lemma E.1. With probability at least 1 — 0§ over the random initialization, the following holds. First,
we have the following upper bounds for the spectral norm and per-neuron norms at initialization,

WOy < Cowinit(Vm + Vd), and forall j € [m), \wj(-o)H2 < 5w dlog(4m/s).

init

Second, if we denote by [i € R be the vector > i, yixi /|| Y iy yizil|, then we have
[ )] < 2 /l0g(Am/5).

Proof. For the first part of the lemma, note that for fixed j € [m)], there are i.i.d. z; ~ N(0, 1) such

that
d

d
0 0
)2 = 3" (w72 = wly 322 ~ Wy - x2(d).

i=1 i=1
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By concentration of the x? distribution (Laurent & Massart, 2000, Lemma 1), for any ¢ > 0,

P ( lwl|? — d > 2vdt + 2t> < exp(—t).
O‘jlnlt
In particular, if we let ¢ = log(4m/d), we have that with probability at least 1 — /4, for all j € [m)],
w2 < wiiy (d+2+/dlog(am/8) + 2log(4m/5) ) < 5wldlog(4m/).

For the second part, note that <wj( ) i) ~ N(0,w? ;). We therefore have P(|<w§0), m| >t) <
2exp(—t?/ 2wlmt) Choosing t = wipn;/log(4m/d) we see that with probability at least 1 — §/2,

for all j, \( - ,LL>| < 2wipit/1log(4m/0). Taking a union bound over both events completes the
proof. O

E.2 SMOOTHNESS OF NETWORK OUTPUT AND LOSS

In this sub-section, we show that the network output and the logistic loss satisfy a number of smooth-
ness properties, owing to the fact that ¢ is H-smooth (i.e., ¢’ exists and |¢" (z)| < H).
Lemma E.2. For an H-smooth activation ¢ and any W,V € R™*¢ and x € R?,
2
Hlz|*
eV

Proof. This was shown in|Frei et al.|(2022a, Lemma 4.5). O

[f(; W) = f(a; V) = (Vf(z; V), W = V)| < W = V5.

We next show that the empirical risk is smooth, in the sense that the gradient norm is bounded by
the loss itself and that the gradients are Lipschitz.

Lemma E.3. For an H-smooth, 1-Lipschitz activation ¢ and any W,V € R™ 4 if |z;]| < Rpa
forall i,

7 IVLW)|r < GOV) < LOV) A L,

where G (W) is defined in Additionally,

—~ ~ H
IVE(W) — VEWV)|r < R (1 T f> W V.

Proof. This follows by |Frei et al.[(2022a] Lemma 4.6). The only difference is that in that paper, the
authors use ||z;||> < Cip (in their work, z; € RP) to go from equations (5) and (6) to equation (7),

while we instead use that ||z; > < R2,,. O

E.3 LOSS RATIO BOUND

In this section, we prove a key structural result which we will refer to as a ‘loss ratio bound’.

Lemma Ed4. Let ¢ be a ~y-leaky, H-smooth activation. Define R = max; j lzill/|z;), and let us
denote Cr = 10R%y~2 + 10. Suppose that for all i € [n], we have,

5[ |* > 57_QCRnr£1§x|<xi7xk>|.
Then under Assumptions|(AT) and|(A2)] we have with probability at least 1 — 6,
O (yi f (xi; WO
sup ¢ max (y il )) < Cg.
t>0 | é.i€ln] £/ (yjf(xj; W(t)))

This lemma shows that regardless of the relationship between x and y, the ratio of the sigmoid
losses —¢' (y; f (xi; W), where —¢/(z) = 1/(1 + exp(z)), grows at essentially the same rate for
all examples.
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Our proof largely follows that used by |[Frei et al.| (2022a), who showed a loss ratio bound for gra-
dient descent-trained two-layer networks with ~y-leaky, H-smooth activations when the data comes
from a mixture of isotropic log-concave distributions. We generalize their proof technique to ac-
commodate general training data for which the samples are nearly orthogonal in the sense that
llz;]|? > nmaxyy; |(z;, zx)|. Additionally, we provide a more general proof technique that illus-
trates how a loss ratio bound could hold for activations ¢ for which ¢’(z) is not bounded from below
by an absolute constant (like the ReLU), as well as for training data which are not necessarily nearly-
orthogonal. We begin by describing two conditions which form the basis of this more general proof
technique. The first condition concerns near-orthogonality of the gradients of the network, rather
than the samples as in the assumption for Theorem §.2]

Condition E.5 (Near-orthogonality of gradients). We say that near-orthogonality of gradients holds
at time ¢ if, for a some absolute constant C' > 1, for any i € [n],

IV £ (s WD = Crmax (9 f (i W), f (s W)

Note that for linear classifiers—i.e., m = 1 with ¢(z) = z—near-orthogonality of gradients is
equivalent to near-orthogonality of samples, since in this setting V f (z;; W) = x;. It is clear that
this is a more general condition than near-orthogonality of samples.

The next condition we call gradient persistence, which roughly states that the gradients of the net-
work with respect to a sample has large norm whenever that sample has large norm.

Condition E.6 (Gradient persistence). We say that gradient persistence holds at time ¢ if there is a
constant ¢ > 0 such that for all i € [n)],

IV f (s WO)IE > el

Gradient persistence essentially states that there is no possibility of a ‘vanishing gradient’ problem.

Next, we show that Lipschitz activation functions that are also ‘leaky’ in the sense that ¢'(z) >
~ > 0 everywhere, allow for both gradient persistence and, when the samples are nearly-orthogonal,
near-orthogonality of gradients.

Fact E.7. Suppose ¢ is such that ¢' (z) € [, 1] for all z for some absolute constant ~y > 0. Suppose
that for some C > y~2, for all i € [n] we have,

]| > Cnmax |(z, )|

Then for all times t > 0, the gradients are nearly-orthogonal (Condition ILZS]) with C' = C~? and

gradient persistence ( Condition@) holds for ¢ = 2.

Proof. For any samples i, k € [n] and any W € R™*4,

m

(Vf(i; W),V far; W) = (@i, 2) - %Z(b’((wj, i))¢' ((w;, Tk))-

j=1

Since ¢'(z) € [, 1] for all 2, we therefore see that gradient persistence holds with ¢ = 2:

1 m
195w WIE = llaell®- > ¢/ (g n)* 2 77 el
j=1
Similarly, we see that the gradients are nearly-orthogonal, since
(4) (i) 5 L, 5
Cnmax [(Vf(wi; W), Vf(wg; W) < Cnmax[(wi, o] < lal” <y 771V (@ W)lle,

where (7) uses that ¢ is 1-Lipschitz and (i7) uses the assumption on the near-orthogonality of the
samples. O
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We can now begin to prove Lemmal[E.4 We remind the reader of the notation for the sigmoid loss,

9(z) == ='(2) S — ggt) = g (i f(xi; W(t))).

We follow the same proof technique of [Frei et al.|(2022a), whereby in order to control the ratio of
the sigmoid losses we show instead that the ratio of the exponential losses is small and that this
suffices for showing the sigmoid losses is small. As we mention above, we generalize their analysis
to emphasize that near-orthogonality of gradients and gradient persistence suffice for showing the
loss ratio does not grow significantly.

Lemma E.8. Denote R := Ryux/ Riin Where Ry, = max; ||z;|| and Ry, = min, ||z;||, and let ¢
be an arbitrary 1-Lipschitz and H-smooth activation. Suppose that near-orthogonality of gradients
(Condition|E.5) holds for some C' > 1 and gradient persistence (Condition|E.6)) hold at time t for
some ¢ > 0. Provided « < [5HRZ,n(10R?/c + 10)]7! and C' > 25R?/c + 25, then for any
i,7 € [n] we have,

exp (= yif (xss WD) exp (=i f (2 W)
exp (= y;f (;; WD) = exp (= y;f (2;; W)

gj(»t)achnm gl(t) R?
xXexp | ———— - —
n g(t) c

j

aR? ~
_ Ttmax (t)
* exp ((1032/c 1o € )>

Proof. Tt suffices to consider ¢ = 1 and j = 2. For notational simplicity denote

exp(—y1f(x1; WH))
exp(—ya f(ze; WH))

At =

We now calculate the exponential loss ratio between two samples at time ¢ 4+ 1 in terms of the
exponential loss ratio at time ¢.

Et) = —0(yi f(z; W®)), and introduce the notation

Recall the notation g

Vfi(t) =V f(a;; W),
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‘We can calculate,

exp(—y1 f(zy; WD)
exp(—ya f(wa; WD)

fi (WO — aVL(Ww®)))

f2 (WO = aVL(W®)))

2 W) +yia (VA VLW D)) R a t
22 WO) + g <vfz(t)7 VE(W(t))>) (\ﬁ|VL(W( ))||2)
1o <Vf1(t),Vf(W‘”)>) HR2, o?

i (e

exp (—“* Sy o VY, kafzit)>)

exp (—f o 19k ( 1Vf2 aykvf >)
= Ao (-2 (gmwf I% - o IV A 1))

At+1 =

exp ( —

(i) exp
<

( Y1
exXp | —Y2
( Y1 (
exp (—yg (

:At'

f
f
(v

exp

:At'

HR?HHX
exp (Al o £ v o) )

X exp | — Zg(t) wuVE L uVED) =3 0 VA wv 1Y)
k£2 k1
2 o~
X exp (R;%HVL(WWF) . an

Inequality (i) uses Lemma [E.2| while (i¢) uses the definition of A;. We now proceed in a manner
similar to [Frei et al.|(2022a) to bound each of the three terms in the product separately. For the first
term, since gradient persistence (Condition [E.6) holds at time ¢, we have for any i € [n],

IV > eflas]|? > cR2,

‘min*

On the other hand, since ¢ is 1-Lipschitz we also have
()2 2 1N g ® 2 2 po
IV = Nl — > o' (w5, 20)* < Jlail]® < R
i=1

Putting the preceding two displays together, we get

cRiin < IV I < R (18)
Therefore, we have
®), (
a g
exp (== (o IVATIF - oIV A" 1) ) —exp< 2 2 ( LAV FOIE - 1V 55 ”n%))

=

(i (t) (t)
S exp <_92na g%t) CRI?nm - Rr2nax
(t) 2 (t) 2
acR, R
= exp (‘gnm (gin )) -

Inequality (i (7) uses | and the equality uses the definition R = Rpax/Rmin. This bounds the first
term in

For the second term, we use the fact that the gradients are nearly orthogonal at time ¢ (Condition |E.5))
and the lemma’s assumption on C’ to get for any ¢ # k,

IVA7E 2 Cmax (VA VA 2 (25R? e+ 25)nmax| (VA VA 20)
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This allows for us to bound,

o
exp [ =2 3o VA ueV ) = 3 g Vi eV )

k#2 k#1
< exp =S g VAL VAN + 23 g (VA VA
k;ﬁl k;éQ
Lo [ 23 e IV S ol e VA
(25R2/c + 25)n AR Ty ko (25R%/c+ 25)n 2
k;ﬁl k#£2
(2) €xXp Zg : 2 R2 9 . Rmax Z ) ﬁ R12nax
n i 5 /c+ 5)n n i (25R?/c + 25)
20R? ~
< _ 7 Ttmax ®y) 21
= %P ((25R2/c+25)n Gw )) @1

Inequality () uses the triangle inequality. Inequality (i7) uses[(20)} The inequality (4i7) uses|(18)
Finally, for the third term of [(T7)] we have

HR? (i) HR!
'max VL W(t) 2) < ( mdx G W(t) )
exp (LB 2w 0)7) 2 exp (TR 10
(i) OéR2 R
< 'max . (t) ) 22
= eXp<2(25R2/c+25)n Gw )> @2)

Inequality (i) uses Lemma while (i7) uses the lemma’s assumption that « is smaller than
[5HR2,,n(10R?/c+ 10)]~ . Putting[(19)} [21)|and |(22)|into|(17)} we get

(t) 2 (t) 2

acR, R

Api1 < Ay - exp <_92mm (9%0 _ ))
n g2 C

20 R? ~
‘max . (t)
X exp ((25R2/c +omn W )>
aR? ~
max . (t)
exp (2(25R2/c amm ¢ )>

(t) 2 (t) 2 2
95 acRs [ 9 R SaR3 .« Aot ()
=A;- L . -G(W 23
t eXp( n <ggt> c )) exp<2(25R2/ omn VY)Y

This completes the proof. O

Lemma shows that if the sigmoid loss ratio g, ) / g: ) is large, then for a small-enough step-size,
the exponential loss ratio will contract at the following interation. This motivates understanding
how the exponential loss ratios relate to the sigmoid loss ratios. We recall the following fact, shown
in |Frei et al.| (2022al, Fact A.2).

Fact E.9. Forany 21,25 € R,

and if z1, z9 > 0, then we also have

exp(—z1)
exp(—z2) = g(zz)

This fact demonstrates that if we can ensure that the inputs to the losses is positive, then we can
essentially treat the sigmoid and exponential losses interchangeably. Thus, if the network is able
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to interpolate the training data at a given time ¢, we can swap the sigmoid loss ratio appearing in
Lemma with the exponential loss, and argue that if the exponential loss is too large at a given
iteration, it will contract the following one. This allows for the exponential losses to be bounded
throughout gradient descent. We formalize this in the following lemma.

Proposition E.10. Denote R := R4/ Ryin where Ry = max; ||2;|| and Ry, = min, ||z;]. Let
¢ be an arbitrary 1-Lipschitz and H-smooth activation. Suppose that,

* Gradient persistence (Condition [EZ6) holds at time t for some ¢ > 0, and

* Near-orthogonality of gradients ( Condition holds at time t for some C' > 25R?/c +
25,

e For some p > 5R? /¢ + 5, an exponential loss ratio bound holds at time t with,
exp (= yi f (xi; WO
" xp (= i f( t))ﬁp-
i exp (—y;fz; WO))

o The network interpolates the training data at time t: y; f (z;; W(t)) > 0 for all 7.

Then, provided the learning rate satisfies o < [SHR2,n(10R?/c+10)]71, we have an exponential
loss ratio bound at time t + 1 as well,

— Z_.w(t+1)
iy P (i @i ) <.

g exp ((—y; f(x;; WD)

Proof. As in the proof of Lemma [E.§] it suffices to prove that the ratio of the exponential loss for
the first sample to the exponential loss for the second sample is bounded by p. Let us again denote

exp(—y1 f(z1; WH))
exp(—ya f(z2; W)’

and recall the notation gz@ = 0 (yif(z;; W®)) and Vfi(t) = Vf(z;; W), By Lemma
we have,

(t) R2 (t) R2 R2
. Gyl [ 91 . X Lmax 2 mr(t)
Avpr < Ap-exp ( n (gét) ¢ >> P ((10R2/c +10)n G ) 24

At =

We now consider two cases.
Case 1: git) / gét) < % p. Continuing from , we have,

(4) g(t)aR?nmRz aR2,, R
Appr < Ap-exp <2n - exp ((10}22/04—1())71G(W(t)))

(t) p2 2 At
92 Rmax RmaxG(W )
= A, - .
toexp (O‘ ( n | (10RZ /e 10)n

(i1)
< 1.2A4;
(444) (t)
< 2491
(t)

92
(iv) 2
< 24- 4 <p.

Above, inequality (¢) follows since ggt) / gét) > 0. The equality uses that R = Rpax/Rmin. Inequality

(id) uses that ¢\") < 1, the lemma’s assumption on the step-size, @ < [5HR2, n(10R?/c+ 10)]~1,
and that exp(0.1) < 1.2. The inequality (iz7) uses the proposition’s assumption that the network
interpolates the training data at time ¢, so that the ratio of exponential losses is at most twice the

ratio of the sigmoid losses by Fact[E.9] The final inequality (iv) follows by the case assumption that
(), () - 2
g1 /92" <350
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Case 2: ggt) / gét) > % p. Continuing from , we have,

(t) 2 () 2 2
. _gpocRy, (910 BT\ L 0
Avir < Ar-exp < n ( R >> P ((10R2/0+ o), G

p)
(1) g(t) acR?, 2 R? aR?, ~
< A, - _J2 T min (2 7% . _ Tmax ()
= eXp< n (5” c ) P ((10R2/c+ TORRAAA

)

(t) 2 2 2 n_(t)

oMacR2 (2 R aR ®. 159

— A . _ . — J— . - e . — ?
t exp( n (5p ¢ ) ) P\ Qor2 e+ 10)n "% n;gé“

(i) g(t)ochQ- 9 2 aR2
< A, - _92 AC%in (20 TV ) e SN OO B

() 2 2 2
gy acRz, (2 R R 1
=A 22 Tt (2, 7Y
tQXp( n (5p c ¢ bR%*/c+5 r

)
< A <p.
Inequality () uses the Case 2 assumption that ggt) / gét) > % p. Inequality (i7) uses the proposition’s
assumption that the exponential loss ratio at time ¢ is at most p, so that the sigmoid loss ratio is at
most 2p by Fact (note that the sigmoid loss ratio is at least 2p/5 > 2 by the case assumption and
as p > b5). The equality uses that R = Ryax/ Rmin- The final inequality (¢i¢) follows as we can write

2 R R? 1 2 1 5R?/c R?
5”cc‘5zaz2/c+5'f'5p( 25(}M+1)>
-5 2 c
> 0.

The first inequality above uses that |z/(1+z)| < 1 for x > 0, and the final inequality follows by the
assumption that p > 5R?/c+5 > 5R?/c. This proves (iii) above, so that in Case 2, the exponential
loss ratio decreases at the following iteration.

O

In summary, the preceding proposition demonstrates that a loss ratio bound can hold for general
Lipschitz and smooth activations provided the following four conditions hold for some time #y:

(1) an exponential loss ratio bound holds at time %;
(2) near-orthogonality of the gradients holds for all times ¢ > t;
(3) gradient persistence holds at all times ¢ > t(; and

(4) the network interpolates the training data for all times ¢ > .

This is because the proposition guarantees that once you interpolate the training data, if the gradients
are nearly-orthogonal and gradient persistence holds, the maximum ratio of the exponential losses
does not become any larger than the maximum ratio at time ¢y. Note that the above proof outline
does not rely upon the training data being nearly orthogonal, nor that the activations are ‘leaky’, and
thus may be applicable to more general settings than the ones we consider in this work.

On the other hand, when the training data is nearly-orthogonal and the activations are ~y-leaky and
H-smooth activations, Fact[E.7]shows that (2) and (3) above hold for all times ¢ > 0. Thus, to show
a loss ratio bound in this setting, the main task is to show items (1) and (4) above. Towards this
end, we present the final auxiliary lemma that will be used in the proof of Lemma[E.4] A similar
lemma appeared in [Frei et al| (2022a, Lemma A.3), and our proof is only a small modification of
their proof. For completeness, we provide its proof in detail here.
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Lemma E.11. Ler ¢ be a y-leaky, H-smooth activation. Then the following hold with probability
at least 1 — § over the random initialization.

(a) An exponential loss ratio bound holds at initialization:

max exp(—yi f(2i; W(O))) < exp(2).

i exp(—y; fx;; WO))

(b) If there is an absolute constant Cy, > 1 such that at time t we have max; ; {ggt) / gj(-t)} <
C%, and if for all k € [n] we have

lzx]* = 2972 Clnmax [(w;, 24|,
i#k

then for a < ~*/(2HCR R*R2% ,:n), we have

forattk fn), el WOH) — g WO > T B Gy
R

(c) Ifforall k € [n] we have ||zg||? > 8y~?nmax;y, |(x;, 7k)|, then under Assumptions|(Al)
and|(A2)| at time t = 1 and for all samples k € [n], we have yy f (2; W®) > 0.

Proof. We shall prove each part of the lemma in sequence.

Part (a). Since ¢ is 1-Lipschitz and ¢(0) = 0, Cauchy—Schwarz implies

@ W) =D agé(wy,2))| < | D a3, | D (wy,2)? = [Wel2.
j=1

Jj=1 Jj=1

Applying this bound to the network output for each sample at initialization, we get
(@) (i1) /5 R2. . (iii) 1
F@s WO < WO el £ Vi mdToglamB) R < L2l 2 L a5,
n

Inequality (i) uses LemmalE.] while inequality (i) and (iii) follow by Assumptions[(A2)|and[(AT)]
respectively. We therefore have,

exp(—yi f(x;; WO))
< 2). 2
i7jr:nla,.).(.,n eXp(_yjf<xj; W(O))) = eXp( ) (26)

Part (b). Letk € [n]. Let us re-introduce the notation V fi(t) = Vf(z;; W), By Lemma
we know

n 2 2
A P —— o ® ) o p® 0y | _ HBnax® | o7 )12
[ (s WD) — flans WO)] > nZg VLD V)| = =5 VL),
By definition,
1 m
(VA VD) = i) - 378 (w2 (0] ). @7)
j=1

€[2,1]
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‘We can thus calculate,
Yol f (2 WD) — f(a; 1))

O a [N~ 0, o p0 , opoy _ HRawon 5o
z o |20 VA VAT - == ev )
Li=1
_ O o e®2 ), o ¢®) 1), HRpman 5 )
= |9 IV ||F+;gz VIV i) - =5 o= G )
o HRmx
= A IV AP = max gl 3TV VA - S EEEGV)
L i#k
@ (t) ()2 ] g] (t) HRmax (t)
=— o [ IVSIIF = (VD VED) 7G(W )
n i k k gk ; 2v/m
where Inequality (i) uses Lemma Continuing we get that
yi[f (or; WD) — fag; WO)]
Do )2 _ oo 1) g p®) HRyam 500
> — g [ IVA P = CrY_NVEY VA | - —t—amw®)
" i#k 2v/m
QN 5 5 , HR* .
> 2 g el = CR D s, )| | — G W)
" i#k 2y/m
(Z“) o (t) 1 2 2 HRde (t)
2 2o Sl - metn G
@Wal g 15, HRyan;
> = Cia2R2 P max TV A (n)
= n |:gk: 27 'min 20/m ( )
v 2 p2
(>) a |y Riin G(W(t)) HRmax é(W(t))
~n | 20% 2/m
(vi) anyR2 ~
min W(t)
—  4CKEn ( )

Inequality (¢) uses the lemma’s assumption that max; j{ gl / 9; t)} < Cf. Inequality (i¢) uses that
¢ is y-leaky and 1-Lipschitz (see eq.[27)). Inequality (iii) uses that the assumption that the samples
are nearly-orthogonal,

w2 2972 Clhnmae (@i, 1)) = 2072Cl 3 i ).
i#£k

Inequality (iv) uses the definition Ry, = min, ||z;||. Inequality (v) again uses the lemma’s as-
sumption of a sigmoid loss ratio bound, so that

0 _ Ly~g g0 > 12 W _ 1
t t - t _7" (t)
9 = n 4 —~ g (t) 2 C// -~ 9; " = C;%G(W )

The final inequality (vi) follows since the step-size a < ~2/(2HCRR*R2,,n) is small enough.
This completes part (b) of this lemma.

Part (c). Note that by|(25)}, | f(zx; W()| < 1/50. Since g is monotone this implies the sigmoid

losses at initialization satisfy gl(o) € [(1 + exp(0.02)) 7%, (1 + exp(—0.02)) 7] € [0.49,0.51] and
S0

_ 4 1
A9 ad maxdo<? (28)
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Thus, the assumption that ||z ||? > 8y~2n max; 2 |(xi, 2 )| and Assumption|(A1)[allow for us to
apply part (b) of this lemma as follows,

yif (@ W) =y f (WD) = i f(ar; W) + f (2 W)
>y f (@ WD) — gy fan; W) — | f (2 W)
(%) ary R

O Y Biin A O _ o S Tloa (a8
= 4n - 51/49 G(W ) \/gwlmt mdlog(4m/5)RmaX

(”)
T2 min aR \[wmlt md log 4m/(5 Rmdx
_7 aRmm 1_ 161/5winic Rny/mdlog(4m/5)

16n 'YQOZRmin

(ZZ’L) ’Y alel’l
32n

The first term in inequality () uses the lower bound provided in part (b) of this lemma as well as|(28),
while the second term uses the upper bound on |f(z); W ()| in [25) Inequality (i) uses |(28)
Inequality (i7) uses Assumption M so that Wiy < a72Rmin - (T2RCrn\/mdlog(4m/5)) !
and that 16v/5 < 36. O

We now have all of the pieces necessary to prove Lemma[E-4]

Proof of Lemma In order to show that the ratio of the g(-) losses is bounded, it suffices to show
that the ratio of exponential losses exp(—(-)) is bounded, since by Fact[E.9]

e WD i o WO
' max g(yzf(qu(t))) < max (2)2. ' max exp( yzf(x“W(t)))>
ti=lien g(y; f (25 WH)) ii=Len exp(—y; f(2;; WH)))

(29)

We will prove the lemma by first showing an exponential loss ratio holds at time ¢ = 0 and ¢ = 1,
and then use an inductive argument based on Proposition with p = 5R?/7° + 5 = $Cp.

By part (a) of Lemma the exponential loss ratio at time ¢ = 0 is at most exp(2). To see the
loss ratio holds at time ¢ = 1, first note that by assumption, we have that the samples satisfy,

i[> > 5y 2CRrn max (2, z1)| = 2y (25R*y 7% +25)n max (2, )| (30)

Because ¢ is a ~v-leaky, H- smooth activation, by Fact [E77] this implies that gradlent persistence
(Condition [E.6) holds with ¢ = 42 and near-orthogonality of gradients (Condition [E.5)) holds for all
times t > 0 with €’ > 2(25R%y~2 +25). By Assumptlon we can therefore apply Lemma
at time ¢ = 0, so that we have for any i, j,

exp (— yi f(zi; W) gVacr2, (4@ R
7700 <exp(2)-exp | —=— o) 5
exp (—y; f(z;; W) n g 7

J

aR? ~
‘max el W(O)
exp ((1032/7 TR ))

(%) R2R2. o aR?
< 2 . min . max
< o@(2) exp( n ) exp<(mR2M +10)n>

R? R?
— 2 . max max
p(2) - exp (“( n TR +1o>n))

(4)
< exp(2.1) <9.

Inequality (i ) uses that g( ) < 1, while inequality (77) uses that the step-size is sufficiently small
a < 1/20R2_, by Assumption (A1)l Therefore, the exponential loss ratio at times t = 0 and ¢ = 1
is at most 9 < 5R? /42 + 5.
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Now suppose by induction that at times 7 = 1, .. ., ¢, the exponential loss ratio is at most 5 R2 /y2+5,
and consider t + 1. (The cases t = 0 and ¢t = 1 were just proved above.) By the induction hypothesis
and|(29)} the sigmoid loss ratio from times 0, . . ., ¢ is at most 10R? /72 + 10. By Assumption
the step-size satisfies

a <y [5nR2

‘max

R*(10R?*y™? + 10) max(1, H)] "' < ~*[2HCRrR2

max ]71

Further, the samples satisfy [30)] so that

lzx]? > 2y 2(10R?*y 2 + 10)n max | (s, z4)| = 2y *Cgn max (@, 2

Thus all parts of LemmaEhold with C, = Cr = 10R*y~2 + 10. By part (b) of that lemma,
the unnormalized margin for each sample increased for every time 7 = 0, .

forall 7 =1,....t, ye[f(zr; WD) — flzr; W) > 0. (31)
Since the network interpolates the training data at time ¢ = 1 by part (c) of Lemma|[E.TT] this implies
forall 7 =1,....t, ypf(zp; W) >o0.

2w R2Crmax(1, H)] 7, all of the conditions
necessary to apply Proposmon [E.10/hold. This proposition shows that the exponent1al loss ratio at
time ¢ + 11is at most 5R%/y% + 5 Th1s completes the induction so that the exponential loss ratio is
at most 5R? /42 + 5 throughout gradient descent, which by |( M1mphes that the sigmoid loss ratio
is at most 10R? /42 + 10. O

Finally, since the learning rate satisﬁes a < 2 [5nR2

E.4 UPPER BOUND FOR THE FROBENIUS NORM

In this section we prove an upper bound for the Frobenius norm of the first-layer weights (recall that
StableRank(W) = ||[W||%/||W||3). The proof is a modification of Frei et al. (2022a, Lemma 4.10)
to accommodate more general data. Note that the lemma is a strict improvement over the triangle
inequality, as we are able to reduce the growth term by a factor of 1/+/n. The proof crucially relies
upon the loss ratio bound proved in Lemmal[E.4]

Lemma E.12. Let R,;, = min; ||2;, Ruw := max; ||z, max/ Bmin, and denote Cp =
10R? /4% 4 10 as the upper bound on the sigmoid loss ratio from Lemma Suppose that for all
i € [n] the training data satisfy,

[l;]|* > 57720’%”1}3&}-( (i, x|
#i

Then under Assumptions|(Al ) and|(A2), with probability at least 1 — 0, for any t > 1,

V 2L R unax Y 2CVR]%max Z

s=0

WO p < WO g+

Proof. We prove an upper bound on the /5 norm of each neuron and then use this to derive an
upper bound on the Frobenius norm of the first layer weight matrix. First note that the lemma’s
assumptions guarantee that Lemma [E.4]holds. Next, by the triangle inequality, we have

t—1
D rad VL)

s=0

t—1
0 T s
< [w | +a Y IV, L) p. (32)
F s=0

lwl|| =
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We now consider the squared gradient norm with respect to the j-th neuron:
IV, LW )2

2
1= (s .
=2 | > 9V, flas W)
=1
1 - s ? S 2 s s s S
2 Z (gl( )> ijf(l’i;W( ))H + Z 91 )g;(C Dy (Vi f (@i W),V fap; WE))
L=t k#£i€[n]
1 n (s) 2 () 2 5) "
= n? Z (gi ) ijf(m“W )H Z gz if(xis W ),ij(xk;W )
Li=1 k#i€n
(i) a? | & I\ 2
< 5 |2 (67) 0wl + 3 o0l (ol i) (ol i)l i)
i=1 k#i€[n]
(Z) “j [ n (g(s))Z |2 + Z g(s)g(s)|<xl )]
- n ; ? v i Ik i Lk
=1 k#i€[n]
a? o\ 2 g®
= 7]22 (gz( )) ||$1H2+Z%|<$uxk>|
=1 ki 93
(iid) g2 ™ o 2
< 5D ((95 N il 4+ Cr Y sy )|
i=1 ki
() 202 In /(s
S (o) el
=1

Above, inequality (i) uses that V; f(z;; W) = a;¢'({(wj, x;))z,. Inequality (i3) uses that ¢ is 1-
Lipschitz. Inequality (i7i) uses the loss ratio bound in Lemma and inequality (iv) uses the
lemma’s assumption about the near-orthogonality of the samples. We can thus continue,

~ ) 2a2 )\ 2
VBV < T2 37 (o)
2a2R2
Qmax : (maxgk ) Zg(s)
n

2 p2
2a% Rmax

_ . () (s)
- (m}gxg )G(W )

() 2a2R2,Cr [ >
'max (s)
< et (G(W )) . (33)

The final inequality uses the loss ratio bound so that we have

n (s) n
) _ 1 maxi g~ (s)) o Cr ) _ oo G ®
=33 (W) < 2 Sl - cntor
Finally, taking square roots of [[(33)|and applying this bound on the norm in Inequality [32)] above we
conclude that

| /\

<.

())H + AV 20 |a]|Rmaxa ZG W( )

lwl?]] < [l

establishing our claim for the upper bound on ||w )H For the bound on the Frobenius norm, we

have an analogue of [(32)]
t—1

WOl < IWOlp +a VL) g,
s=0
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and we can simply use that a3 = 1/m and

IVL(W )3 = Z IV, V)]

j=1

E.5 LOWER BOUND FOR THE SPECTRAL NORM

We next show that the spectral norm is large. The proof follows by showing that after the first step
of gradient descent, every neuron is highly correlated with the vector fi := Z?:l YiTi.

Lemma E.13. Let R, = max; ||;|, Run = min; ||a;|| and R := Rya/Rumin. Let Cp =
10R?~y~2 4 10. Suppose that for all i € [n) the training data satisfy,

lill* > 5y~*Crnmax |(w:, zk)|.
#1i

Then, under Assumptions [(Al) and [(A2), we have with probability at least 1 — 6, we have the
following lower bound for the spectral norm of the weights for any t > 1:

t—1

R
w® XY imin GW®).
WOl 2 {2 G

Proof. We shall show that every neuron is highly correlated with the vector 7 := Y " | y;z;. By
definition,

N aa; -
WD~ ) = 2 Y g0 (0, ) <y2y>
i=1 k=1

aa; "
B S g () (il + 3 g, pwa)
=1

ki

Positive neurons. If a; > 0, then we have,

1 o alagl§
<w§t+ ) _ w§t)7u> > TJ Zgﬁ”(b’((w;t),xi ||931H2 Z| (i, z1)|
=1

k#i

o\Qa; "
S 0 () gl

—
<.

i)

| \/

Y

ala;|R?
| ]| 'min Zgz‘(t)ﬁb,“w;t)axi))

2n ;
i=1
zl) O{'YIGJ ‘Rmm G(W(t))

Inequality (¢) uses the lemma’s assumption that ||z;]|? > nmaxy; |(z;, xx)|. Inequality (ii) uses

that ¢ is y-leaky and g,( ) > 0. Telescoping, we get

-~ a’y a Rmm S OL"}/len
(i —w®, ) > @05\ 5 ]2| ZG ) ZG (34)
s=0

We now show that we can ignore the ( (o ), ) term by taking « large relative to wiyit. By the
calculation in|(25), we know that | f(z;; W 0))| < 1 for each 7 and thus

n

_ 1 1
©y - 1
Gw®) = ; ey faoy 2 V4 (35)
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On the other hand, by Lemma[ET] we know that

[, )] < 2w 2] /108 (4 3).

By the lemma’s assumption that ||z; || > n maxy; |(z;, zx)|, we have

n

17 = 3 |1t + 3 G| <3 [l + nope ) | < 20 0
i=1 k:k#i i=1

Substituting this inequality into the previous display, we get

‘ <’LU§»0), ,l/j\,>| S 4Rmaxwinit n log(4m/5) (37)
We thus have
O[’}/Rmm (0) @ a/yRmm
2ym CWT) 2 JUE

(11)
> 8RmaxWinit v/ 1 log(4m/9)

(#i2)
> 2wl 7). (38)
where (i) uses[(35)] (ii) uses Assumption[(A2)|and that Cr > 1 so that,
a > 64winiey " OR(Rmax/ R2in) v/1im log(4m /8) = 64winivy ™' Cr(R/ Ruin) v/nim log(4m/9),
and (i77) uses[(37)] Continuing from [(34) we get
(wy ) > () - <°>,u> — lfwy”. )|

a’)/‘aj‘Rmin ~ (s) (0) -~
UL

s=0
t—1
Oép)/‘aj ‘R?nin ~ (s)
> 7917 tmin
> SR Y GOV, (39)

where the last inequality uses [(38)]

Negative neurons. The argument in this case is essentially identical. If a; < 0, then

R ala
<w;t+1) _ w](t) )< — | J| Z t)¢ (t),xi>) sz”Q — Z [{(x;, k)]
ki

0 ol 5= 00 (@ 2,

2n .
1=1

(22) O"Y‘aJQ‘Rmm G(W(t))

where the inequalities (¢) and (i4) follow using an identical logic to the positive neuron case. We
therefore have for negative neurons,

-1

(0 _ 0© 2y < _ 9 Bmin N2 G o)
(wj” —wi” i) < - 2\/%“;)0(W3)- (40)
An identical argument used for the positive neurons to derive [(39)] shows a similar bound for
(), 7).
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To see the claim about the spectral norm, first note that since Rmin > 0, |< ,4)| > 0 and hence
1t # 0. We thus can calculate,

Q) S
W3 > IIW(t)u/IluHH%

= |1~ 22 " 1y
m aﬂa"RQ‘ =1 2
> a2y (im ZG(W(S))>

j=1 s=0
t—1 2
~|— arYRQ' ol s
i (e S >>)
s=0

(41) avR
> ‘min G W(s
N <4\[Rmaxf Z )

Inequality () uses [(34)] and [(40)] and inequality (i) uses the upper bound for ||7i[| given in
This completes the proof. 0

E.6 PROXY PL INEQUALITY

Our final task for the proof of Theoremis to show that E(W(t)) — 0. We do so by establishing
a variant of the Polyak—Lojasiewicz (PL) inequality called a proxy PL inequality (Fre1 & Gul 2021}
Definition 1.2).

Lemma E.14. Let R min = min ||z;||, and R := Ryuc/Ruin- Let Cr =
10R?y~2 + 10. Suppose the training data satisfy, for all i € [n],

lzil|* > 57> Crnmax (i, z4)|.
k#i
For a ~y-leaky activation, the following proxy-PL inequality holds for any t > 0:

'YRmm ~ t)
VLW H > GW®),

Proof. By definition, for any matrix V' € R"™*? with | V|| < 1 we have

IVZ(W)| > (VLW Zg% Y f(ai W), V).

Let fi := >_;", y;a; and define the matrix V' as having rows a;i/||fil|. Then, [[V[|3 = 37" aF =
1, and we have for each 7,

yi(V (i W), V) = Z ((wj, z:)) (yiws, i/ | 2ll)

||N||m Z¢ (wj, z;)) szHQ + Z(yixi,ykxk)

ki
Z¢> ((wj, 22)) - =ljol?

- Hullm ! 2

(7/7/) RI21'11I1 G

> i 2 (i)

(Z;L) ’yRmm

SN
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Inequality (i) uses the lemma’s assumption that ||z;]|? > nmaxy; |(x;, xx)|. Inequality (ii) uses
that ||2;]|> > R2, , and inequality (i74) uses that ¢'(z) > ~. We therefore have,

'min’

IVZW )| = ~ Zg(” (V@ W®),v)

7 mm (t)
> Gw®)
2|

'YR ~ ’YRmin ~
> _ I“'min Gw(t) — GW(t)
SN N ARV TY A

where the final inequality uses the calculation [(36)]

)

E.7 PROOF OF THEOREM [4.2]

We are now in a position to provide the proof of Theorem [#.2} For the reader’s convenience, we
re-state the theorem below.

Theorem 4.2. Suppose that ¢ is a y-leaky, H-smooth activation. For training data {(z;,y;)}7—, C
R? x {£1}, let Ry = max; ||z;|| and Ry = e/ Bomin 1S at most
an absolute constant. Denote by C := 10R? /% + 10. Assume the training data satisfies,

R2

‘min

> 57" Crnmax|(zi, 2;)].

i#j
There exist absolute constants C1,Co > 1 (independent of m, d, and n) such that the following
holds. For any § € (0,1), if the step-size satisfies o < ~v?(5nR2, R*Crmax(1,H))~, and

Winit < Y2 Ryin(T2RCrny/mdlog(4m/5)) =1, then with probability at least 1—§ over the random
initialization of gradient descent, the trained network satisfies:

1. The empirical risk under the logistic loss satisfies E(W(t)) < /C1n/R2, ot fort > 1.
2. The Ly norm of each neuron grows to infinity: for all j, ij(-t) l2 = oc.

3. The stable rank of the weights is bounded.: sup,;>, {StableRank(W®)} < Cs.
Proof. We prove the theorem in parts.

Empirical risk driven to zero. This is a simple consequence of the proxy-PL inequality given
in Lemma since ¢ is smooth; a small modification of the proof of [Frei et al.|(2022a, Lemma

4.12) suffices. In particular, since by Lemmathe loss L(w) has R2, (1 + H/+/m)-Lipschitz
gradients, we have

Lw D) < LW®) — ol VLW >|\F+Rmdxmax<1 H/v/m)a? VLW )|

Applying the proxy-PL inequality of Lemma and using that o« < [2max(1, H//m)R2,]~*
we thus have

R -~ 2 [~ ~
L GWO)? < VLW W) F < = [Zv D) - L))
Telescoping the above, we get
2L(W<0 ) 8nR’
)2 <
mip G(W Z cw o 2RZ,

We know from the proof of Lemma [E-4] (see [BT)) that the unnormalized margin increases for each
sample for all times. Since g is monotone, this implies G(W ®)) is decreasing and hence so is
G(W®)2, which implies

~ N 16L(W (0))nR2
WD) — min G ®) <
Gl ) T G( )< YV R2. oT
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Since ¢(z) < 2¢(z) for z > 0 and we know that the network interpolates the training data for all
times ¢ > 1, we know that L(W®)) < §G(W(t)) for t > 1, so that for T' > 2,

~ ~ 16E(W(0>)nR2
LOWT-Dy <2gwT-D)y <oy —/——
( ) — ( ) — QRIinnaT
Norms driven to infinity. We showed in Lemma[E.13|(see[(39)]and [(36)) that for each ¢ > 1 and
for each j,

t—1

(t) (1|(lj |}{In1n (s )
w: > (;
i1l > (s, 7/ |17l > 4medx\F§ Wt

It therefore suffices to show that Zi;é G (W) — co. Suppose this is not the case, so that there
exists some > 0 such that ZZ;E G(W®) < g for all t. By Lemma this implies that for
all t, [WO || p < [|[WO|| g + 2/CrRuaxa/nB. In particular, ||[WW )| is bounded independently
of t. But this contradicts the fact that L(W (")) — 0 and £ > 0 everywhere, and thus ||w§-t) Iz

YL GWE)) - .

Stable rank is constant. By definition,

()2
Wy _ W%
StableRank(W'*)) = CIER

‘We consider two cases.

Case 1: |[W®||p > 2||W©)| . In this instance, by Lemma|E.12| we have the chain of inequali-
ties,

V20 R R v <A A
WO < (WD < 77O V2CREman @ G~ & p(s)y
WOl < WHp < WP p+ T > GW)

In particular, we have

Hw(O) ||F V 4Y RAbmax ™t QCRRmaxa Z G

We can thus use Lemma [E.13] and Lemma [E.12] to bound the ratio of the Frobenius norm to the
spectral norm:

(WO _ WO+ 2R 5720 GOV )
- ay Ruin t—1 A
W ®]|5 4\/%1%\% SELGW )
2\/QCRRmuxa Zi—é G(W(t))

«@ Rmm t—1
4\/’1Rf ZS OG( )

= 16C}*R>y . (41)
Case 2: |[WO | p < 2|[W©|p. Again using Lemma|E.13| we have
Wl _ 2 WO p
— _ayRnin t—1
W ®)]|5 4\}R\/ﬁ S GW®)

\fwlmt mdlog(4m/d)

a”y Rmin
ol GV 0)

(i) 4v/Bwinicy/mdlog(4m/d)
< @y Rinin

4V2R/n
= 16V10CRry ' RR_} /no twini /mdlog(4m/ )

min

(443)

< y/v/n < 16CH Ry (42)
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Figure 3: The 0.1-leaky, ;-smooth leaky activation ¢(z) = 0.1z +0.91og (5 (14 exp(z)) (left) and
the standard leaky ReLU ¢(z) = max(0.1z, z) (right).

Inequality (i) uses Lemma Inequality (i) uses that @(W(O) > 1/4 by the
calculation The final inequality (mi uses Assumption [(A2)| so that wiyyy <

a¥? Rinin (T2RCrn/mdlog(4m/8)) 1. Thus, yields the following upper bound for the stable
rank,

StableRank(WW®) < 162CrR*y~2 = 162(10R?/~? + 10)R*y 2 =: C*.

F EXPERIMENT DETAILS
We describe below the two experimental settings we consider.

F.1 BINARY CLUSTER DATA

In Figure [T we consider the binary cluster distribution described in [(4)] We consider a neural
network with i = 512 neurons with activation ¢(z) = vz + (1 — 7)log (5(1 + exp(z))) for
~v = 0.1, which is a 0.1-leaky, 1/4-smooth leaky ReLU activation (see Figure . We fix n =
100 samples with mean separation [|iz|| = d°-2% with each entry of . identical and positive. We
introduce label noise by making 15% of the labels in each cluster share the opposing cluster label
(i.e., samples from cluster mean +x; have label 41 with probability 0.85 and —1 with probability
0.15). Concurrent with the set-up in Section 4] we do not use biases and we keep the second layer
fixed at the values +1//m, with exactly half of the second-layer weights positive and the other half
negative. For the figure on the left, the initialization is standard normal distribution with standard
deviation that is 50x smaller than the TensorFlow default initialization, that is, winit = 1/50 X wgl'i:t
where wi't = /2/(m + d). For the figure on the right, we fix d = 10* and vary the initialization

standard deviation for different multiples of w,IF,, so that the variance is between (10~%w;TF,)? and

(102w )2. For the experiment on the effect of dimension, we use a fixed learning rate of o = 0.01,
while for the experiment on the effect of the initialization scale we use a learning rate of o = 0.16.
In Figure[T} we show the stable rank of the first-layer weights scaled by the initial stable rank of the
network (i.e., we plot StableRank (1 (1)) /StableRank(TW(9))). The line shows the average over 5
independent random initializations with error bars (barely visible) corresponding to plus or minus

one standard deviation.

In Figure fi] we provide additional empirical observations on how the learning rate can affect the
initialization scale’s influence on the stable rank of the trained network as we showed in Figure
We fix d = 10* and otherwise use the same setup for Figure described in the previous paragraph.
When the learning rate is the smaller value of o = 0.01, training for longer can reduce the (stable)
rank of the network, while for the larger learning rate of o = 0.32 most of the rank reduction occurs
in the first step of gradient descent.

In Figure @ we examine the training accuracy, test accuracy, and stable rank of networks trained on
the binary cluster distribution described above. Here we fix d = 10 and o = 0.01 and otherwise use
the same setup described in the first paragraph. We again consider two settings of the initialization
scale: either a standard deviation of wF, or 1/50 x wF . We again see that the stable rank decreases
much more rapidly when using a small initialization. Note that in both settings we observe a benign
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Relative Rank vs. Initialization Scale Relative Rank vs. Initialization Scale
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initialization scale (multiple of tensorflow default) initialization scale (multiple of tensorflow default)
(a) Learning rate o = 0.01 (b) Learning rate o = 0.32

Figure 4: With larger learning rates, most of the rank reduction occurs in the first step of gradient
descent. With smaller learning rates, training for longer can reduce the rank at most initialization
scales.

default init. small init.
300- S 10
z \ 0.75,
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1e+01 1e+03 1e+05 1e+01 1e+03 1e+05
step

Figure 5: For the high-dimensional binary cluster data (cf. [(4)), we see that using a small initializa-
tion scale leads to a rapid decrease in the stable rank of the network. A similar phenomenon occurs
with CIFAR-10 (see Figure 2).

overfitting phenomenon as the training accuracy is 100% and the test accuracy is eventually the
(optimal) 85%.

Finally, in Figure [6] we examine the training and test error of two-layer leaky ReLU networks
trained by gradient descent with learning rate @ = 0.01 for the 2-XOR distribution described in
Section 5] (with n = 80). We fix the number of neurons to m = 512. Theorem [3.2] suggests that if
the leaky parameter v and d are large enough relative to the number of samples, then the network
will achieve a linear decision boundary. For the 2-XOR distribution, every classifier with a linear
decision boundary achieves 50% test accuracy. We see that as v and d increase, the test accuracy is
indeed close to 50%, but for small v and d the network achieves better performance and thus learns
a nonlinear decision boundary.

F.2 CIFARI10

We use the standard 10-class CIFAR10 dataset with pixel values normalized to be between 0 and 1
(dividing each pixel value by 255). We consider a standard two-layer network with 512 neurons with
ReLU activations with biases and with second-layer weights trained. We train for T = 10° steps
with SGD with batch size 128 and a learning rate of & = 0.01. Figure [2] shows the average over
5 independent random initializations with shaded area corresponding to plus or minus one standard
deviation.

For the second-layer initialization we use the standard TensorFlow Dense layer initialization, which

uses Glorot Uniform with standard deviation 1/2/(m + 10) (since the network has 10 outputs). For
the first-layer initialization, we consider two different initialization schemes.

Default initialization. We use the standard Dense layer initialization in TensorFlow Keras. In this
case the ‘Glorot Uniform’ initialization has standard deviation w k. = /2/(m + d).

init —
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Leaky ReLU Networks on XOR Data

leaky: 0.001 leaky: 0.01 leaky: 0.1 leaky: 0.2
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Figure 6: As v and d increase, leaky ReLU networks trained by gradient descent fail to generalize
well for the XOR distribution, as predicted by Theorem 3.2}

EPTIR T . _ TF
Small initialization. We use winit = wypy;/50.
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