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Abstract

In this study, we introduce a new task called
customized review generation. This task aims
to generate a personalized review that a specific
user would give to a product that they have
not yet reviewed. This can help users write
high-quality reviews for products they have not
previously reviewed, providing them with valu-
able insights. Additionally, customized reviews
can offer a tailored summary of all reviews
for a product, catering to the individual pref-
erences of the reader. To achieve this goal,
we explore the use of multimodal information
for customized review generation. Specifically,
we utilize a multimodal pre-trained language
model that takes a picture of a product and a set
of words as input and generates a customized
review using both visual and textual informa-
tion. Our experimental results demonstrate the
effectiveness of the proposed model in generat-
ing customized reviews that are often of high
quality.

1 Introduction

Review websites have gained immense popularity
as they provide a platform for customers to voice
their opinions and rate products or services based
on their personal experiences. These websites have
become a valuable source of information for poten-
tial customers who are looking for unbiased and
honest feedback before making a purchase deci-
sion. By providing both an overall rating score and
detailed user reviews, these websites offer a com-
prehensive view of a product or service, allowing
customers to make informed decisions.

Sentiment analysis and recommendation systems
are two of the most important research areas for
analyzing reviews and rating scores on these re-
view websites. Sentiment analysis aims to extract
aspect and opinion terms from review text, assign
a unique predefined category for each aspect, and
give a semantic orientation (e.g., positive, nega-
tive, or neutral) toward the aspect (Qiu et al., 2011;
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Figure 1: Example of multimodal review generation.

Chen and Qian, 2020; Bao et al., 2022). The rec-
ommendation system generates a ranking score for
a specific product or service based on the user’s
purchase history and other customers who have pur-
chased the target product (Sarwar et al., 2001; He
et al., 2020; Tian et al., 2022). While these studies
have achieved significant success, they primarily
analyze existing reviews or numerical purchase his-
tory. However, they cannot generate a customized
review that a user would have written for a specific
product if they had not reviewed it before. Such a
customized review can provide a concise summary
of all reviews tailored to the individual reader’s
preferences.

In this study, we introduce a new task called cus-
tomized review generation. The goal of this task is
to generate a customized review for an unreviewed
product tailored to the user’s preferences. This task
can assist users in writing high-quality reviews by
providing them with a starting point that is tailored
to their preferences. Additionally, by analyzing
the customized review, users can gain insights into
their interests and preferences for a particular prod-
uct.

A straightforward way to generate customized
reviews is by using a picture of the product. How-
ever, pictures alone cannot fully describe the prod-
uct details or effectively convey opinions about the
product. Therefore, we integrate the picture with a
set of words as input to generate a more comprehen-
sive and customized review. These words include



aspect and opinion terms related to the product,
which help to describe the product in detail and re-
flect the opinions towards it. This visual and textual
information integration allows for a more complete
and nuanced review that accurately captures the
product’s features and the user’s opinions.

Therefore, we utilize a multimodal pre-trained
language model that takes both a picture of a prod-
uct and a set of words as input by leveraging visual
and textual information. Furthermore, we generate
a caption for the picture to bridge the gap between
text and image, and we employ a text-guided fusion
module to effectively fuse the information from
multiple modalities. Finally, we generate the cus-
tomized review based on the fused representation
output by the modality fusion module.

Our experimental results demonstrate the impor-
tance of this new task and show that our proposed
model outperforms existing competitive models,
achieving state-of-the-art results. Overall, our find-
ings suggest that multimodal pre-trained language
models can effectively generate customized re-
views by combining visual and textual information,
paving the way for future research in this area.

2 Related Work

In this section, we introduce three related topics
of this study: sentiment analysis, recommendation
systems and multimodal fusion.

2.1 Sentiment Analysis

Early research on sentiment analysis primarily
focused on document-level sentiment classifica-
tion (Pang et al., 2002; Yu and Hatzivassiloglou,
2003; Yang et al., 2016; Nguyen and Le Nguyen,
2018).

Recently, Aspect-based sentiment analysis
(ABSA) has obtained much more attention. The
progression of ABSA research typically begins
with tackling individual sub-tasks such as Aspect
Term Extraction (Tulkens and van Cranenburgh,
2020), Aspect Category Detection (Shi et al., 2021)
and Aspect Sentiment Classification (Wu and Ong,
2021). Then, some work start to consider more
complex combinations, such as extracting both as-
pect and opinion terms (Gao et al., 2021; Li et al.,
2022b), as well as detecting the specific aspect
category and its corresponding sentiment polarity
simultaneously (Cai et al., 2020; Bu et al., 2021).

More recently, end-to-end models have also been
employed to extract sentiment elements in triplet

or quadruple formats (Zhao et al., 2022; Gou et al.,
2023) and achieved impressive performance in mul-
tiple sentiment element extraction tasks.

2.2 Recommendation System

Recommendation system is a widely applied task
aiming to provide customized suggestions to users
based on their preferences and historical behavior.
Early research primarily focused on collaborative
filtering methods (Sarwar et al., 2001; Wu et al.,
2016; Choi et al., 2023).

Due to limitations imposed by data sparsity on
recommendation performance, some work con-
sider leveraging historical reviews to alleviate the
aforementioned problem. These studies can be
categorized into two approaches: historical re-
views method (Sun et al., 2021; Shuai et al., 2022),
which utilize reviews to better learn embeddings
of users and items and target reviews method (Ni
and McAuley, 2018; Li and Tuzhilin, 2019; Sun
et al., 2020; Xi et al., 2021), which uses reviews to
model interactions between users and items more
effectively. The classical idea behind this method is
learning user-item interactions during the training
stage and utilizing a transformer layer during the
inference stage to approximate target reviews.

2.3 Multimodal Fusion

Multimodal fusion aims to leverage information
from different modalities to enhance the perfor-
mance of the model (Atrey et al., 2010; Bramon
et al.,, 2011). In multimodal sentiment analysis
scenarios, Zadeh et al. (2017) proposed a novel
fusion model to model intra-modality and inter-
modality dynamics. With the popularity of Trans-
formers, Tsai et al. (2019) and Huang et al. (2020)
introduced the multimodal Transformer to alleviate
the problem of data misalignment and long-range
dependencies. Recently, Yang et al. (2023) was
not satisfied with simply concatenating modal fea-
tures, but treated them differently depending on
the modal contribution to fully exploit the modal
interaction.

Our proposed task differs significantly from sev-
eral similar tasks in terms of input and output. For
example, in sentiment analysis, the input is usu-
ally existing reviews and the output is aspect terms
or sentiment words. In recommender systems, the
inputs are usually user or item IDs and user pref-
erences and item attributes derived from historical
reviews. The output is the degree of recommenda-
tion and the corresponding recommendation reason.
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Figure 2: Overview of proposed model.

In our task, the inputs are keywords and product im-
ages, and the output is a customized review based
on the above information.

Therefore, the key novelty of your task lies in
the focus on generating reviews for unreviewed
products, using only keywords and product images
as input. In addition, this approach differs from
personalized review generation, which typically
relies on historical data or user profiles to craft
personalized reviews.

3 Multimodal Review Generation

In this study, we introduce a new task called Multi-
modal Customized Review Generation. This task
involves generating a customized review for a prod-
uct based on relevant images and input words. For-
mally, the input to our task is a tuple {1, 7'}, where
I represents the product images and 1" represents
the input words describing the product or user’s
opinion. The output generated by our model is a
customized review C' that provides a detailed and
customized description of the product. Our pro-
posed task is challenging as the review must be
customized to the specific product and user prefer-
ences, making it a complex task that requires a deep
understanding of language and visual information.

As shown in Figure 2, we propose a novel frame-
work based on a Multimodal Pre-trained Language
Model to tackle the above challenges. The proposed
framework commences by utilizing a Text Encoder
to transform the input text into a rich textual feature

representation. Concurrently, an Image Encoder is
employed to encode the corresponding picture into
a distinct visual feature representation. To establish
a seamless connection between the text and image
modalities, we introduce a Image Caption Gener-
ation component that produces a descriptive and
contextually relevant caption for the picture. Subse-
quently, a Text-guided Fusion module is leveraged
to integrate the textual and visual feature represen-
tations. Finally, the fused representation is utilized
to generate the customized review.

3.1 Text Encoder

The input to the text encoder is a piece of text 7',
which consists of aspect terms and opinion terms
provided by the user. These aspect terms describe
specific attributes or features of the product, while
the sentiment polarities indicate the user’s opinion
or feeling towards each aspect.

To process the input text, we first tokenize the
words into individual tokens and create an input
sequence X of these tokens. To incorporate posi-
tional information into the input sequence, we add
positional encodings to the input sequence point-
wisely. Then, we feed the input feature into the
encoder. The encoder consists of stacking L iden-
tical layers, each composed of a Multi-head Self-
Attention (MSA) sub-layer and a feed-forward net-

work (FFN) sub-layer,
T, = FEN(MSA(Ty_1)), T, € RN*P (1)

where T} is the hidden state of the ¢-th encoder
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Figure 3: The process of image caption generation.

layer. In order to simplify, we omit the layer nor-
malization operation in the formula.

3.2 Image Encoder

We employ a pre-trained Vision Transformer (ViT)
model to learn the image representation from the
product picture. ViT is a state-of-the-art model
for image representation learning that uses a trans-
former architecture to process images (Dosovitskiy
et al., 2020).

We first split the image into a sequence of m flat-
tened 2D patches. These patches are small, fixed-
size regions of the image that are used as input
to the transformer model. Next, we add a special
token [C'LS]| at the beginning of the sequence to
form an input sequence X. Finally, we feed the
input feature into the pre-trained ViT model and
obtain the visual representation H;yy, g,

Iy = MLP(MSA(I; 1)), I € RMFDXP (2

Hipg =17 3)

where I, is the hidden state of the ¢-th encoder
layer and Ig denotes the output of [CLS] token
from the L-th encoder layer.

3.3 Image Caption Generation

The existing multimodal work has shown that the
addition of visual modality may not necessarily
have a significant improvement or even a negative
impact compared to typical unimodal tasks. (Zhu
et al., 2018) argues that there is noise present in
the images, and the input text already contains suf-
ficient information to generate the target text. We
conjecture that the current methods do not fully har-
ness the potential of the visual modality to provide
meaningful information.

In this study, we propose using image captions as
a bridge between images and texts to enhance mul-
timodal fusion. By generating the natural language
caption of images, we can effectively utilize visual
information and facilitate cross-modal interaction
between the visual and textual domains.

As shown in figure 3, we employ the BLIP2
model (Li et al., 2023) to generate image captions.
We fine-tune it on the COCO dataset (Lin et al.,
2014) for image captioning tasks. Specifically,
given multimodal data{I, T}, we generate a cor-
responding caption for image I using the BLIP2
model. We then concatenate the image caption with
the original text 7', resulting in a final input text
format of “( aspect terms ); ( sentiment polarities
); ( image captions )”.

3.4 Text-guided Fusion

The Text-guided Fusion module is designed to per-
form multimodal fusion by effectively combining
textual representation and visual representation. As
shown in Figure 2, this module consists of several
sub-layers that work together to achieve the desired
fusion.

The Text-Guided Attention (TGA) sub-layer is
responsible for learning different attention scores
for each object in the image based on the aspect
terms and sentiment polarities in the query. By
computing attention scores specific to the given
aspect terms, the model can focus on relevant parts
of the image and effectively integrate visual infor-
mation related to the aspect terms.

Hyyy = FEN(TGA(Hyxt, Himg, Himg)) (4

where Hiy(= TT) denotes textual representation.

The Text-Driven Gated (TDG) sub-layer con-
trols how much visual information is preserved
through the gate \. This gate is learned during train-
ing and allows the model to filter out redundancy
and noise from the visual information, ensuring
that only relevant visual features are incorporated
into the final fused representation.

A = Sigmoid(W” Hyt + W' Hipng) (5

Hfused = Htxt +A- Himg (6)

where W7 and W are trainable parameters.

By combining the TGA and TDG sub-layers, the
Text-guided Fusion Module effectively performs
multimodal fusion, enabling the model to generate
informative and expressive reviews that effectively
integrate both visual and textual features.



3.5 Customied Review Generation

After performing multimodal fusion on the encoded
features of the image and text, the decoder predicts
the output sequence token-by-token with the multi-
modal fused representation.

The generated output sequence ends with the
end token ”(/s)”. The conditional probability of
the whole output sequence p(y|I,T) is progres-
sively combined by the probability of each step

P(yely<s, 1, T50):

|y]

p|LT) = [ [ pwely<, 1, T:6) (7
t=1

p(Wly<t, I,T;0) = c(W°Or, +1°)  (8)

where Op; is the hidden state of the L-th de-
coder layer at the t-th decoding step, {W?, b°}
are trainable parameters, o(-) is a softmax func-
tion, y<¢ = y1...yt—1 and p(y¢|y<¢, I, T; 0) are the
probabilities over target vocabulary V' normalized
by softmax.

4 Experiment

In this section, we conduct extensive experiments
to evaluate the performance of our proposed model.
Additionally, we provide various analyses and dis-
cussions to demonstrate the effectiveness of our
model.

4.1 Data and Setting

In this study, we construct a novel multimodal
dataset for customized review generation, derived
from the GEST dataset (Yan et al., 2023). We
choose GEST-s2 from GEST, in which the reviews
and images are aligned and therefore of higher qual-
ity compared to GEST-s1. Each review text in our
dataset is associated with at least one correspond-
ing image. We further adopt a sentiment analysis
model (Bao et al., 2022) to extract sentiment el-
ements and utilize these as input words from the
review text. The detailed statistics of the dataset are
presented in Table 1. For our experimental setup,
we randomly selected 4,000 samples as training
data, 500 samples as development data, and the
remainder as test data.

We use T5-Base! (Raffel et al., 2020) and ViT?
(Dosovitskiy et al., 2020) to initialize the model for
our two tasks. We use adam (Kingma and Ba, 2014)

"https://huggingface.co/t5-base
https://huggingface.co/google/
vit-base-patchl6-224

Category Account
Samples 5000
Avg. product images per sample 2.29
Avg. input words per sample 4.99
Avg. customized review length 47.62

Table 1: Statistics of the dataset.

as our optimizer to finetune hyper-parameters with
a momentum of 5 = 0.1. We set the model learn-
ing rate as le-4 and the batch size as 4. To generate
higher quality reviews, we use beam search with a
beam size of 5 and refrain from repeating n-grams
of size 3 (Paulus et al., 2017). Our experiments are
carried out with an NVIDIA Tesla V100 16G GPU.

We employ ROUGE (Lin, 2004), BLEU (Pap-
ineni et al., 2002), and METEOR (Denkowski and
Lavie, 2014) as evaluation metrics to analyze the
quality of reviews generated by the model and the
effectiveness of our proposed model.

4.2 Main Results

In this study, we compare the proposed model with
three kinds of models, including text-only models,
image-only models, and multimodal models.

In text-only models, Opword directly employs
the given input word as the foundation for pro-
ducing personalized reviews. BART (Lewis et al.,
2020) and TS, both pre-trained models, are de-
signed to excel in text generation. LLaMA (Tou-
vron et al., 2023), a large language model, is fine-
tuned with Alpaca-LoRA, allowing us to achieve
comparable performance to full-parameter train-
ing while using only a fraction of the parameters.
Lastly, ChatGPT (Ouyang et al., 2022) is a con-
versational model developed by OpenAl.

Furthermore, ViT-GPT2 features an image en-
coder and a text decoder, enabling the genera-
tion of natural language based on given images.
GIT (Wang et al., 2022) is a generative Image-to-
text transformer that unifies vision-language tasks
such as image captioning and question answering.
Pix2Struct (Lee et al., 2023) is a pre-trained image-
to-text model designed for purely visual language
understanding, suitable for finetuning on tasks con-
taining visually-situated language.

In multimodal models, BLIP2 (Li et al., 2023)
is a large multimodal model capable of leverag-
ing pre-trained frozen image encoders and large-
scale language models to guide visual language
pre-training. Selective Attention (Li et al., 2022a)
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Method ROUGE-1 | ROUGE-2 | ROUGE-L | BLEU-1 | BLEU-4 | METEOR
Text-Only
OpWord 7.81 3.97 7.81 0.03 0.03 2.06
T5-ImgCap 28.32 4.04 18.17 23.45 10.47 15.12
T5 29.34 6.85 18.78 24.76 12.16 16.95
BART 29.18 6.59 19.09 24.83 12.23 16.74
LLaMA 26.97 6.48 19.02 21.81 11.28 15.02
ChatGPT* 27.57 6.02 18.23 22.70 11.40 15.63
Image-Only
ViT-GPT2 23.84 3.20 15.41 16.86 9.57 15.98
GIT 24.33 3.15 16.60 21.05 10.15 14.11
Pix2Struct 25.31 2.38 16.14 21.78 10.07 14.01
Multimodal
BLIP2 30.25 7.58 20.61 21.02 9.50 15.25
Selective Attn 30.23 6.79 19.00 25.23 12.14 17.44
VLP-MABSA 29.81 8.76 22.73 23.25 11.94 17.40
AoM 30.40 9.14 23.71 21.70 10.67 16.79
Ours 31.76 7.65 19.99 26.9 12.73 18.57

Table 2: Comparison with baselines. The model with "-ImgCap" uses image captions as input to incorporate visual
information. * denotes we finetune the gpt-3.5-turbo-1106 on our dataset, through the OpenAl Finetune API,
with the prompt "Please write a customized review for the user based on the prompted words entered!", which is
determined empirically to perform well, and the temperature is set to 0.7 in the stage of generation.

is a method that utilizes a mechanism of selective
attention to enhance the contribution of textual and
visual features to the model’s performance. Both
VLP-MABSA (Ling et al., 2022) and AoM (Zhou
et al., 2023) are unified frameworks based on the
BART model for realizing MABSA. We modify
their models to complete generative tasks.

As shown in Table 2, input words cannot di-
rectly serve as customized reviews because they
are too simplistic and contain only limited informa-
tion. The performance of the pre-trained language
models is generally higher than that of the image-
only approach, which suggests that text can usually
provide more detailed and direct information than
images, which usually contain noise and invalid
information.

Furthermore, we have observed that the perfor-
mance of ChatGPT is relatively lower than that of
T5 and BART. One plausible explanation for this
could be that ChatGPT is less controllable even af-
ter fine-tuning. Additionally, we have noticed that
the multimodal methods consistently outperform
all unimodal methods. This observation implies
that information derived from multiple modalities
can effectively complement each other, thereby en-
riching the overall representation and leading to
improved performance.

Method FL | Info | HL | SR
T5 378 | 3.90 | 3.94 | 3.45
ChatGPT | 4.28 | 3.67 | 4.17 | 4.03
LLaMA | 4.02 | 3.54 [ 3.92 | 3.89
Pix2Struct | 3.02 | 2.17 | 3.21 | 2.50
BLIP2 418 [ 426 | 4.02 | 4.14
Ours | 4.68 [ 476 [ 4.49 | 455

Table 3: Results of human evaluation. FL denotes Flu-
ency; Info denotes Informativeness; HL denotes Hu-
manlike; SR denotes Sentiment Relevance.

Besides, our proposed model significantly out-
performs all baseline models (p < 0.05), which un-
derscores the efficacy of our proposed multimodal
review generation framework. This framework in-
tegrates image caption generation and text-guided
fusion, thereby demonstrating its effectiveness in
leveraging multimodal information for enhanced
performance.

4.3 Human Evaluation

We conduct the human evaluation for our proposed
model and baseline models from four perspectives:
Fluency (FL) is used to assess grammatical accu-
racy, expression fluency, and language readability;
Informativeness (Info) is used to evaluate the over-



Method R-1 B-1 | METEOR
Text-Only 29.34 | 24.76 16.95
Image-Only | 26.59 | 22.24 14.24
Add 29.81 [ 24.94 16.96
Concat 29.76 | 25.23 17.14
Gate 30.33 | 25.32 17.28
Attention 30.74 | 26.18 17.83
Ours 3176 [ 26.90 | 18.57

Table 4: Impact of multimodal fusion strategies.

lap with key information in the Reference; Human-
like (HL) is used to assess the degree of having a
human-like language style; Sentiment Relevance
(SR) is used to evaluate the relevance of sentiment
expressed in the reference. We randomly select 300
examples from the test set and ask human annota-
tors to evaluate the generated customized reviews,
with evaluation scores ranging from 1 to 5 for each
aspect.

As presented in Table 3, it is apparent that the
customized reviews generated by the proposed mul-
timodal model consistently outperform the uni-
modal model in all evaluated aspects. Further-
more, the sentiment relevance metrics specifically
indicate that our proposed model excels in gen-
erating sentiment accuracy within the customized
reviews. In conclusion, our proposed model sur-
passes the baseline model in multiple aspects and
demonstrates its capability to generate reviews that
are not only richer in content but also more pre-
cise in sentiment expression, thereby enhancing
the overall quality of the customized reviews.

5 Analysis and Discussion

In this section, we give some analysis and discus-
sion to show the effectiveness of the proposed mul-
timodal model for customized review generation.

5.1 Impact of Multimodal Fusion Strategies

We first analyze the effect of different multimodal
fusion strategies for generating the customized re-
view.

As shown in Table 4, our analysis reveals that the
performance of naive approaches, such as simply
adding or concatenating the representation vectors
of text and images, is inferior to more sophisticated
methods. This observation implies that basic fusion
techniques may not adequately capture the complex
interactions and relationships between textual and
visual information.

Input R-1 | B-1 [ METEOR
Image 2645 |22.86 | 15.16
+ Aspect | 30.73 | 26.15 17.79
+ Polarity | 27.35 [ 22.95 [ 14.83
+ Caption | 28.39 | 23.86 [ 1544
Ours 3176 [ 2690 |  18.57

Table 5: Effect of text input prompts. R-1 and B-1 are
the abbreviations of ROUGE-1 and BLEU-1, respec-
tively.

Moreover, our findings indicate that more ad-
vanced fusion strategies, such as Gate and Atten-
tion, exhibit superior effectiveness compared to
simpler methods. These strategies demonstrate
their ability to better model and leverage the in-
terdependencies between the different modalities.

Most importantly, our proposed multimodal fu-
sion strategy achieves the highest performance
among all the compared methods. This achieve-
ment underscores the importance of employing an
effective combination of gate and attention mecha-
nisms to comprehensively harness and integrate the
information and relationships present within text
and image data.

5.2 Effect of Text Input

In Table 5, we delve into the impact of various in-
put prompt strategies on the performance of review
generation. To conduct the experiments, we catego-
rize them into two main groups: those relying on
images alone and those utilizing a combination of
images with three distinct types of input texts (i.e.,
aspect term, opinion term, and image caption).
The results of our analysis reveal that solely re-
lying on images to generate customized reviews
is inadequate. This is because images alone lack
the necessary semantic richness and contextual in-
formation required to generate meaningful and tar-
geted reviews. Furthermore, our experimental re-
sults demonstrate that models that leverage input
prompts in conjunction with images consistently
yield higher performance compared to those that
only use images. This underscores the crucial role
of input strategies in guiding the review generation
process and enhancing the overall quality and rel-
evance of the output customized review. A more
detailed discussion can be found in Appendix A.

5.3 Influence of Number of Images

We examine the influence of the number of im-
ages on the performance of review generation in



Input word ( Burger, Positive )

Product image

Reference Partly disappointed, the burger was really good, I ordered #8 which is the bbq bacon with onion rings,
this onion rings were not even rings, they were fried onions and you could not use the sauces with these
onions. And the burger as I said was really good but not that big for the cost.

TS The burger was good, but a little dry. The fries were a bit salty. I ordered a burger with a side of fries and
it was ok. If you are looking for a good burger; this is the place for you! I highly recommend this burger.

BLIP2 I had the burger with bacon and onion rings. The brioche bun was a little too thick for my taste, but the
fried onion rings were delicious. The bacon was melted perfectly.

Ours I got the burger and it was delicious. The onion rings were a bit dry but the BBQ burger was ok. I’'m not

a big fan of burgers, but if you’re looking for a good burger, this is a great place to get a burger.

Table 6: Example of the case study. The content related to key information in the reference is highlighted in color
(e.g., Burger), while the remaining content is displayed in italics..

BLEU-1

24.0

Number of Product Image

—%—Ours --¢-Only-Text

Figure 4: Influence of the number of images.

Figure 4.

As shown in the figure, it is evident that the
method relying only on text as input yields the
lowest performance (number = 0), highlighting
the insufficiency of text-only models in generating
satisfactory reviews.

Moreover, as the number of images increases,
there is a noticeable upward trend in the perfor-
mance. This observation underscores the benefi-
cial role of images in enhancing the quality and
relevance of customized reviews. The improved
performance can be attributed to the richer contex-
tual information provided by images, which aids in
generating more specific and tailored reviews.

In conclusion, the number of images plays a piv-
otal role in determining the quality of the generated
customized reviews. Notably, an optimal image
size can significantly enhance the overall quality
and effectiveness of the generated reviews.

5.4 Case Study

We give an example from the test data to compare
the quality of customized reviews generated by our

proposed model and other baseline models.

As demonstrated in Table 6, it is evident that
the reviews generated by the unimodal pre-trained
model exhibit limitations in the amount of infor-
mation provided. In contrast, both BLIP2 and our
proposed model effectively convey the key infor-
mation in the References comprehensively. No-
tably, our proposed model distinguishes itself by
surpassing the others in terms of sentiment expres-
sion and human-like qualities of the reviews. An
exemplar from our model mentions that the onion
rings are slightly dry, which closely aligns with the
viewpoints expressed in the reference. Conversely,
BLIP2 describes the onion rings as delicious, which
diverges from the sentiment expressed in the ref-
erence. In summary, the customized reviews gen-
erated by our proposed model demonstrate excep-
tional informativeness, sentiment expression, and
human-like characteristics.

6 Conclusion

In this study, we propose a new task called Multi-
modal Customized Review Generation, aimed at
generating a customized review based on product
images and input words. To this end, we intro-
duce a Multimodal Pre-trained Language Model
for generating customized reviews. In particular,
we incorporate image captions to establish a bridge
between the images and texts, efficiently leverag-
ing information from images. We further design a
Text-Driven Fusion module to integrate representa-
tions between different modalities. Experimental
results show that, our proposed model is capable
of generating higher-quality customized reviews.



Limitations

Although our proposed model has achieved the best
performance in the task of generating customized
reviews, it is still necessary for us to explore how
to make the generated reviews more diverse and
rich in content. In addition, we also need to explore
how to capture more multimodal information for
generating customized reviews.
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A Visual and Textual Ablation Study

In Figure 5, we conduct the ablation study on image
and text inputs to ascertain their contributions to
the performance. We divided them into three input
scenarios. All paired denotes that both image and
text inputs are correct, serving as a benchmark for
comparison. Only paired denotes that only the cur-
rent element is paired, while the rest are unpaired.
Only unpaired denotes that only the current ele-
ment is unpaired, while the rest are paired.

From the experimental results, we can intuitively
see that the contribution of sentiment polarity is
the smallest, which might be because it does not
provide substantially effective information. In the
case where only the image is unpaired, the model
performance drops significantly, confirming our
model’s reliance on visual information. In the sce-
nario where only the aspect term is paired, the per-
formance still surpasses the baseline, suggesting
that visual information not only provides multi-
modal information but also acts as a regularization
term. Moreover, we find that when the aspect term
is unpaired, the model performance drops below
the baseline level, implying its critical role in the
model.
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