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ABSTRACT

Language models can excel at a variety of tasks (e.g., mathematical reasoning and
coding) which are fundamental to solving more general goal-oriented feedback-
driven agentic problems. However, based on recent findings, two key points are
evident: (a) agentic problems require a variety of skills such as long-context rea-
soning, planning and decision making, and efficient exploration; (b) even large
frontier models under-perform in these family of tasks, especially in problems re-
quiring long-horizon understanding. For example, GPT-4o has a 48.8% success
rate on the AppWorld benchmark. In this paper, our goal is to understand the
relation between the two, by examining which skills are necessary for solving
multi-turn problems. We work towards this goal using an oracle counter-factual
framework that allows us to answer the question: what if the agent could leverage
a specific oracle skill to achieve its goal? To enable this framework, we intro-
duce a set of procedurally-generated game-like tasks whose complexity can be
controlled. For these controlled environments, we can provide accurate oracle in-
terventions to guide the agent towards the goal. Our findings suggest that while
most interventions (e.g., planning) are generally beneficial, for some interventions
the utility depends on the intricacies of the benchmark (e.g., ability to track state
while iteratively modifying python lists).

1 INTRODUCTION

Large Language Models (LLMs) have demonstrated exceptional performance across a wide range of
tasks, including natural conversations (Touvron et al., 2023; Achiam et al., 2023), question answer-
ing (Yang et al., 2018), competitive coding (Austin et al., 2021; White et al., 2024), and mathemat-
ical reasoning (Comanici et al., 2025; Guo et al., 2025). Consequently, given their general-purpose
capabilities, a natural question that is actively being explored is whether language models can be
leveraged as multi-turn agents, i.e., whether they can iteratively perceive, reason, and take strate-
gic actions towards achieving a distant goal. Such tasks introduce a host of new challenges, such
as maintaining coherence over multiple turns and long contexts, reasoning over multiple dynamic
pathways, recovering from errors, identifying the right tools for the task, and efficiently tracking
state and progress without explicit feedback.

How capable are current language models as agents? To answer this, the community is actively
working on numerous benchmarks to quantitatively analyze multi-turn agent capabilities across var-
ious domains, ranging from function calling (Patil et al., 2025), web navigation (Koh et al., 2024),
interactive coding (Trivedi et al., 2024), human interaction (Liu et al., 2023), and game-playing
(Guertler et al., 2025). Ongoing results suggest that there is plenty of progress to be made, e.g., on
Appworld (Trivedi et al., 2024), GPT-4o has a success rate of 48.8% and open-weight models such as
LLama3-70B (Grattafiori et al., 2024) achieve 24.4%. As many of the benchmark analysis reports,
pushing progress requires enabling numerous skills, such as efficient task decomposition, planning,
state tracking, and information gathering. However, it is largely unclear on which of these skills (or
combination thereof) are the bottleneck to make progress towards capable multi-turn agents.

In this paper, our goal is to critically examine and understand skills that enable progress towards
general-purpose long-horizon agents. To help us understand, we propose an oracle intervention
framework that helps us evaluate the importance of skills by asking counterfactual questions. The
framework helps us gauge agent’s performance improvement when assisted by a skill-specific or-
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acle or a combination of multiple skills. Using this framework, we investigate three oracle inter-
ventions: planning, tracking belief state, and context reformulation. However, constructing oracle
interventions on real-world benchmarks (which typically involve human annotation and verifica-
tion) is cumbersome and not straight-forward. Since multi-turn tasks admit numerous valid dynamic
paths towards reaching the goal, annotating oracle solutions becomes intractable. To make oracle
interventions tractable, we additionally propose a set of procedurally-generated game-playing envi-
ronments where optimal actions and strategies can be reliably computed at any step of the roll-out.
Specifically, we consider three environments: ListWorld (to evaluate multi-turn list modification
capabilities), TreeWorld (to evaluate multi-turn graph traversal), and GridWorld (to evaluate
2D spatial navigation). All the environments are configurable, and importantly, enable us to inject
accurate oracle information at any point of the agent’s trajectory.

Our framework enables us to examine multi-turn agents at long-horizon tasks along multiple di-
mensions (e.g., task complexity, model size, influence of specific oracle skills) and helps us provide
a number of insights. First, we observe a significant discrepancy with the low success rates over
long-horizon trajectories in spite of high accuracy per-step (i.e., whether action is one of the optimal
actions). For example, in tree search problems, we observe very low success rates (<10% in this
case) despite high per-step accuracy (>80%). This indicates that a dominant factor in difficulty of
multi-turn environments is the fact that success in the task requires many correct steps, and even a
small probability of error in each step prohibitively hinders task success. Apart from compounding
errors (Sinha et al., 2025; Li et al., 2025), we also attribute making terminal errors (e.g., premature
termination) contributing to the discrepancy. Second, we can leverage oracle interventions to under-
stand contributions of specific skills that best contribute to improving success over multi-turn tasks.
Here, we find that although oracle interventions generally help improve success rates, the degree to
which they help significantly depends on other factors. For instance, while optimally pruning con-
text (containing action-observation interaction history) helps smaller models (≤8B parameters), it
also shows to be counter-productive for larger models. Another factor that determines improvements
is unsurprisingly the task itself: tasks that rely on accurately tracking belief state (e.g., those involv-
ing tracking hidden state) benefit the most from relevant state-tracking skills, while other tasks such
as spatial navigation benefit heavily from planning. Overall, our findings present a double-edged
picture: while improving specific skills (enabled by oracles interventions in our case) generally help
the LLM-based agents in multi-turn, fully bridging the gap likely requires exploiting environment
and model-specific understanding.

2 RELATED WORKS

LLMs and Agents Agent-based systems have a long history (Russell et al., 1995) and can be
defined by an agent (the policy) perceiving and interacting with an environment towards achieving
a goal and, in turn, receiving a reward. Recent literature demonstrates that capable language models
can serve many roles within such systems, such as modeling the policy (Huang et al., 2022; Yao
et al., 2023b), the environment as a world model (Hao et al., 2023), or the reward (Zheng et al.,
2023; Zhang et al., 2025). We specifically focus on leveraging the LLM as a policy, which based
on trajectory auto-regressively samples the next action. A notable and representative example is
ReAct-based prompting (Yao et al., 2023b), which interleaves chain-of-thought thinking and taking
task-specific actions at each step. ReAct prompting has been shown to be highly successful in a
variety of domains, ranging from playing games (Wang et al., 2023a) to interactive coding agents
(Trivedi et al., 2024). In this work, we use ReAct-based prompting to elicit dynamic reasoning and
planning behavior from an LLM.

LLM Agent capabilities What makes for a good Language model agent? While models need to
be fundamentally capable of language understanding and complex reasoning, a number of skills are
required beyond this. The policy interacts with the environment with a set of admissible actions
(e.g., tools, function calls) and hence need to be capable of calling functions (Qin et al., 2023; Patil
et al., 2024) with appropriate arguments. Since tasks admit multiple paths towards the goal, the
agents need to also be capable of multi-path reasoning (Besta et al., 2024; Yao et al., 2023a) and
re-planning (Song et al., 2023) to revise actions in light of dynamic environmental feedback. Since
decision making involves reflecting short-term (e.g., episode history in context window) and long-
term (e.g., external storage) memory (Song et al., 2023; Huang et al., 2023; Wang et al., 2023b)
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also plays an important role. The sequence of actions taken by the agent also modify the (hidden)
state in the environment, and the models need to be adept in tracking its state (Ebrahimi et al., 2024;
Vodrahalli et al., 2024). As enumerated above, a number of capabilities appear to play a crucial role
towards enabling agentic use-cases.

Characterizing Bottlenecks for Agents How can we assess the effectiveness of models in agentic
tasks? One approach is to conduct holistic evaluations, while another is to analyze the contribution
of specific capability dimensions, such as long-context reasoning, to marginal performance gains.
Towards a holistic evaluation, a number of benchmarks exist (Trivedi et al., 2024; Patil et al., 2024) to
evaluate an agent’s capabilities. These benchmarks generally show a common trend: large models
tend to significantly outperform smaller models. This motivates the question in our work: what
is the bottleneck that leads to the performance discrepancies. Towards understanding this, a few
works exist on characterizing bottlenecks of capabilities of language models over multi-turn tasks.
Abdulhai et al. (2023) work towards this goal by understanding the influence of RL algorithms in
strategic game-playing tasks (e.g., maze). Cemri et al. (2025) study error taxonomy of multi-agent
systems across a range of popular benchmarks, such as AppWorld (Trivedi et al., 2024). Concurrent
to our work, Sinha et al. (2025) study bottlenecks by isolating execution capabilities in long-horizon
tasks. Similar to prior works, our goal too is to characterize bottlenecks of multi-turn agents by
isolating capabilities. However, in contrast, we study the bottlenecks in procedurally-generated
game-playing environments, which allows us to enable oracle interventions.

3 FORMULATION: LUMINA

In this section, we begin by detailing the underlying process that requires an agent to perform se-
quential decision-making to complete the task. To better enable the agent complete the task, we then
elaborate on how to augment information at each turn using oracle interventions.

POMDP Tasks We study tasks that can be modeled as a Partially-observable Markov Decision
Process: M = ⟨S,A,O, T,Ω, H, SGoal⟩ where S is the hidden state space, A the agent’s action
space, and O is the observation space. Furthermore, T : S × A → S is the transition function
(deterministic in our case) and Ω : S ×A → O is the observation function. The termination can be
performed either by the agent (e.g., DONE action) or by the environment (e.g., t ≥ horizon H). For
simplicity, we consider terminal reward function: the agent receives reward of 1 if it terminates at
the goal state SGoal within at most H steps. The objective of the agent is to maximize the probability
of success, which we refer to as the success rate and denote by J(πθ) for an agent πθ.

Base (ReAct) Policy Agent Towards taking sequential decisions to solve the task (represented as
text x, we consider a stochastic policy modeled by a ReAct (Yao et al., 2023b) LLM agent πθ where
at each step t:

at ∼ πθ (· | x, ht−1) .

Here, ht−1 := (a1, o1, ..., at−1, ot−1) is the history of the past interactions between the agent and
the environment. Action at consists of both a chain-of-thought text (which is irrelevant to the envi-
ronment) and one of the allowed operations.

Oracle Interventions To help our understanding and isolate factors to determine what the bottle-
neck is, we consider oracle interventions to assist policy πθ by augmenting auxiliary information.
First, we establish the existence of an oracle O that, given the prompt x and the context ht−1 is able
to accurately recover the belief state of the POMDP. Then, we consider the policy π at every step is
conditioned on oracle-augmented history h̃t:

at ∼ πθ

(
· | x, h̃t−1

)
,

h̃t−1 = Ohistory (ht−1 ⊕ Oplan(x, ht−1) ⊕ Ostate(x, ht−1)
)
.

Generally, our oracle formulation accommodates appending (⊕) a hint for the next step of an optimal
plan (via Oplan) and a summary of the belief state (via Ostate) to the history, as well as representing
the context compactly by pruning the history of redundant information (via Ohistory). We elaborate
on the details of each of these in the following paragraphs.
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h̃t = ht = a1, o1, ..., at, ot

[Task Description]
Initial State: (0, 4)
Holes: (0,1), (1,1), (1,2), (2,3)
Goal: (0,0)

Reason: [chain of thought]
Action: RIGHT

Action “RIGHT” executed.

Your current location is: (1, 4)

You should first reach: (3, 4)

Task completed / failed

…

[Task Description]
Initial State: (0, 4)
Holes: (0,1), (1,1), (1,2), (2,3)
Goal: (0,0)

Task completed / failed

<latexit sha1_base64="jJad6R0/y4N9TUNMrYXZ16LWehY=">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</latexit>

Oplan

Reason: [chain of thought]
Action: UP

Reason: [chain of thought]
Action: RIGHT

Action “RIGHT” executed.

[Task Description]
Initial State: (1, 4)
Holes: (0,1), (1,1), (1,2), (2,3)
Goal: (0,0)

Reason: [chain of thought]
Action: RIGHT

…

… …

(a) (c)(b)

<latexit sha1_base64="ypU11SiGJfenn3uS0pTAJPPLfyw=">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</latexit>

Ohistory<latexit sha1_base64="vt15VPWdU3LB/ClQZtqlj0a4WA4=">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</latexit>

Ostate

<latexit sha1_base64="MikM0hHx4gauPKOWS6SV1HF35/k=">AAAycniclVvrbtxKcpZ3c9k4t7ObP0Hyh7uys+cEsmDpHGwCBAFWd8kaXay7fcbH4HBqOLR4M7uHkkxMniDPlv95jSAPkOpq9lQ1RfkgAmyxvq9YZHd/1VXDoUZlmij9+vV/P/vFL//kT//sz3/1F8//8q/++m/+9ptf/+ZKFbMqgsuoSIvqZhQqSJMcLnWiU7gpKwizUQrXo9stw1/XUKmkyC/0QwkfsjDOk0kShRqhj9/851An6Ria6fxjo+fBP/17MIxPfmqGGu51M8XrF9XDfD5MYaK/DabkM/y3YFiU6UzREXuXaZjP59/er1i/74Rjx1PpUIN0HVZJPNXfffxm+fXqa/oJHh+stQfLS+3P6cdfv/6v4biIZhnkOkpDpX5ce13qD01Y6SRKYf58OFNQhtFtGMOPeJiHGagPDU3bPHiJyDiYFBX+y3VAqDyjCTOlHrIRemahnqouZ8A+7seZnvzrhybJy5mGPLIXmszSQBeBWYNgnFQQ6fQBD8KoSvBeg2gaVmGkcaWeP39pfoLjnevgaONiP9je2T04Prg4ODk+D4h63ncjK/jbDEOtjLI5xgiOwuo2UHgdXGcVFJMgCkt7bEZcwQSqKsljc1PjpE6Uc5sk8awCHFAOd1GRZWE+boYIGgnMm2YIWfDtAI+/m88f+US4DlA5ry2y+vxouZ3bGa19j5cuSudzUZR9HqNC6yJzTptkPfJrxx06t/Apj5HzGD3lETmP6CmPsfMYGw9chn0cXWpGGIQB+ptFhwkm6zjAucn8GHhswPmPax8wymgSLK+ZIBhllxbFrhpKClaCtLiD6lWEqb/6fIghaVphsrzW2AX8jyFaDQXoOx1vN9FhuhrsohgwHytt1l6ZFUPeRtx1EXe7EYnWd4W75vJ6e1XcE1qnAEfUGuvujM+zcMynLH+//MOj01YW57ij72WoH2g451bVX50OVL69+TYFvPnoCeAmxJ597s4+7zn7zJ1FCX1XLLJsdTEx9uqKZmaRg09MTTfgtALohhTxlr9/HJFnTcT+/nHsMA8AF8Gc3DNl8NmO2bk8PWgvzqwsoQpMHBtmpw2z0xdmI6jCO573TrBXr16FdZGMg5kyW1MyCcpCqQSLmQ2NJQZTp43/9N2Z3bTETOoZo2Hs6a3P/3uQbaCtRaCtnw2EY85joD3Y+iobg+DFHaFUHO1CvXr1pEzw7sI0LrB6TLOecSJn727h9NWBilCPRrrhQm30hHKCd9fDQSxifX0zuPBO2vjZkx5NaombVjtyoT6D2ts1R19bFHt+V72ni/NP/fPdSBcXwLs2x0/ecCs4SFIj1tQc4IaODuaojTdJi6Iimo4sT4etA1KjrFnrVhtdYSLMm6Gp/FGYNttdhzpMk7F0+GiPq6yx1PxRSFC6/wRi5osRQalMjStVkhZ5W5/OMESRBXVYJSFmq9M36LCxPV9eVBlGfTFE6MXcTWfVoUNmRj4zYibymYiZsc+MmQGfAWYmPjNhJvaZmJmpz0yZSXwmYeaTz3xi5tZnbplJfSadk4yrLEgUZiy2+eMHs9nZFVwJPs2UDsZF/nsdmEYX5fhgdh5vYYKsjZ37sXO+auEzBTOlz5TMfPaZz8xUPlMxo3xGMaN9RjMz85kZM7XP1Mzc+cwdM/c+c8/Mg888MPPFZ77MbZvnEgArc7HY3us2SRqbSqOJSJvFfeupzRLnQbbgBSfhEcMiN+qIYZEY9ZhhkRU1MCxSop4wLPKhjhkWyVBPGRaZUM8YFmlQf2JY5EB9y7BIgDplOBVwxnAmYDHRcoYLhoWY65JhoeT6M8NCxnXFsNBwrRhWclEZ1v1zIqVbMyx0W98xLERb3zMsFFs/MCzkWn9h2Gl1JwXzgZk+7VU9ugUrut59GazyendmsPLr3ZvBarB3dwYrxN79Gawae3dosJLs3aPB6rJ3l0buyX0arEJ7d2qwMu3dq8FqtbtbOy7zuUxyT+7EYKXbuxeD1W/vbgxWxL37MVgl9+7IYOXcuyeD1XTvrgxW2L37Mlh19+7MYCXeuzeD1Xnv7gxW7L37M1jFP71DYy5USbToULINzo8NTptsk+FNAW8xvCXgbYa3BbzD8I6AdxneFfAew3sC3md4X8AHDB8I+A3DbwR8yPChgAcMDwR8xPCRgI8ZPhbwCcMnAj5l+FTAbxl+K+Azhs8EfM7wuYAvGL4Q8CXDlwK+YvhKwNcMXwv4huEbAb9j+J2A3zP8/unt1RcdWNUJjW4I/ZL0BLcpuS2f25Lcts9tS27H53Ykt+tzu5Lb87k9ye373L7kDnzuQHJvfO6N5A597lByA58bSO7I544kd+xzx5I78bkTyZ363Knk3vrcW8md+dyZ5M597lxyFz53IblLn7uU3JXPXUnu2ueuJXfjczeSe+dz7yT33uec7K9kC1F/AfocgZ9dXy/OrYscGvd51mHZzELDjIvGoic2uN8P1y0skJFFuA+hLgQR7j6o90CEe466vRPuNKjPQIT7C+ouEOGugnoKRLiXoE4CEe4gqH9AhPsG6hoQ4W6BegVEUjEPFuHOgPoCRHIxfxbhLoB6AES49lPlR4QrPtV7RLjOU5VHRIkJtwjX9LpdFrEotUW4flP1RoSrNtVsRLhWU6VGhCs01WdE+rpRvw2tw7ScmvWm3wsF1qNWHKQLB/JHLX4y0VJpmI3G5gx7wESRQWxw+s0wSdLI0QEYEBH8nyGVxJk5lX4z7ITbinYxkKaR998YsToLxRqxhUIdi0E1RqDOQoFO2EJxxmyhMKds4e2Ke0VBfmILxXgr5qYxIlyMvDECdBZOpphFFF8hpqQxonMWiu4zWyi4SsxUY4S2mKDGiMxZONFimlFgNVsorju2UFj3bKGoHthCQX2Zt995YZ29tzjVWNQZ11aqrIhwRaV6igjXUaqiiHD1pNqJCNdMqpiIcKWkOokI10eqjohwVaSaiAjXQqqEiHAFpPqHCNc9qnqIcLWjWocI1ziqcIhwZaO6hgjXM6pmiHAVoxqGCNcuqlyIcMWieoUI1ymqUohwdaLahAjXJKpIiHAlojqECNcfqj6IcNWhmoMI1xqqNIi8FyvIdWEky0J2Om034iEeidlzqW+YQZv+i8G1OWy4c5vHpKILyJX5JngbojSsAEU13TA7EF7RNntqkphHpZBHxTjJYwwWzlKDqMniOJs3yjzlPQf9VIBRkY5/Lszofo5J2H1Smyv6jtDWzTYePaVuh6Ztf5kroX696TDWv95yGGeA3nYY54DecRhngd51GOeB3nMYZ4Ledxjngj5wGGeDfuMwzgd96DDOCD1wGOeEPnIYZ4U+dhjnhT5xGGeGPnUY54Z+6zDODn3mMM4Pfe4wzhB94TDOEX3pMM4SfeUwzhN97TDOFH3jMM4V/c5hnC36vcNsR4ZC3qvCcmrZ2H3OjbyPG/GmgFkX8ZaAWRrxtoBZHfGOgFkg8a6AWSPxnoBZJvG+gFkp8YGAWSzxGwGzXuJDAbNk4oGAWTXxkYBZOPGxgFk78YmAWT7xqYBZQfFbAbOI4jMBs47icwGzlOILAbOa4ksBs6DiKwGzpuJrAbOs4hsBs7LidwJmccXvBew6ftza2lZNLZ6ijIS41CajrC21xShLS20zSsp6GWzTNxkzBUEYKNABXjqFcbCzEowgCg2up4kK7opZOkYILQgUfe+BveSsCsyrO0WKgcz7LnBfYm9JX+a6r9R3+YqsTrXHKItT7TPK2lQHjLI01RtGWZnqkFEWphowyrpUR4yyLNUxo6xKdcIoi1KdMsqaVG8ZZUmqM0ZZkeqcURakumCU9aguGWU5qitGWY3qmlEWo7phlLWo3jHKUlTvGV08csmx7wP6CBHahy1tEwjcAQz85t+0hxtsoVQ32UKJbrGF0txmCze7HbZQRLtsoXj22ELR7LOFYjlgC0Xyhi0UxyFbKIoBWyiGI7ZQBMds4eKfsIWLfsoWLvZbtnCRz9jCxT1nCxf1gi1czEu2cBGv2MLFu2YLF+2GLVysd2zhIr0X12s7rbbLMksGcsm07bhwSzH5S2/jYRJbdCW4S/S0mOkA253gDktaCZXfEAF3RF431F5eLzRAjo8aQaB2CTr9ElDDBJ2OCahlgk7PBNQ0QadrAmqboNM3ATVO0OmcgFon6PROQM0TdLonoPYJOv0TUAMFnQ4KqIWCTg8F1ERBp4sCaqOg00cBNVLQ6aSAWino9FJAzRR0uimgdgo6/RRQQwWdjgqopYJOTwXUVEGnqwJqq6DTVwE1VtDprIBaK+j0VkDNFXS6K6D2Cjr9FVCDBaLDwk8KWHJ0NYNglo+hSh/MS0vjUIdBDDlUWG2MnShU+mhmSo8v29K4zpvyYzOssoYMKnwmKmRlUiVY8rzzF+8Ojh6o3NFrIOYiWB87sd0bItNQ4yd1/xKe56n0PJ333UxWjCH92kDIYTESaz26Tut0+jWnkt5Gbj3bV5Pd3S/OwG1CF9E0VObF2XCmC/oEBZV3h50XWEvrs7jH9pTHNzAGz8+aPX4VErjpOD9rohYieobmO6dhmYYRzBdv1AxaYB68DNpjf3r983fmi4q3072RgRIv7Qy67Nlc1vbOrpmVYo47ZFrN3XM3n6ggni+epHWpSPMYjZVMEqi6oVUx0Vl4z54O6PphsSjoJSb7kO1xFPNuOdJfzJMAnz0czOUbTIeDRwt4FVZ8B8boxtf4K6xw7atCeJ4/WoCtombaGEag10U6qcLMPJCa3hUVNqgqfFDBi8FP6y/M2zv00vkst2+hqhLXX9HbYy+GkKbCxz0QfRlsYgHElM/Nfw+Y75CZt9hMF2yDCm/zCmkxi6lmUlOcaFih8KoIxgWYcHfJbVLCOAlXO68gF1WWmof382bw0+t5D1nkYLi1Pk7f0XnrfVxpmLKHIS0Mfhom+UQ/dFOnDCvzcBi3jdAkyzngXqvCGIIkD/Kibeg13K8GW9NCmekpTAMYTYNt/Oybw+9VMCqK29Xn3uOck9LszkX1z6jxKqYbwN/DFXP0NUezT1pHPOoPSWpFN/r/CY8LFNSFecMvBT0MR5hnaXE3qiC8/fjN8lr37x0eH1ytr679YfUPb39Y/uNK+7cQv1r6x6XfLX27tLb0L0t/XNpfOl26XIqW/ufZ3z/77bPfrf3v+j+s/3a9/cOJXzxrz/m7Je9nfeX/AJKKgAw=</latexit>

h̃t = Ohistory
(
ht → Oplan(x, ht) → Ostate(x, ht)

)
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at → ωω (at | x, ht→1)
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Ostate

Figure 1: Formulation. (a) Oracle-augmented history. Within multi-turn tasks, we study LLM-based agents
πθ when additionally assisted by an oracle. We can leverage one or more oracles to modify the history ht

(context for language model). (b) GridWorld example. In this example, the agent needs to navigate from an
initial 2D location to a goal location. We can use oracle Ostate to summarize the current location (instead of
the model reflectively reasoning at each turn). Similarly, we can also use Oplan to hint way points to reach the
goal. (c) History pruning. Since we consider Markov decision processes, Ohistory can be used to rewrite the
task description such that the actions can be taken independent to previous steps.

Planning Oplan As apparent from the POMDP formulation, solving multi-turn environments re-
quires reasoning about many steps into the future and devising a plan towards completing the task.
At every step t, the planning intervention Oplan(x, ht−1) is the description of a single-turn subtask.
This subtask is designed not to require planning (no reasoning about the future steps needed). Most
importantly, the action that accomplishes this subtask is one of the optimal actions in the environ-
ment at that moment.

State Tracking Ostate Solving partially-observable long-horizon tasks requires the agent to accu-
rately track its knowledge about the hidden state of the environment at every step. This is highly
challenging, since at each turn the agent needs to collect the information implicitly from its history
of interactions with the environment and reason about the environment transitions. Consequently,
we consider an oracle belief function that accurately summarizes the current knowledge of the agent
(e.g., current location in GridWorld) in a compact form that is easy to parse.

History Pruning Ohistory It is well-known that the performance of LLMs degrade as the size of
the context (history ht in our case) grows. More relevant to us, existing work (Laban et al., 2025;
Vodrahalli et al., 2024) highlights that the performance at the same task drops merely due to the
presence of distractors. This is a common problem in multi-turn LLM agentic tasks, where the
history contains overcomplete information to guide the agent towards the goal, and since the size of
the context (history ht) grows at each turn, makes decision making more error prone. To mitigate the
influence of distractors, we consider an oracle Ohistory that reduces the contents of the context into
a compact form. In this work, we consider the simple implementation that can be done when state
tracking is present. In this case, we drop the old history ht−1, since when the compact summary
Ostate(x, ht−1) is given, ht−1 is not necessary.

Step vs Task Metric Jstep In multi-turn environments, the success rate can often be low because
agents are required to take the correct action at each step consistently. This challenge is compounded
by the unique difficulties inherent in such environments, such as planning and state tracking. For
example, even if the environment involves solving single-turn step-by-step reasoning problems, the
performance can suffer due to the dependency on the chain, irrespective of the absence of planning.
However, there are cases where this setup can be advantageous by offering the agent retries; for
instance, in scenarios where solving a fraction of tasks is enough for success. To measure this
aspect, we define an objective over each step. We call a step accurate if the action taken is optimal
for that step. We refer to this metric as step accuracy. The distinction between step accuracy and
success rate lies in how forgiving the environment is to mistakes.
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Grid size: 5 x 5
Initial State: (1, 0)
Goal: (3, 3)
Holes: [(4, 2), (1, 2)]
No. turns allowed: 10

I am at (1, 0) and the goal is at (3, 3). I should …
down()

✅ Move successful. Turns remaining = 9

🥇Move completed. You are at the goal. Congrats. You won.

I am at (2, 0). I cannot move left. I will ….
down()

…

I am at (2, 0) and the goal is at (3, 3). My next …
left()

❌ Cannot move left. Agent is at the left edge. 
Turns remaining = 8

You are at the root node of a tree with ID ‘t0b8’ and value 
5136. 
Traverse the tree and return the ID of the node whose value 
is 3613.
No. turns allowed = 20

I know only one of the nodes in the tree with id 't0b8’ …
get_children(id=‘t0b8’)

✅ Children of the node with id='t0b8' are: [(id='j2hs', 
val=2374), (id='sd4h', val=9824), (id='kj1d', val=6924)]

🥇Congrats. You found the target node.

I found the node containing value 5136. I can return this.
found(id='lk23')

…

I know three nodes of the tree. I will explore each of …
get_children(id=9824)

❌  Node id = 9824 does not exist in the graph.

Initial list: [9911, 1545, 5555, 2167, 9653, 3029]
Target list: [1545, 2167]
No. turns allowed: 8

I am at (3, 3) and the goal is also at (3, 3). I can end game.
done()

I looked up value of the node instead of id. Retrying …
found(id=sd4h')

9911 is not in the target list. I should pop this.
pop(0)

✅ Value 9911 at index 0 was popped. Turns remaining = 7

🥇Task was completed successfully.

I got index incorrectly from a previous version. Let me retry.
pop(4)

…

3029 is not in the target list. I can pop this next.
pop(5)

❌ Index out of range. Turns remaining = 6

No more elements are left and I should have the target list
done()

(c) Grid World(b) Tree World(a) List World

Task 
Specification

Task 
Specification

Task 
Specification

Figure 2: Environments. In this work, we study the influence of oracle interventions in three unique envi-
ronments. In all cases, the agent reasons (shown in gray italic) and performs an action (shown in monospace),
and the environment provides minimal but sufficient feedback to help the agent progress towards the goal. (a)
List World: which requires modifying a python list using only pop(idx) actions; (b) Tree World: where
the task is to iteratively search over a tree to find a specific node; and (c) Grid World: where the agent needs
to move from an initial location to a goal location.

4 EXPERIMENTAL RESULTS

In this section, we first present the programmatically generated environments and tasks used in our
experiments. Then, we walk through the implementation details and conclude by reporting our
findings.

4.1 PROCEDURALLY-GENERATED MULTI-TURN ENVIRONMENTS

Our goal is to characterize bottlenecks of multi-turn agents by leveraging oracle interventions. Ex-
isting benchmarks fall short for this task, since data are predominantly human-generated and are
rarely accompanied with trajectory-level annotation. Some works (e.g., Trivedi et al. (2024)) inves-
tigate marginal gains through oracle interventions, however in a very narrow scope that is admissible
within the dataset. Consequently, we propose procedurally-generated multi-turn environments with
the following requirements: (a) Minimal external knowledge: such that all necessary information
can be specified in the prompt; (b) Simple action space: to prevent failures from constructing com-
plex function calls; (c) Variable complexity: to enable us analyze success by varying the complexity
of the task in a procedural manner; (d) Compositionality: such that tasks can be programmatically
and accurately broken down into clear subproblems; (d) No data contamination: since the tasks are
novel and can additionally be randomly re-generated, there is little risk from contamination; and
most importantly, (e) Oracle interventions: since we know the underlying process at any instant, we
can faithfully construct various flavors of oracle interventions.

General Framework All our environments can be cast as a Partially Observable Markov Decision
Process (POMDP). Given an initial task x that can be communicated verbally, the agent needs to
complete the task with a finite turn budget Tmax ≥ mT ∗ + n, where T ∗ is the number of actions
required by an optimal policy. To achieve the goal, the agent interacts with the environments using a
simple set of actions (e.g., up, down). All environments have a common terminating action done,
which the agent needs to invoke once it completes the objective. The environment provides minimal
essential feedback (e.g., ‘move successful’) at each turn.

List World Inspired by Vodrahalli et al. (2024), we introduce ListWorld to evaluate the ability of
an LLM agent to sequentially modify and track the state of an initial object. Specifically, the task
of the agent is to prune an initial input Python list to a smaller target list. The agent needs to
prune using a single action: pop(index). The agent has to pop the elements from left to right:
once an element is popped, it becomes illegal to pop the elements before it. We control the task
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complexity by varying the number of elements that need to be pruned (i.e., len(initial) -
len(target)). To complete the task successfully, the agent at each turn needs to: (a) determine
current list by accounting initial list and historical actions; (b) find the candidates to prune; and
(c) pop the corresponding candidate. This introduces a subtle challenge of understanding partial
changes to the index-value mappings after every successful pop operation. Furthermore, the agent
needs to carefully reflect before each action, since pruning an unnecessary element places the agent
into an irrecoverable state leading to immediate termination.

Tree World In this environment, we study an agent’s ability to sequentially explore and gather
information at each turn. Specifically, the task is tree traversal: the agent needs to navigate from a
source node to a target node to find the node containing a particular value. The nodes (except source
and target) and edges are unknown to the agent. For simplicity and ease of analysis, we consider
traversing from the root to a leaf node of a tree. The agent needs to traverse the tree using a single
action: get children(node id). Efficiently completing this task requires the agent to keep
track of the frontier of unexplored nodes and sequentially explore them. We vary the complexity
of the task by controlling the number of nodes in an m-ary tree. This task is partially inspired by
interactive coding problems (Trivedi et al., 2024), which require an agent to navigate a new library
documentation (tree topology) to find the right function to invoke.

Grid World We also consider a 2D grid world environment to study an agent’s ability to plan and
spatially navigate towards a goal. Our grid world takes the form of an N ×N grid with holes, where
stepping into the holes incurs an additional cost. The environment is fully observable, with each task
stating the agent’s start position and the goal position. The agent needs to navigate to the goal using
one of four actions (up(), down(), left(), or right()) and reach the goal within a specified
cost budget. To successfully complete the task, the agent needs to: (a) understand and reason spatial
structure of the environment; (b) reason carefully to plan a trajectory avoiding holes; (c) keep track
of progress towards the goal.

Oracle Specifications In all the environments above, the oracle is designed either to augment
the information provided (e.g., by providing a plan or summarizing the belief state) or truncate to
sufficient information necessary to achieve the goal. When we truncate the context, we signal it by
rewriting the task specification and providing the current state as the initial state (e.g., current 2D
location in Grid world) and discarding the previous history. A specific benefit in our environments
is that we evaluate the optimal plan from any state that the environment is in.

4.2 SETUP: LLM AGENTS

In this section, we walk through the models we used for evaluation, how the prompts were designed
to elicit closed-loop interactions with the environment, and also discuss evaluation metrics.

Models We ran all our experiments using the Qwen-3 (Yang et al., 2025) family of models as the
policy model πθ. This family of models is appealing for our understanding multi-turn scenarios
for two reasons: (i) it enables us to study performance over a range of different model sizes (we
focus on 4B - 32B); and (ii) the models are already pre-trained on multi-turn interaction cycles,
during the RL stage (Yang et al., 2025), and hence they are well-suited for our analysis. We report
all findings by running inference in non-thinking mode (but with reasoning traces using chain-of-
thought prompting) with the context length limit set to 32K and recommended sampling temperature
of 0.7. We also ran preliminary experiments with thinking mode, but we found lower success rates
with most failure cases due to hitting token limits. We use the ReAct (Yao et al., 2023b) framework
to perform the roll-outs by interleaving reasoning traces with actions. The number of turns for which
the roll-outs are performed is example dependent. Since many of our experiments are long-horizon
and do not fit into the context length, we report results for such scenarios (involving contexts >32K)
using YaRN (Peng et al., 2023) encoding, following the official recommendation.

Prompting Across all environments, we engineer environment-specific prompts to ensure best
success of the pre-trained models. This helps us ensure that at evaluation time, errors can be at-
tributed with high confidence to limitations of the model rather than prompt construction. Specif-
ically, we: (a) use in-context example trajectories, which demonstrate task-specific reasoning and
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Figure 3: Success rate and step accuracy of Qwen3-8B and Qwen3-32B models by task horizon in ListWorld
(left), TreeWorld (middle), and GridWorld (right).

actions; (b) ensure the in-context examples reflect the information augmented by the oracles during
roll-outs. We found the latter to be especially important, as models underperformed if the format of
in-context examples did not appear consistent with environmental feedback during roll-out.

Evaluation Metrics Our primary evaluation metric is the success rate, i.e., whether the model
completes the task within the specified horizon budget. In addition, in some cases we report the
step accuracy. In this context, a step is “accurate”, if it is optimal. Since for the environments we
consider, optimal policies are generally not unique. A step is accurate if it is aligned with at least
one optimal policy of the current state.

4.3 RESULTS AND ANALYSIS

We examine the performance of Qwen-3 models on our environments. Figure 3 shows the success
rate of the Qwen3-8B and Qwen3-32B models on our three environments as a function of the task
horizon. We observe that despite the strong performance on problems with a short horizon, the suc-
cess rate drops drastically as we increase the horizon. This is aligned with the notorious challenging
nature of long-horizon tasks. We now investigate the main driving forces behind this phenomenon
with our framework.

The dependence of task success on being correct over many steps is the main reason for low
success rate in multi-turn environments. The dashed lines in Fig. 3 show the step accuracy of
the model for each value of task horizon. We can see that the step accuracy is much larger than
the task success rate. Even in cases where the success rate is almost zero, the step accuracy stays
above 60%. This means that even in the most challenging problem instances, the model is taking the
correct action in the majority of steps. However, as the number of required steps increases, the agent
becomes more likely to fail due to the occasional wrong actions it takes. In order to solve these
tasks reliably, the agent needs to be almost perfect at all steps. As we have discussed, this is highly
challenging in multi-turn environments due to challenges of state-tracking, planning, and growing
prompt length.

To better understand the impact of each challenge of multi-turn environments, we conduct a thorough
evaluation of the models across all sizes in the presence or absence of our oracle interventions. Each
of these interventions removes one of the aforementioned challenges, and their impact on the agent’s
success rate allows us to understand the importance of each one.

Planning and state tracking interventions can be activated or deactivated independently. In cases
where state-tracking intervention is active, the provided state contains sufficient information for
the agent’s decision-making. In these cases, we can choose to apply history pruning to reduce the
content in the model’s context window. Therefore, we have six possible configurations for the oracle
intervention. Figure 4 provides the success rate of 4B, 8B, 14B, and 32B models in each environment
for all six oracle configurations, averaged over complexity levels. For each environment, we also
provide the aggregate results averaged over the four model sizes. The addition of each intervention

7
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Figure 4: Influence of oracle interventions. Results are averaged over all horizon lengths. The labels indicate
the active oracles (S: state tracking, P: planning, and H: history pruning) compared to the base model.

improves the success rate in most cases. The exact comparison of the impact of each challenge
varies among the environments and model sizes.

To better understand how the bottleneck factor of models varies among different sizes, we look into
the impact of each oracle intervention at that size. For a fixed benchmark, the success rate of bigger
models is generally larger than the smaller models. Since the success rate is upper bounded by 100%,
it means that the oracle interventions have less room to improve the success rate of bigger models
and their impact will naturally be smaller. To enable an insightful comparison of the challenges
across size categories, we utilize the programmability of our environments to adjust for this natural
imbalance. We pick a longer horizon for larger models such that all models’ success rates become
similar. For ListWorld and TreeWorld, we challenge each model to succeed only 30% of the times.
In GridWorld, larger models never reach this low success rate, and we pick the complexity such that
success rate becomes about 75% for all model sizes. We present this comparison in Figure 5.

In the left plot of Figure 5, we provide the change in success rate due to each intervention for
each model size. We average over the choice of environment and the presence/absence of other
interventions. The most drastic difference between small and larger models is in the context
processing. While the 4B and 8B models immensely benefit from removing the irrelevant parts of
the context, the 14B and 32B even suffer from this removal. This indicates that for larger models, the
growing context is less of an issue, and it even helps the agent. The second observation we make is
that state tracking becomes more and more a bottleneck in larger models. We interpret this as other
challenges are better overcome by size but state tracking remains challenging. We don’t observe
any specific trends in planning and find the difference between task success rate and step accuracy
uniform among sizes.

Figure 5 (right) compares the impact of each intervention in different environments. We use the same
method to adaptively choose the task complexity and average over the choice of model size and the
presence of other interventions. We observe that the relative severity of challenges significantly
varies among environments. In ListWorld, history pruning and choosing step accuracy introduce
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Figure 5: Performance change from interventions. The impact of each intervention and varies depending on
the model size (a) and environment (b). The relationship between step accuracy and success (%) also varies.

the largest boost in performance. This can be explained by the fact that in complex cases, the task’s
list is significantly long and keeping it in the recent messages helps the model to attend to it. Also,
among our environments, ListWorld is the only environment that is completely irrecoverable. A
single wrong action leads to task failure, hence the largest drop from step accuracy to task success
rate is observed in ListWorld.

Gridworld’s most demanding skill is shown to be planning, which is reasonable due to the navigation
nature of the task. We find state tracking and history pruning to have a minimal benefit and even a
negative impact in GridWorld. We hypothesize that this is due to the simple state update rule that
can be effectively done from the context. Lastly, TreeWorld appears to be mostly demanding state
tracking, perhaps due to the need to backtrack during the tree traversal. The drop from step accuracy
to task success rate is also large, likely due to frequent agent’s premature termination.

5 CONCLUSION

In this paper, we worked towards understanding the discrepancy of LLM performance between ex-
celling at a range of complex single-turn reasoning tasks and underperforming in multi-turn closed-
loop feedback-driven tasks. Our key insight was to ground the discrepancy in terms of additional
skills that are required in agent-specific use cases, such as planning, learning from errors and en-
vironmental feedback, and tracking state. To enable this grounding, we proposed a simple oracle
intervention framework, where the oracle complements the LLM policy by augmenting and pruning
the information exposed to the agent at each turn. To support oracle interventions, we additionally
propose three procedurally-generated environments (List world, Tree world, Grid world), which lets
us control task complexity, and more importantly, we can at any turn estimate the set of optimal
actions that can be used to guide the agent. Our findings indicate that while the skills (planning,
state tracking, and history representation in our case) enable the LLM policy to generally improve,
the effectiveness of each skill is also significantly influenced by the model size and the environment.

Limitations and Future Work This paper presents the first step towards explaining the perfor-
mance degradation of capable LLMs in multi-turn long-horizon agent tasks. While we find valuable
insights, many important steps remain to fully understand the performance degradation. First, we
rely on prompt-based mechanisms to elicit agent-like behavior. While such mechanisms have been
shown to be a strong baseline, performances are also influenced by the prompt itself, and as a result
post-training is appealing to discount influence of prompt design. Second, we run our analysis on
simple programmable environments and benefit from being able to accurately and efficiently con-
struct and isolate oracle interventions. While it is insightful to study this on real-world applications,
annotating oracle is often intractable or ill-defined.

ETHICS STATEMENT

Our study focuses on leveraging LLMs in multi-turn feedback-driven scenarios. Specific to the study
in this paper, we used well-established publicly-available open-weight models (however whose
training is proprietary) and run our experiments on synthetic game-like programmable environments.
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In this regard, we believe this is no conflict, since the environments do not contain any sensitive or
personal information.

REPRODUCIBILITY STATEMENT

To ensure reproducibility, we run our analysis with open-weight models that are popularly used in
the research community. Additionally, we provide relevant details and parameters in Section 4.2 and
4.3.
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report. arXiv preprint arXiv:2503.19786, 2025. pages 13

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier Martinet, Marie-Anne Lachaux, Timothée
Lacroix, Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal Azhar, et al. Llama: Open and
efficient foundation language models. arXiv preprint arXiv:2302.13971, 2023. pages 1

Harsh Trivedi, Tushar Khot, Mareike Hartmann, Ruskin Manku, Vinty Dong, Edward Li, Shashank
Gupta, Ashish Sabharwal, and Niranjan Balasubramanian. Appworld: A controllable world of
apps and people for benchmarking interactive coding agents. ACL, 2024. pages 1, 2, 3, 5, 6

Kiran Vodrahalli, Santiago Ontanon, Nilesh Tripuraneni, Kelvin Xu, Sanil Jain, Rakesh Shivanna,
Jeffrey Hui, Nishanth Dikkala, Mehran Kazemi, Bahare Fatemi, et al. Michelangelo: Long con-
text evaluations beyond haystacks via latent structure queries. arXiv preprint arXiv:2409.12640,
2024. pages 3, 4, 5

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2026

Guanzhi Wang, Yuqi Xie, Yunfan Jiang, Ajay Mandlekar, Chaowei Xiao, Yuke Zhu, Linxi Fan,
and Anima Anandkumar. Voyager: An open-ended embodied agent with large language models.
arXiv preprint arXiv:2305.16291, 2023a. pages 2

Zihao Wang, Shaofei Cai, Guanzhou Chen, Anji Liu, Xiaojian Ma, and Yitao Liang. Describe,
explain, plan and select: Interactive planning with large language models enables open-world
multi-task agents. arXiv preprint arXiv:2302.01560, 2023b. pages 2

Colin White, Samuel Dooley, Manley Roberts, Arka Pal, Ben Feuer, Siddhartha Jain, Ravid Shwartz-
Ziv, Neel Jain, Khalid Saifullah, Siddartha Naidu, et al. Livebench: A challenging, contamination-
free llm benchmark. arXiv preprint arXiv:2406.19314, 4, 2024. pages 1

An Yang, Anfeng Li, Baosong Yang, Beichen Zhang, Binyuan Hui, Bo Zheng, Bowen Yu,
Chang Gao, Chengen Huang, Chenxu Lv, et al. Qwen3 technical report. arXiv preprint
arXiv:2505.09388, 2025. pages 6

Zhilin Yang, Peng Qi, Saizheng Zhang, Yoshua Bengio, William W Cohen, Ruslan Salakhutdinov,
and Christopher D Manning. Hotpotqa: A dataset for diverse, explainable multi-hop question
answering. arXiv preprint arXiv:1809.09600, 2018. pages 1

Shunyu Yao, Dian Yu, Jeffrey Zhao, Izhak Shafran, Tom Griffiths, Yuan Cao, and Karthik
Narasimhan. Tree of thoughts: Deliberate problem solving with large language models. Ad-
vances in neural information processing systems, 36:11809–11822, 2023a. pages 2

Shunyu Yao, Jeffrey Zhao, Dian Yu, Nan Du, Izhak Shafran, Karthik Narasimhan, and Yuan Cao.
React: Synergizing reasoning and acting in language models. In International Conference on
Learning Representations (ICLR), 2023b. pages 2, 3, 6

Lunjun Zhang, Arian Hosseini, Hritik Bansal, Mehran Kazemi, Aviral Kumar, and Rishabh Agarwal.
Generative verifiers: Reward modeling as next-token prediction. In ICLR, 2025. pages 2

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan Zhuang, Zhanghao Wu, Yonghao Zhuang,
Zi Lin, Zhuohan Li, Dacheng Li, Eric Xing, et al. Judging llm-as-a-judge with mt-bench and
chatbot arena. Advances in neural information processing systems, 36:46595–46623, 2023. pages
2

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2026

A ADDITIONAL EXPERIMENTS

In Figure 6, we provide the success rate of GPT-4o (Hurst et al., 2024) and Gemma 3 models (Team
et al., 2025) on ListWorld for different oracle configurations. Gemma 3 results are aligned with the
findings in Section 4.3 with the Qwen 3 models. Planning intervention shows minimal benefits while
state tracking and history pruning significantly help the model. Both Qwen 3 and Gemma 3 models
across all sizes benefit from history pruning in ListWorld, but GPT-4o, which is much larger, starts
to show signs of performance degradation with history pruning. This further confirms our finding
that history pruning benefits smaller models but can hurt models larger than a threshold.
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Figure 6: Influence of oracle interventions in ListWorld. Results are averaged over all horizon lengths. The
labels indicate the active oracles (S: state tracking, P: planning, and H: history pruning) compared to the base
model.

B PROMPTS

B.1 PROMPT: LIST WORLD

We used the following prompt for List World experiments

You are an assistant designed to **modify lists** through a sequence of
simple commands that you can execute at every turn. You will be given

an initial list and a target list. Your task is to modify the initial
list to a target list using the following functions, provided in JSON
format:
‘‘‘json
{

"pop": {
"name": "pop",
"type": "function",
"description": "Removes an element from the environment’s list.
Index of the elements after the removed one will be reduced by
1.",
"parameters": {

"type": "object",
"properties": {

"id": {
"type": "integer",
"description": "The ID of the element to remove."

}
},
"required": [

"id"
]

}
},
"done": {

"name": "done",
"type": "function",
"description": "Terminates the task. Should be called when no
more operations are needed.",
"parameters": {

"type": "object",
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"properties": {}
}

}
}
‘‘‘
The initial list has all the elements of the target list in the same
order, but contains some extra elements that need to be removed. To
remove them, you should use the ’pop’ function with the index of the
element you want to remove. Remember that once an element is removed,
the index of elements after it will decrease by 1. The most important
rule is that you can **only pop the elements from left to right**. Once
you pop an element, the elements before it (thoses with a smaller

index) can no longer be removed, and you will get an error if you try
to do so. Once you are done and have turned the initila list to the
target list, you should call the ’done’ function.

You must reason step-by-step, choosing actions based on the current
state of the list. Avoid redundant queries and aim for efficiency.
Provide your response as a single python function call enclosed in a
code block:
‘‘‘python
function_call(arg1=val1, arg2=val2, ...)
‘‘‘

=== Starting new task ===
Initial list: ${initial_list}
Target list: ${target_list}
Your task is to modify the initial list to target list by calling the ’
pop’ function. Call ’done’ function once you are done. Remember, **only
pop the elements from left to right**.

B.2 PROMPT: TREE WORLD

We used the following prompt for tree world:

SYSTEM_PROMPT = f""""You are a reasoning agent searching a tree for a
node with a specific value (which may or may not be reachable by you).
Each node has two attributes: (1) "id" (unique string) and (2) "value"
(unique integer). In each task, you are provided with a partial
information about some of the nodes in the tree. For each node included
in this information, you are given the id and the value. For some of

the nodes the list of the node’s children ids is also provided. The
format in that case is: (id=<node_id>, value=<node_value>) -> [<
child_id1>, <child_id2>, ...]. Note that an empty list indicates that
the node is a leaf and has no children. For other nodes, the children
are not given to you. In that case, you are given: \"UNKNOWN\" in place
of the children ids.

A target value will be given to you at the beginning of each task. Your
job is to try to find a node with this value and report its id. You

should do this using the following functions, provided in JSON format:
‘‘‘json
{

"get_children": {
"name": "get_children",
"type": "function",
"description": "Returns the list of children nodes for a given
node ID (i.e., the outgoing edges)",
"parameters": {

"type": "object",
"properties": {

"id": {
"type": "string",

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2026

"description": "The ID of the node whose children are to
be retrieved."

}
},
"required": [

"id"
]

},
"returns": {

"type": "array",
"items": {

"type": "object",
"properties": {

"id": {
"type": "string"

},
"val": {

"type": "integer"
}

},
"required": [

"id",
"val"

]
},
"description": "List of child nodes as objects with ’id’ and ’
val’."

}
},
"found": {

"name": "found",
"type": "function",
"description": "Indicates that the node with the specified ID
contains the target value.",
"parameters": {

"type": "object",
"properties": {

"id": {
"type": "string",
"description": "The ID of the node that contains the
target value."

}
},
"required": [

"id"
]

},
"returns": {

"type": "string",
"description": "Confirmation that the node with the given ID
contains the target value."

}
},
"unreachable": {

"name": "unreachable",
"type": "function",
"description": "Indicates that the node with the target value is
impossible to reach.",
"parameters": {

"type": "object",
"properties": {}

},
"returns": {

"type": "string",
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"description": "Confirmation that the target value was not
possible to find in the tree."

}
}

}
‘‘‘
You can ask for the ids and values of the children of a node by calling
the ‘get_children‘ function with the node’s id.

If you find the target node (the node with the target value), return
its id using the ‘found‘ function. After calling ‘found‘ the task will
terminate and you succeed if you have reported the correct id.
If you believe it is impossible to find the target node, call the ‘
unreachable‘ function. After calling ‘unreachable‘ the task will
terminate and you succeed if it was impossible for you to find the
target node.

You must reason step-by-step, choosing actions based on the current
state of the search. Avoid redundant queries and aim for efficiency.
Provide your response as a single python function call enclosed in a
code block:
‘‘‘python
function_call(arg1=val1, arg2=val2, ...)
‘‘‘

=== Starting new task ===
Your task is as follows: Find the id of the node with value **${
target_node_val}**
Once you find the target node containing this value, return its id by
calling ‘found‘ function. If you think it is impossible to find this
node, call the ‘unreachable‘ function.
Provide all responses as a single python function call enclosed in a
code block.

B.3 PROMPT: GRID WORLD

We used the prompt below for grid world:

You are an intelligent agent playing a grid world navigation game. Your
goal is to move from the given start position to the goal position

using the fewest possible moves. The game board is a 2D grid with the
following properties:

- The top-left corner is coordinate (0, 0), and the bottom-right corner
is (size-1, size-1).

- You will be given:
* The size of the board (N x N)
* Your starting position (row_index, column_index)
* The goal position (row_index, column_index)
* A list of hole positions (each a coordinate)
* The maximum number of moves allowed

- You can move using these actions: ‘up()‘, ‘down()‘, ‘left()‘, ‘right
()‘
- *Only* if you have reached the goal, call ‘done()‘ to terminate the
game. Once you terminate the game, you are not allowed any more moves.
- You can reason, but always end by specifying a single action within
triple fenced blocks. Example
‘‘‘python
up()
‘‘‘
or
‘‘‘python
done()
‘‘‘
- Each move costs **1 move**.
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- If you move into a hole, you incur a **penalty of 3 additional moves
** (because it is hard to get out of a hole).
- You must stay within the grid boundaries.
- Your objective: **Reach the goal in as few moves as possible without
exceeding the maximum allowed moves.**
- After each move, you will receive the updated position and remaining
moves.
- In the triple fenced blocks, do not write anything except the next
action in the required format.

=== Your Task ===
The grid world game is set up as follows:
- Board size: ${size} x ${size}
- Start position: ${start}
- Goal position: ${goal}
- Holes at: ${holes}
- Your move budget is: ${max_moves}

Your task: Navigate from the start to the goal using the fewest moves
possible. Remember:
- You can move using the following actions: ‘up()‘, ‘down()‘, ‘left()‘,
‘right()‘

- If you reached the goal, terminate by performing action ‘done()‘
- Each action must be in a triple-fenced Python code block, like:
‘‘‘python
right()
‘‘‘
- Avoid holes if possible, as they cost extra moves.
- Do not exceed the maximum allowed moves.

Begin your first move now.
"""
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