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Abstract

Causal discovery from observational data is crucial for understanding complex
systems, but traditional methods often require centralized data, conflicting with
growing privacy concerns. Although federated causal discovery (FCD) has emerged
as a solution, existing methods struggle when individual clients possess limited
local samples. This paper introduces FedECD, a novel approach addressing causal
discovery in federated settings with limited local samples. FedECD comprises two
phases: 1) Federated Causal Skeleton Optimization and 2) Federated Causal Struc-
ture Refinement, both leveraging Bootstrapping techniques to enhance robustness
and accuracy across distributed clients. Both phases employ a two-layer aggrega-
tion strategy: client-layer aggregates results from Bootstrapped sub-datasets within
each client, while server-layer aggregates across all clients. The first phase uses
weighted aggregation to iteratively remove false causal edges based on conditional
independence tests. In contrast, the second phase utilizes majority voting to de-
termine edge directions, ensuring robust estimation of the true causal structure.
Extensive experiments on eight benchmark Bayesian network datasets demonstrate
the superiority of FedECD over existing FCD methods, particularly with limited
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sample sizes. FedECD achieves an average improvement of 7.53% in the Ar_F1
score compared to the best baseline, addressing a critical challenge in FCD.

1 Introduction

Background Causal discovery (CD) aims to uncover causal relationships between variables or
events, often represented as causal structures, from observational data [1, 2, 3, 4, 5]. It is a promising
approach to address the limitations of current machine learning techniques, particularly deep learning,
which often lack robustness and interpretability [6, 7, 8]. Developing effective CD methods is crucial
for realizing the “high-value” transformation of big data [9]. Numerous studies have sought to
discover causal relationships in various fields, including medicine [10], computer science [11], and
bioinformatics [12], to enable inference and analysis of events.

Traditionally, CD methods require large-scale datasets aggregated from multiple decentralized data
centers to achieve satisfactory performance. However, with the development of big data and an
increasing international emphasis on data privacy protection, data collection has become increasingly
costly and often prohibited by privacy protection laws and regulations [13, 14]. To address these
challenges, federated causal discovery (FCD) has emerged as a novel direction [15, 16, 17, 18, 19].
FCD leverages the privacy-preserving capabilities of the federated learning (FL) paradigm [20] to
achieve satisfactory CD performance while protecting data privacy, allowing each client (institution
or organization) to keep their data local. For example, in healthcare, multiple hospitals may wish to
collaboratively discover causal relationships among various symptoms and diseases without sharing
sensitive patient data. FCD enables these institutions to jointly learn a causal model while keeping
their individual datasets confidential.

Motivation Although existing FCD algorithms have achieved satisfactory performance in vari-
ous scenarios (e.g., data heterogeneity [18], nonlinear causal relationships [15], high-dimensional
data [19]), they have primarily focused on data privacy issues while overlooking another critical
challenge in federated learning scenarios: the limited sample size problem [21]. This problem
arises when each FL client holds a very limited number of samples, which can severely degrade the
performance of existing FCD methods. To visually illustrate this challenge, we conducted extensive
experiments using a state-of-the-art FCD method, FedPC [17], on three benchmark Bayesian network
(BN) datasets: Child, Insurance, and Alarm3. We generated multiple batches of datasets with varying
sample sizes from these BNs. Setting the total number of clients to 10, we allocated an average
sample size per client ranging from 150 to 1,000. We then ran the FedPC algorithm under different
dataset scenarios and compared the learned causal structures with the ground truth using two common
metrics: Ar_F1 and SHD [17]. The experimental results are shown in Figure 1, and we can observe
that when the average sample size per client falls below 350 (in the range [150, 350]), the performance

3These benchmark BNs are publicly available at http://www.bnlearn.com/bnrepository/.
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Figure 1: Performance of the FedPC algorithm under varying sample sizes per client.
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of FedPC drops dramatically. This indicates that the limited sample sizes per client in federated
scenarios significantly impact the performance of existing FCD algorithms.

Inspired by existing studies [22, 23] that have demonstrated the efficacy of Bootstrapping [24] in
scenarios with limited sample sizes, we pose a critical question: can we leverage Bootstrapping
techniques to resample local client data, thereby addressing the challenges posed by limited sample
sizes and ultimately enhancing the performance of FCD in these demanding settings?

Contributions In this paper, we focus on enhancing FCD performance in scenarios where each FL
client holds very limited samples. We propose the FedECD algorithm, which consists of two phases:

• Phase 1: Federated Causal Skeleton Optimization Using Bootstrapping. FedECD employs a
two-layer causal skeleton aggregation strategy. In the first layer, clients internally aggregate
causal skeletons learned from resampled sub-datasets generated via Bootstrapping. In the
second layer, the server aggregates the causal skeletons returned by each FL client. This
strategy helps prevent the loss of true causal edges that might occur due to the small sample
sizes of individual clients.

• Phase 2: Federated Causal Structure Refinement Leveraging Bootstrapping. FedECD utilizes
a two-layer causal structure aggregation strategy. In the first layer, clients internally aggregate
causal structures learned from resampled datasets generated via Bootstrapping. In the second
layer, the server aggregates the causal structures returned by each client. This strategy helps
mitigate issues of incorrect edge orientations in causal structures that might arise due to the
small sample sizes of individual clients.

To the best of our knowledge, FedECD is the first algorithm to tackle the challenge of limited
local samples in FCD scenarios. Extensive experiments on eight benchmark Bayesian network
datasets demonstrate the superiority of FedECD over seven state-of-the-art baselines, with an average
improvement of 7.53% in the Ar_F1 score compared to the best baseline.

2 Related Work

Federated causal discovery (FCD) has emerged as a critical research direction, addressing the need to
uncover causal relationships between variables from decentralized data while preserving privacy. In
this section, we provide a comprehensive overview of existing approaches in FCD.

2.1 Continuous Optimization-based Methods

Early FCD algorithms derived primarily from continuous optimization-based CD methods. These
methods became pioneers in FCD largely due to their foundation in gradient descent techniques,
which allowed them to directly leverage the various optimization strategies already well-developed in
the field of federated learning (FL). This natural compatibility made the extension of CD methods to
federated learning settings relatively straightforward and effective.

Specifically, NOTEARS-ADMM [15] adapted the NOTEARS algorithm [25] to a federated set-
ting using the ADMM [26] optimization method. Importantly, the authors proposed two versions:
NOTEARS-ADMM for linear causal relationships, and NOTEARS-MLP-ADMM for nonlinear
causal relationships. The latter employs multilayer perceptrons (MLPs) to model complex, nonlinear
interactions between variables, significantly extending the applicability of the method to more realistic
scenarios. Building on this foundation, FedDAG [16] introduced a two-level structure in local models,
separating graph structure learning from causal mechanism approximation. This design allowed each
client to adapt to its local data characteristics while contributing to the learning of a global causal
structure through gradient-based optimization. FedCausal [27] proposed a global optimization for-
mula to aggregate causal graphs from client data while constraining the acyclicity of the global graph.
Its flexible optimization objective enables adaptive handling of both homogeneous and heterogeneous
data, further advancing FCD’s capability in dealing with complex data environments.

2.2 Constraint-based Methods

Constraint-based methods in FCD focus on learning causal structures through conditional inde-
pendence tests performed across distributed datasets. FedPC [17] adapted the PC algorithm [28]

3



to a federated setting, introducing a layer-wise aggregation strategy for skeleton learning and a
consistent separation sets identifying strategy for skeleton orientation. This approach showed promise
in handling larger-scale problems but faced data heterogeneity challenges. Very similar to FedPC,
FedC2SL [29] developed a federated conditional independence test protocol to minimize privacy
leakages and address client heterogeneity. To further address the challenge of data heterogeneity in
FCD, FedCDH [18] introduced a surrogate variable to account for distribution differences across
clients. It proposed a federated conditional independence test (FCIT) for skeleton discovery and
a federated independent change principle (FICP) for causal direction determination, making no
assumptions about specific functional forms.

2.3 Hybrid and Novel Optimization Methods

Some approaches have combined elements from multiple categories or introduced novel optimization
techniques. Specifically, DARLS [30] proposed a method simulating an annealing process to search
over the space of topological sorts. It used distributed optimization to find the optimal graphical
structure, providing theoretical guarantees of convergence to an Oracle solution. FedCSL [19]
introduced a federated local-to-global learning strategy to improve scalability for high-dimensional
data. It also proposed a novel weighted aggregation strategy to handle uneven sample allocation
across clients without compromising privacy. PERI [31] introduced an approach based on distributed
min-max regret optimization. By sharing only regret information, PERI achieves federated causal
discovery while minimizing the amount of information exchanged between clients and the central
server. FED-CD [32] introduced a framework for inferring causal structures from both observational
and interventional data in a privacy-preserving manner. It proposed a knowledge aggregation method
based on proximity to interventions within the global causal structure.

Although existing FCD approaches have addressed various challenges, including data heterogeneity,
scalability, and privacy concerns, a critical issue remains largely unexplored: the performance
degradation in scenarios with limited local samples. This challenge is particularly acute in real-world
federated learning applications, where individual clients often possess small sample sizes. In this
paper, we propose FedECD to tackle this overlooked problem by introducing a novel Bootstrapping-
based approach, enhancing causal discovery in federated settings with limited local samples.

3 Preliminaries

3.1 Notations and Assumptions

Let X = {X1, X2, ..., Xd} be a set of d variables, and C = {c1, c2, ..., cm} be a set of m clients. We
consider a horizontal FL setting, where clients have large overlaps in the variable space but little
overlap in the sample space. For each client ck (k ∈ {1, 2, ...,m}), Dck ∈ Rnck

×d represents its
local dataset, where nck is the number of samples. Each sample in Dck is independently drawn
from the probability distribution Pck(X ). We define DC = {Dc1 ,Dc2 , ...,Dcm} as the decentralized
dataset and PC(X ) = {Pc1(X ),Pc2(X ), ...,Pcm(X )} as the decentralized probability distribution
set. Causal relationships over X are often represented by a causal directed acyclic graph (DAG). In a
causal DAG, if there is a direct edge Xi1 → Xi2 (i1, i2 ∈ {1, 2, ..., d}), Xi1 is a direct cause of Xi2 ,
and Xi2 is a direct effect of Xi1 [33].

A causal DAG serves as the fundamental graphical structure for Bayesian networks (BNs), where
a BN extends the DAG by associating each node with a conditional probability distribution that
quantifies the relationship between a node and its parents, thereby transforming a purely structural
representation into a complete probabilistic model capable of encoding both qualitative relationships
through its graph structure and quantitative dependencies through its probability distributions.
Definition 1 (Bayesian Network [28]). Given a causal DAG G and a joint probability distribution
P over a set of random variables X , the triplet < X ,G,P > is called a Bayesian network if it
satisfies the Markov condition: each variable in G is conditionally independent of any subset of its
non-descendants given its parent variables.

Definition 2 (D-Separation [28]). In a causal DAG G, a path γ is d-separated (or blocked) by a
variable set S⊂ X if and only if: 1) γ contains a chain Xi1 → Xi3 → Xi2 or a fork Xi1 ←
Xi3 → Xi2 with the middle variable Xi3 ∈ S, or 2) γ contains an inverted fork (or collider)
Xi1 → Xi3 ← Xi2 with Xi3 /∈ S and Xi3 ’s descendants /∈ S.
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Two variables Xi1 and Xi2 are d-separated by a variable set S if and only if S blocks every path from
Xi1 to Xi2 . We call such a set S a separation set of Xi1 from Xi2 .
Definition 3 (Faithfulness [28]). Given a BN < X ,G,P >, the probability distribution P is faithful
to the DAG G if and only if for any variables Xi, Xj ∈ X and any subset S ⊆ X \ {Xi, Xj}, the
following equivalence holds: Xi ⊥⊥ Xj |S in P ⇐⇒ Xi and Xj are d-separated by S in G.

The Faithfulness assumption establishes a relation between a probability distribution P and its
underlying DAG G. In a BN, this assumption implies that two variables Xi1 , Xi2 ∈ X that are
conditionally independent given a subset S ⊆ X \ {Xi1 , Xi2} in P are d-separated by S in G.
Definition 4 (Causal Sufficiency [33, 28]). A set of variables X satisfies causal sufficiency if and
only if for any variables Xi1 , Xi2 ∈ X , every common cause of Xi1 and Xi2 is also in X .

Under the assumptions of Faithfulness and Causal Sufficiency, we can use conditional independence
(CI) tests to find all dependencies or independencies entailed in a BN.
Definition 5 (Conditional Independence). Two variables Xi1 and Xi2 (i1, i2 ∈ {1, 2, ..., d})
are conditionally independent given a variable set S ⊆ X \ {Xi1 , Xi2} if P (Xi1 , Xi2 |S) =
P (Xi1 |S)P (Xi2 |S); otherwise, they are conditionally dependent given S.

We denote conditional independence between variables Xi1 and Xi2 given a set of variables S as
Xi1 ⊥⊥ Xi2 |S. To evaluate these conditional independence relationships in our experiments, we
employ the G2 test [28], a likelihood-ratio alternative to the conventional χ2 test. The G2 statistic is
defined as:

G2 = 2
∑
a,b,v

Ha,b,v
i1,i2,S ln(

Ha,b,v
i1,i2,SH

v
S

Ha,v
i1,SH

b,v
i2,S

), (1)

where Ha,b,v
i1,i2,S denotes the number of counts satisfying Xi1 = a, Xi2 = b and S = v, and Hv

S, Ha,v
i1,S

and Hb,v
i2,S are defined similarly. The G2 statistic is asymptotically distributed as χ2 with degrees of

freedom (df) calculated as:
df = (ri1 − 1)(ri2 − 1)

∏
Xi3

∈S

ri3 , (2)

where ri1 , ri2 and ri3 are the domains (number of distinct values) of Xi1 , Xi2 and Xi3 , respectively.
Given a significance level α and the p-value ρ returned by the G2 test, under the null hypothesis
H0 : Xi1 ⊥⊥ Xi2 |S, we conclude that Xi1 ⊥⊥ Xi2 |S holds if and only if ρ > α.

Federated causal discovery (FCD) aims to identify a causal DAG G from all local datasets
Dck

k∈{1,2,...,m} in a privacy-preserving manner. We make the following assumption:
Assumption 1 (Invariant Causal DAG [16]). All local datasets are uniformly sampled from the same
causal DAG G, although the probability distribution of samples for the same variable space can differ
across different clients.

By performing CI tests and identifying d-separation relationships among random variables, we can
infer the entire graph structure in a federated setting while preserving data privacy.

3.2 Bootstrapping Technique

This paper proposes a novel Bootstrapping-based approach to enhance causal discovery in federated
settings with limited local samples. To understand the rationale behind this choice, it’s important first
to discuss the concept of ensemble learning and its connection to Bootstrapping.

Ensemble learning is a widely adopted machine learning approach that combines multiple models to
solve a problem, often achieving superior generalization performance compared to single models [34].
Bootstrapping [24], a resampling technique, plays a crucial role in creating diverse datasets for
ensemble methods. Given an original dataset Dorig , the process of resampling through Bootstrapping
for generating a sub-dataset D1 is as follows:

• Randomly selecting an instance from Dorig and adding it to D1. The selected instance is
then returned to Dorig, allowing for potential resampling.

• Repeating this procedure n times to create D1 containing n instances.
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A key property of Bootstrapping, which makes it particularly useful for our purposes, is captured in
the following proposition:

Proposition 1 ([24]). When generating a sub-dataset D1 from an original dataset Dorig using
Bootstrapping, as n→∞, approximately 36.8% of the samples in Dorig will not appear in D1.

Proof. For each sample in Dorig (with n samples), the probability that it will never be picked up in
n times sampling is (1 − 1

n )
n. Since lim

n→∞
(1 − 1

n )
n = 1

e ≈ 0.368, when the sample size tends to
infinity, approximately 36.8% of the samples in Dorig will not be added to D1 (with n samples).

This property ensures diversity in the resampled datasets, which is crucial for the effectiveness of
ensemble learning approaches. In the context of federated causal discovery with limited local samples,
Bootstrapping offers a powerful tool to artificially increase the diversity of data available to each
client, potentially improving the robustness and statistical reliability of the causal discovery process
by generating multiple resampled datasets from the original data distribution.

To address the inherent challenges of limited local sample sizes in federated settings, our proposed
method incorporates Bootstrapping to generate multiple statistical replicates of the local datasets.
This statistical augmentation enables more reliable causal discovery even when individual clients
possess datasets that may be insufficient for traditional causal discovery methods.

4 The Proposed FedECD Method

The FedECD method is designed to address the challenge of causal discovery in federated settings
with limited local samples. Our approach leverages Bootstrapping techniques [24] to enhance the
robustness and accuracy of causal discovery across distributed clients. The FedECD method consists
of two main phases (Fig. 2): 1) Federated Causal Skeleton Optimization Using Bootstrapping; and
2) Federated Causal Structure Refinement Leveraging Bootstrapping. In both phases, we employ
a two-layer (client-layer and server-layer) aggregation strategy: the client-layer aggregates results
from Bootstrapped sub-datasets within each client, while the server-layer aggregates results across
all clients at the server. This approach allows us to effectively utilize limited local samples while
preserving data privacy in the federated setting.

4.1 Federated Causal Skeleton Optimization Using Bootstrapping

The first phase of FedECD focuses on learning an optimized causal skeleton through a federated
process that incorporates Bootstrapping. We use S to denote the current global skeleton, and
S(i1, i2) = S(i2, i1) = 1 (i1, i2 ∈ {1, 2, . . . , d}) to represent that there is an undirected edge
between Xi1 and Xi2 in S . We start with a fully connected undirected graph (skeleton) and iteratively
remove false edges based on CI tests [28] performed on the local dataset of each client and the
resampled sub-datasets generated by using Bootstrapping. The skeleton optimization process proceeds
as follows.

Server

Client c1

Resampled sub-datasets

Client c2

Resampled sub-datasets

Client cm

Resampled sub-datasets

Global Model

Local 

Model

Local 

Model
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Figure 2: The framework of FedECD, which consists of two phases.

6



1. Initialize the conditioning set size |S| = 0 for any CI tests between Xi1 and Xi2 conditioning
on a subset S ⊆ X \ {Xi1 , Xi2} (i1, i2 ∈ {1, 2, . . . , d}).

2. For each client ck ∈ C, perform CI tests on its local dataset Dck :

Sck(i1, i2) = Sck(i2, i1) =
{
0, if Xi1 ⊥⊥ Xi2 |S
1, otherwise.

(3)

The server aggregates skeletons from all clients:

S(i1, i2) =
1

m

m∑
k=1

Sck(i1, i2), S(i1, i2) =
{
1, if S(i1, i2) ≥ 0.5

0, otherwise.
(4)

Determine the set of edges that may be removed: Edel = {(i1, i2)|S(i1, i2) = 0}.
3. For each client ck ∈ C: a) Generate B sub-datasets {Dck

1 ,Dck
2 , ...,Dck

B } using Bootstrapping.
b) For each sub-dataset Dck

j , compute the weighted skeleton Ŝckj :

Ŝckj (i1, i2) =

{
w(ρ), if (i1, i2) ∈ Edel ∧Xi1 ⊥⊥ Xi2 |S
0, otherwise,

(5)

where w(ρ) is a function mapping p-values ρ returned by CI tests to the [0, 1] interval. c)
Aggregate weighted skeletons within the client (client-layer aggregation):

Ŝck(i1, i2) =
1

B

B∑
j=1

Ŝckj (i1, i2). (6)

4. The server aggregates weighted skeletons from all clients (server-layer aggregation) and
updates the global skeleton:

Ŝ(i1, i2) =
1

m

m∑
k=1

Ŝck(i1, i2), S(i1, i2) =
{
0, if (i1, i2) ∈ Edel ∧ S(i1, i2) > τ

1, if (i1, i2) ∈ Edel ∧ S(i1, i2) ≤ τ,
(7)

where τ = 0.05 is a predefined threshold.
5. If any edges are removed, the conditioning set size |S| = |S| + 1 and return to step 2.

Otherwise, terminate the algorithm, yielding the optimal global causal skeleton S∗.

This process optimizes the global causal skeleton by incrementally increasing the conditioning set
size and leveraging Bootstrapping techniques, all while preserving data privacy in the FL setting. The
use of weighted skeletons and aggregation at both client-layer and server-layer allows for a more
robust estimation of the true causal skeleton, particularly in scenarios with limited local samples.

4.2 Federated Causal Structure Refinement Leveraging Bootstrapping

In the second phase, FedECD refines the causal structure by determining the direction of the edges
using a Bootstrapping-based approach in the federated setting. This phase builds upon the optimized
skeleton S∗ from the first phase and aims to orient the edges to form a causal DAG [28]. The
refinement process proceeds as follows.

1. For each ck ∈ C: a) Generate B Bootstrapped sub-datasets {Dck
1 ,Dck

2 , ...,Dck
B } from Dck .

b) For each sub-dataset Dck
j , learn a DAG Gckj using a score-based method [35] constrained

by S∗:
Gckj = argmaxG∈G(S∗)Score(G,D

ck
j ), (8)

where G(S∗) is the set of all DAGs consistent with S∗, and Score(·) is a scoring function
(e.g., BDeu [36]). c) Aggregate the B DAGs into a client-layer DAG Gck using majority
voting:

Gck =

B∑
j=1

Gckj ,

{ Gck(i1, i2) = 1 ∧ Gck(i2, i1) = 0 if Gck(i1, i2) > Gck(i2, i1)
Gck(i1, i2) = Gck(i2, i1) = 0 if Gck(i1, i2) = Gck(i2, i1) = 0
Gck(i1, i2) = 0 ∧ Gck(i2, i1) = 1 otherwise,

(9)
where i1 = 1, 2, . . . , d and i2 = 1, 2, . . . , (i1 − 1).
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2. The server aggregates the client-layer DAGs into a server-layer DAG G∗:

G∗ =

m∑
k=1

Gck ,

{ G∗(i1, i2) = 1 ∧ G∗(i2, i1) = 0 if G∗(i1, i2) > G∗(i2, i1)
G∗(i1, i2) = G∗(i2, i1) = 0 if G∗(i1, i2) = G∗(i2, i1) = 0
G∗(i1, i2) = 0 ∧ G∗(i2, i1) = 1 otherwise,

(10)
where i1 = 1, 2, . . . , d and i2 = 1, 2, . . . , (i1 − 1).

The resulting global DAG G∗ represents the final causal structure learned by FedECD. This refined
process leverages Bootstrapping to enhance the robustness of edge orientation in the federated setting,
particularly when dealing with limited local samples. The use of majority voting at both client-layer
and server-layer helps mitigate the impact of potential instabilities in individual DAG estimates.

5 Experimental Evaluation

5.1 Experiment Settings

Datasets. We use eight benchmark BN datasets [35], including Child, Child3, Child5, Insurance,
Insurance3, Insurance5, Alarm and Alarm34, and each dataset contains 10,000 samples, allocated
evenly across {5, 10, 15, 20, 25, 30} clients.

Metrics. We adopt the Ar_F1 (the higher the better) and TPR (the higher the better) metrics [37] to
evaluate the learned causal DAGs in FL settings.

Baselines. FedECD is compared with seven state-of-the-art FCD methods, including F2SL-Best,
F2SL-Voting, F2SL-Avg, PC-stable-Best, F2SL-stable-Voting, F2SL-stable-Avg and FedPC [17]5.
Among them, F2SL [38] and PC-stable [39] are traditional CD algorithms6. We have adapted them
with specific strategies to function in an FL setting. The suffix “-Best” indicates that the algorithm is
first run independently on each client to generate m DAGs, after which the DAG with the highest
Ar_F1 score is selected as the final output. The “-Voting” variant applies a voting method [40] to the
algorithm, while “-Avg” means that the algorithm is first run independently on each client to obtain
m DAGs, and then the average Ar_F1 score across the m DAGs is calculated.

5.2 Results and Discussion

Figures 3-4 demonstrate FedECD’s superior performance across various scenarios, particularly when
local sample sizes are limited:

• As the number of clients increases and local samples decrease, FedECD maintains robust
performance while other algorithms decline sharply.

• For datasets like Child, Child3, and Child5, FedECD’s performance remains stable even with
20-30 clients, where each client has very limited samples.

• This consistent performance in challenging scenarios highlights FedECD’s effectiveness in
addressing causal discovery with limited local samples in federated settings.

These observations highlight the efficacy of FedECD’s resampling technique and two-layer aggregation
strategy in real-world FL scenarios where client-level data scarcity is common.

6 Conclusions and Future Work

In this paper, we proposed FedECD, a novel FCD approach that effectively addresses the challenge
of limited local samples in FL scenarios. The core innovation of FedECD lies in its two-phase
structure, each employing a two-layer (client-layer and server-layer) aggregation strategy: (1)
Federated Causal Skeleton Optimization and (2) Federated Causal Structure Refinement. In both

4These benchmark BNs are publicly available at http://www.bnlearn.com/bnrepository/.
5The code is available at https://github.com/Xianjie-Guo/FedPC.
6The source codes of PC-stable and F2SL are available at https://github.com/kuiy/CausalLearner.
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Figure 3: Experimental results on benchmark BN datasets. (Ar_F1 metric).
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Figure 4: Experimental results on benchmark BN datasets. (TPR metric).

phases, FedECD leverages resampling techniques at the client-layer to mitigate the impact of limited
samples, while the server-layer aggregates results across all clients. FedECD significantly enhances
the robustness and accuracy of causal discovery in federated settings with limited local samples, while
preserving privacy. Experiments on benchmark Bayesian network datasets demonstrate FedECD’s
superior performance over existing FCD methods.

Future work will explore the application of FedECD to scenarios with hidden variables and mixed
observational-interventional data.
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