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Abstract

We present a holistic investigation of the de-001
tection of LLM-generated academic writing002
by providing the dataset, user study, and al-003
gorithms, aiming to inspire more community004
effort to address the concern of LLM academic005
misuse. We first introduce GPABench2, a006
benchmarking dataset of 2.385 million sam-007
ples of human-written, GPT-written, GPT-008
completed, and GPT-polished abstracts of re-009
search papers in subjects of computer science,010
physics, and humanities & social sciences.011
Through a user study of 155 participants, we012
show the complication for human users, in-013
cluding experienced faculty and researchers,014
to identify GPT-generated abstracts. Last, we015
present CheckGPT, a LLM-content detector016
consisting of a general representation module017
and an attentive-BiLSTM classification mod-018
ule, which is highly accurate and transferable.019

1 Introduction020

ChatGPT has shown an impressive ability to gen-021

erate sophisticated texts with human-like language022

style and quality. Concerns have been raised that023

the LLM-generated content (LLM-content) can be024

misused to abuse the trust systems we have, e.g.,025

in cheating and plagiarism (Stokel-Walker, 2022;026

Khalil and Er, 2023), or in phishing and romance027

scams (Roy et al., 2023; Grbic and Dujlovic, 2023).028

While many academic institutes and publishers029

have announced policies on the usage of LLM con-030

tent, it is hard to enforce such policies unless we031

have a tool to accurately detect LLM-content.032

LLM-content detection can be challenging due033

to the unique characters of LLM/ChatGPT: (1) like034

a human conversationalist, the output of LLM has035

a relevant, organized response with a low level036

of grammar errors; (2) the sampling mechanism037

of LLM output ensures that the choice of words is038

stochastic, therefore, the responses are distinct even039

with multiple repeated inquiries; and (3) the misuse040

of LLM-content can be stealthy, since users can 041

invoke ChatGPT to polish human writing. Facing 042

these challenges, existing LLM detectors perform 043

poorly, especially in detecting GPT-polished text 044

(Sec. 3.2). Some experiences in identifying LLM- 045

content have been reported in the literature, e.g., 046

Guo et al. (2023) and Liu et al. (2023b) noted that 047

ChatGPT output tends to be more objective, formal, 048

focused, and fluent than human-content. However, 049

a holistic investigation of the distinguishability of 050

LLM-Content is still missing. 051

To this end, in this paper, we first identify three 052

typical cases of using or abusing ChatGPT in aca- 053

demic writing: composing, completing, and pol- 054

ishing. We pick three representative disciplines 055

for investigation: computer science for techni- 056

cal/engineering writing, physics for science writing, 057

and humanities and social sciences for liberal arts 058

writing. To address a range of complex real-world 059

scenarios, we used four different prompt patterns 060

for each task across each discipline and collected a 061

dataset, GPABench2, with 2.385M human-written 062

and ChatGPT-generated academic abstracts. 063

Next, we conducted an extensive field study with 064

human evaluators to assess if they can distinguish 065

LLM-content accurately provided with a mixture 066

of true and false samples. The cohort of 155 evalu- 067

ators consisting of university faculty, researchers, 068

and graduate students, proves that the recognition 069

of LLM-content is difficult for visual inspection 070

based on language appearance, with or without in- 071

dividual experiences of writing research articles. 072

In addition, we test multiple state-of-the-art algo- 073

rithmic detectors on GPABench2, e.g., GPTZero, 074

and show that they demonstrate modest to poor 075

performance, especially with GPT-polished text. 076

Finally, we develop and evaluate a language- 077

model-based detection framework, named Check- 078

GPT, to explore the possibility of building auto- 079

mated tools for LLM-content detection in a niche 080

area. Specifically, CheckGPT has the follow- 081
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ing advantages: (1) it is a black-box solution that082

leverages deep learning frameworks to achieve a083

high accuracy compared to human and state-of-the-084

art (SOTA) LLM-content detectors. (2) Check-085

GPT adopts a model-agnostic setting that it can086

be treated as a plugin to most pre-trained language087

models (e.g., BERT), as a result, the number of088

parameters to be trained can be largely reduced.089

(3) Due to its ability to learn generalized seman-090

tic patterns of LLM-content, CheckGPT shows a091

strong potential for domain transfer that only re-092

quires minimum fine-tuning efforts.Finally, we con-093

duct comprehensive experiments to demonstrate094

CheckGPT’s design goals and strengths. In sum-095

mary, our main contributions are:096

• We present GPABench2, a cross-disciplinary cor-097

pus consisting of human-written, GPT-written,098

GPT-completed, and GPT-polished research pa-099

per abstracts. GPABench2 has the potential to100

serve as a cornerstone for benchmarking GPT101

detectors in academia, and a valuable resource to102

assist in the design of new detecting methods.103

• We evaluate the SOTA GPT detectors and show104

that they provide unsatisfactory performance105

with GPABench2. Meanwhile, with a user106

study of 155 participants, we show that even107

experienced faculty/researchers are unable to108

distinguish between human-written and GPT-109

generated academic writing.110

• We present CheckGPT, a deep-learning-based111

and model-agnostic GPT-content detector with112

validated benefits of affordability, transferabil-113

ity, and interpretability. We demonstrate the114

outstanding performance of CheckGPT (∼99%115

average accuracy) with extensive experiments.116

We share CheckGPT at https://anonymous.117

4open.science/r/CheckGPT-80B2.118

2 Background and Related Work119

LLMs and LLM-Content Detection. ChatGPT is120

built on top of OpenAI’s GPT-3.5 with fine-tuning121

through both supervised and reinforcement learn-122

ing techniques. Benefiting from the large-scale au-123

toregressive pre-training based on transformer net-124

works and comprehensive fine-tuning based on rein-125

forcement learning from human feedback (RLHF),126

ChatGPT is proven to mimic a versatile human con-127

versationalist and succeed in many writing genera-128

tion tasks. The concern of LLM/ChatGPT misuse129

has been raised widely in academia because (1)130

academic integrity violations such as cheating and131

plagiarism will become easy-to-conduct and hard- 132

to-detect; and (2) false and redundant information 133

may flood the publication systems. Academic con- 134

ferences started to ban LLM-generated texts (e.g., 135

ICML) or enforce rules to require disclosure of 136

LLM usage (e.g., ACL, Nature and RSC). How- 137

ever, such policies are hardly enforceable without 138

an effective LLM-content detector. A small-scale 139

experiment by Gao et al. (2022) showed that most 140

of the GPT-generated abstracts were deemed as 141

original by a web-based plagiarism detector. 142

LLM-Content Detection. LLM-content detection 143

can be categorized into white-box and black-box 144

approaches (Tang et al., 2023). Black-box detectors 145

are further grouped into feature-based detectors, 146

which examine hand-crafted statistical disparities, 147

linguistic patterns, and facts (Tang et al., 2023), 148

and model-based detectors, which learn another 149

language model to discriminate linguistic char- 150

acteristics between human-written and machine- 151

generated texts. CheckGPT belongs to the second 152

category. Table 1 summarizes the SOTA LLM- 153

content detectors. Compared with them, Check- 154

GPT collects and uses a significantly larger dataset, 155

adopts a model-agnostic design for better afford- 156

ability, upgradability, and flexibility, and achieves 157

very high accuracy and transferability. 158

3 GPABenchmark: GPT Corpus for 159

Academia 160

3.1 The GPABench2 Dataset 161

When ChatGPT is adopted for academic writing, 162

such as essays, reports, and even research papers 163

(Firat, 2023; Stokel-Walker, 2022), the generated 164

text akin to academic writing style is often objec- 165

tive, formal, fluent, and focused (Guo et al., 2023; 166

Liu et al., 2023b), posing more challenges to the 167

detectors. In this paper, we introduce GPABench2 168

(GPABenchmark version 2), a large-scale GPT- 169

generated text corpus for academic writing. 170

We first collected published research papers (ti- 171

tle and abstracts) from three disciplines: “com- 172

puter science” (CS) abstracts from top-tier con- 173

ferences and arXiv, “physics” (PHX) from arXiv, 174

and “humanities and social sciences” (HSS) from 175

Springer’s SSRN that includes history, philosophy, 176

sociology, and psychology disciplines. The three 177

fields spread across “hard science” (math-intensive) 178

and “soft science” disciplines. For CS and Physics, 179

we chose papers published or posted on or before 180

2019 (before the release of GP-3). Eventually, we 181

2

https://anonymous.4open.science/r/CheckGPT-80B2
https://anonymous.4open.science/r/CheckGPT-80B2
https://anonymous.4open.science/r/CheckGPT-80B2


Table 1: Summary of SOTA LLM-content Detectors. Tool: used online detection tools; stat: Statistical features.

Study Approach Transfer-
ability

# Human Application Domain Dataset
Tool Stat. Human Train DL Assessors News QA Essay Paper Size Open

G
PT

-2
&

3 Gehrmann et al., 2019 • − − • • 300
Kushnareva et al., 2021 • • − − • 90k •

Mitchell et al., 2023 • − − • • −
Theocharopoulos et al., 2023 • • − • 28k •

Zellers et al., 2019 • • ∗ • 20k •

C
ha

tG
PT

Bleumink and Shikhule, 2023 • − • 100k
Gao et al., 2022 • • − 2 • 100
Guo et al., 2023 • • • 17 • 125k •
Liu et al., 2023b • • • • 43 • 8k •

Ours • • • • • 155 • • • 2.38M •

∗ The number of human evaluators is not explicitly provided.

collected 50,000 papers from each discipline.182

We define three tasks based on the most represen-183

tative scenarios where LLMs are used or misused in184

academic writing. In Task 1: GPT-written full ab-185

stracts (GPT-WRI), ChatGPT generates an abstract186

with only a given title. In Task 2: GPT-completed187

abstracts (GPT-CPL), with some user-provided188

seed text, ChatGPT completes the rest of the essay189

following the logic of the seed. We mimic this sce-190

nario: for an abstract with s sentences, the first s/2191

sentences are provided to ChatGPT, based on which192

it completes the abstract with w words, where w193

is the word count in the second half of the original194

abstract. In Task 3: GPT-polished abstracts (GPT-195

POL), the entire abstract is provided to ChatGPT,196

which re-writes the text sentence-by-sentence.197

In the rest of the paper, we denote the abstracts198

written by human authors and ChatGPT as human-199

written abstracts (HUM) and GPT-Generated ab-200

stract (GPT-GEN), respectively. The latter is a201

superset of GPT-WRI, -CPL, and -POL.202

We applied prompt engineering in data collec-203

tion to ensure a broad coverage of ChatGPT use204

cases. We studied popular prompt patterns (White205

et al., 2023) and prompt guidelines (PlexPt, 2023;206

Akın et al., 2023; Amiri, 2023; Jaiswal, 2023) in207

the literature and crafted four distinct prompts for208

each task, denoted as Prompts 1 to 4 (presented209

in Appendix A.1): Prompt 1 is a straightforward210

zero-shot prompt. Prompt 2 integrates the contexts211

to outline the scope of a specific discipline. Prompt212

3 uses the role-playing technique to specify a “per-213

sona”, e.g., “an expert paper writer in computer214

science”. Prompt 4 provides detailed requirements215

and instructions to guide ChatGPT. These prompts216

represent four use cases with an increasing level of217

knowledge provided to ChatGPT.218

We invoke ChatGPT (gpt-3.5-turbo) through219

OpenAI’s API to generate the abstracts at the cost220

of 0.2 cents per 1,000 tokens. In three months, we221

collected 50,000 samples for each prompt, task, 222

and discipline, as the GPABench2 Main Dataset 223

(1.8 million total GPT-GEN samples). We further 224

adopted ten advanced prompting techniques, e.g., 225

chain-of-thought and in-context prompt learning, 226

to generate 435K additional testing samples (Sec. 227

6.5). Eventually, GPABench2 contains 2.385M to- 228

tal samples (2.235M GPT-GEN and 0.15M HUM). 229

3.2 Benchmarking ChatGPT Detectors 230

Open-source and commercial ChatGPT detectors 231

have been developed to detect AI-generated text. 232

We evaluated the accuracy of three representative 233

ChatGPT detectors, GPTZero (Tian, 2023), Ze- 234

roGPT (zer, 2023), and OpenAI’s classifier (Ope- 235

nAI, 2023a), over our academic abstract dataset. 236

Due to a lack of API, slow responses, and expenses, 237

we cannot run large-scale experiments. Instead, 238

we randomly sampled 300 pairs of human-written 239

and the corresponding GPT-generated abstracts for 240

each task in each discipline, i.e., 2,400 pairs in total, 241

and fed them to each detector. Their performance 242

is summarized in Table 2. Note that, in Task 2 243

(GPT-completed abstracts), we only submitted the 244

second half of each abstract to the detectors. 245

From the performance summary in Table 2 and 246

the detailed results in Appendix B, we have three 247

observations: (1) all three detectors demonstrated 248

modest to poor detection accuracy for GPT-GEN 249

content; (2) the detectors have tendencies to clas- 250

sify GPT-generated text as human-written; and (3) 251

the detection accuracy for GPT-GEN decreases sig- 252

nificantly from Task 1 (GPT-WRI) to Task 3 (GPT- 253

POL). Given that these models are not explicitly 254

trained with academic datasets, their inadequacy 255

can be excused. However, the results show that 256

generic detectors struggle in specific tasks, indicat- 257

ing a limited transferability. The gap highlights the 258

need for effective detectors for this niche domain 259

with the potential to transfer to related domains. 260

3



Table 2: Performance of open-source and commercial
GPT detectors. Red: detection accuracy <50%, or aver-
age score on the wrong side of the decision threshold.

T1. GPT-WRI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

(a) Classification accuracy (in %) of GPTZero.
GPT 30.3 25.3 72.0 17.0 6.0 43.7 1.7 2.3 20.3
HUM 99.3 99.7 100 99.7 99.7 94.3 99.7 95.7 95.7

(b1) Detection accuracy (in %) of ZeroGPT
GPT 67.4 68.4 92.3 25.3 10 62.4 3.3 2.7 24.7
HUM 100 98.4 95 99.7 99.7 94.7 98.3 98.6 92.7
(b2) Average score reported by ZeroGPT. 0:human, 8:GPT
GPT 5.43 5.39 7.41 2.26 0.97 4.97 0.35 0.29 2.15
HUM 0.09 0.13 0.52 0.08 0.04 0.47 0.20 0.14 0.64

(c.1) Detection accuracy (in %) of OpenAI’s detector
GPT 80.7 70 63 63.7 23.7 27.3 6.3 4.3 6
HUM 51.0 69.7 84.0 35.3 59.7 79.6 50.7 69.0 88.0
(c.2) Average score reported by OpenAI. 0:human, 4:GPT
GPT 3.11 2.89 2.72 2.70 2.12 2.04 1.75 1.59 1.52
HUM 1.42 1.17 0.59 1.71 1.35 0.68 1.38 1.14 0.52

4 User Study: Identification of Human-261

and GPT-Generated Abstracts262

In the user study, we attempt to answer three263

research questions: (1) Could (experienced) re-264

searchers distinguish between human-written and265

GPT-generated research abstracts? (2) Do prior266

experiences with reading/writing papers contribute267

to the capability of identifying GPT-generated ab-268

stracts? (3) Does the researchers’ capability in269

identifying GPT content vary by discipline?270

We designed a questionnaire as follows1: first,271

the landing page displays an IRB information state-272

ment and asks the participants to select their “most273

familiar discipline” among CS, Physics, and Hu-274

manities & Social Sciences (HSS). Then, the main275

questionnaire page asks the participants to provide276

basic background information, their roles, whether277

they have published research papers, and self-278

claimed familiarity with research papers. Finally,279

each participant is presented with three abstracts280

and asked to annotate each as “human-written” or281

“GPT-GEN/POL”. Each abstract is randomly sam-282

pled from HUM or GPT-WRI/POL abstracts from283

Tasks 1 and 3 of GPABench2. For Task 3, we284

display the following hint: “This abstract was com-285

pletely written by humans OR written by humans286

and then polished by ChatGPT.”287

We distributed questionnaires to faculty mem-288

bers, researchers, and graduate students in the De-289

partments of EECS, Physics, and College of Liberal290

Arts at our University (in the US) and a research291

organization in Europe. In four weeks, we received292

1This user study was reviewed and approved by the Human
Research Protection Program at [Anonymized] University.

Table 3: Detailed results of the user study. Pat.: number
of participants; Abs.: number of annotated abstracts;
Cor.: number of correct annotations; Acc.: accuracy;
HUM: accuracy for human-written abstracts; GPT: ac-
curacy for GPT-generated abstracts.

Category Par. Abs. Cor. Acc. HUM GPT
Role

Faculty 44 132 65 49.2% 58.6% 41.9%
Researchers 30 90 45 50.0% 58.2% 37.1%

Students 81 243 117 48.1% 56.3% 40.3%
Discipline

CS 57 171 86 50.3% 59.0% 43.0%
Physics 48 144 77 53.5% 65.1% 37.7%

HSS 50 150 64 42.7% 46.5% 39.2%
Self-claimed Familiarity with Research Papers

Expert 52 156 80 51.3% 60.6% 43.5%
Knowledgable 56 168 80 47.6% 57.3% 34.7%

Somewhat 39 117 57 48.7% 56.0% 43.3%
No familiarity 8 24 10 41.7% 46.7% 33.3%

Published papers?
Yes 106 318 155 48.7% 58.1% 39.2%
No 49 147 72 49.0% 55.6% 42.7%

155 responses with 465 annotated abstracts. The 293

overall accuracy was 48.82%, which is slightly 294

worse than random guesses. The detailed statistics 295

are shown in Table 3. From the responses, we have 296

the following observations: (1) It is very challeng- 297

ing for human users to distinguish between human- 298

written and GPT-generated paper abstracts (only 299

21 users correctly identified all three abstracts). (2) 300

Participants have the tendency to annotate abstracts 301

as “human-written”, i.e., 59.66% of GPT-generated 302

abstracts were mistakenly labeled as “human”. The 303

results confirm the public opinion that ChatGPT 304

achieves human-like language style and quality. (3) 305

Users perform better in identifying GPT-written 306

abstracts and worse in GPT-polished abstracts. (4) 307

Users’ self-claimed expertise only slightly affects 308

their identification capability. And (5) users per- 309

form better in physics and significantly worse in 310

humanity and social sciences. 311

5 CheckGPT: An Accurate Detector for 312

ChatGPT-generated Academic Writing 313

5.1 The System Model and Assumptions 314

We denote the CheckGPT classifier as H. The 315

classification problem can be formulated as: 316

ŷ = H(s) (1) 317
318

argminθ L(y, ŷ) (2) 319

where s is an unstructured text snippet (abstract). 320

Given s, H(s) generates the probability distribu- 321

tion ŷ considering label space {‘h’, ‘g’}, where ‘h’ 322

indicates HUM and ‘g’ indicates GPT-GEN. The 323

goal is to find an optimal set of parameter θ for 324
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H to minimize the loss function L measuring the325

distance between prediction ŷ and observation y.326

CheckGPT is a black-box detector, which needs327

only the access to the observed samples, i.e., no328

insider knowledge of ChatGPT. We further make329

the following assumptions: (1) Moderate data –330

with the rate limit and cost of OpenAI’s API, an or-331

dinary user cannot have massive amounts (billions)332

of training samples. (2) Affordability – we develop333

a lightweight solution that smaller entities without334

requiring excessive computing power could easily335

adopt. And (3) Local deployment – the detector336

should be easily transferred to a new domain using337

a small amount of potentially private data from the338

target domain. Finally, all the models and datasets339

used in CheckGPT are publicly available.340

5.2 The CheckGPT Framework341

Input Representation. Our CheckGPT includes342

two stages: representation and classification. For343

text representation, CheckGPT adopts a model-344

agnostic design offering high affordability, upgrad-345

ability, and flexibility. Our proof-of-concept pro-346

totype of CheckGPT uses the tokenizer and en-347

coders of RoBERTa-large (Liu et al., 2019). The348

tokenization can be formalized as:349

X = BPE(s) = {xi}ni=1 (3)350

351 where X denotes a sequence of length n consisting352

of individual tokens xi, and BPE refers to the byte-353

level pairing encoding utilized by RoBERTa.354

For the embedding layer, RoBERTa generates an355

embedding ei of size 1024 per token. The text se-356

quences are transformed into contextualized repre-357

sentations E with a n× 1024 shape. The encoding358

can be formalized as:359

E = TransformerEncoder(X) = {ei}ni=1 (4)360

LSTM Classification. The derived embeddings361

are fed into the bi-directional LSTM-based classi-362

fier (Hochreiter and Schmidhuber, 1997) fθ. Our363

classifier consists of two layers, each with a hid-364

den dimension of 256 and a following attention365

layer (Baziotis et al., 2018). The outputs from the366

two layers are concatenated and passed through a367

dropout layer with a rate of p = 0.5, and a dense368

layer. Details of the model architecture can be369

found in Appendix C.2. The softmaxed output indi-370

cates the conditional probability of the two classes:371

“GPT-generated” (yg) or “Human-generated” (yh).372

The function of our LSTM classifier fθ(E) can be373

represented as follows: 374

h1 = LSTM1(E), r1 = ATTN1(h1)

h2 = LSTM2(h1), r2 = ATTN2(h2)

(ŷg, ŷh) = Softmax(FC(Dropout(r1 ⊕ r2)))

(5) 375

Model Training. The classifier fθ with pa- 376

rameter θ is optimized independently with the 377

RoBERTa frozen during the training. We adopt 378

an AdamW optimizer (Loshchilov and Hutter, 379

2019), a CosineAnnealing learning rate scheduler 380

(Loshchilov and Hutter, 2017), and a gradient 381

scaler for efficient mixed-precision training (Mi- 382

cikevicius et al.). Given the model’s predicted 383

probabilities ŷ = (ŷh, ŷc) and one-hot encoded 384

ground truth y = (yh, yc) , the cross-entropy loss 385

of a data sample is defined as: 386

L(θ) = − [yc log(ŷc) + yh log(ŷh)] (6) 387

Design Choices and Discussions. One alternative 388

approach is directly applying RoBERTa by adding 389

a RobertaClassificationHead (Huggingface). How- 390

ever, experiments show that CheckGPT incur a 391

higher accuracy, which can be attributed to LSTM’s 392

capability to track the sequential dependencies over 393

long periods in the text sequences (Yin et al., 2017). 394

Refer to Section 6.1 for details of ablation study. 395

Another alternative approach is to fine-tune 396

the entire pre-trained model (Ott et al., 2019, 397

2020) on the new dataset. However, our Check- 398

GPT design has distinct advantages: (1) Effi- 399

ciency: CheckGPT significantly reduces the pa- 400

rameters to save both time and computing re- 401

sources. Given the parameters of language mod- 402

els ranging from 66M (DistilledBERT, Sanh et al., 403

2019) to 355M (RoBERTa-large, Liu et al., 2019) 404

and 1750M (GPT-3, Brown et al., 2020a), our effi- 405

cient model only has 4M parameters (during train- 406

ing). The drop in model size also reduces the risks 407

of over-fitting and catastrophic forgetting (Mos- 408

bach et al., 2021; Kirkpatrick et al., 2017), espe- 409

cially with small datasets (Uchendu et al., 2020; 410

Bakhtin et al., 2019). (2) Applicability: Our frame- 411

work is model-agnostic and compatible with vari- 412

ous representation approaches (e.g., BERT(Devlin 413

et al., 2018), BART(Lewis et al., 2019)), making it 414

a lightweight and universal detector, as detailed 415

in Section 6.1. This feature is especially valu- 416

able considering deployment and customization 417

in academia and education. (3) Versatility: By 418

freezing the LLM’s well-crafted parameters, we 419

retain the meta-knowledge to the greatest extent to 420
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Table 4: CheckGPT’s performance (in %) for each task,
discipline, and prompt: TPR, TNR, accuracy (Acc).

T1. GPT-WRI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

From top to bottom: Prompt 1, 2, 3, 4
TPR 99.95 99.98 99.88 99.59 99.30 99.38 99.19 99.08 99.23
TNR 99.97 99.99 99.98 99.60 99.58 99.63 99.15 99.28 99.04
ACC 99.96 99.98 99.93 99.60 99.44 99.50 99.17 99.18 99.14
TPR 99.99 99.99 99.99 99.54 99.50 99.61 98.80 99.49 99.22
TNR 99.99 99.99 99.96 99.68 99.54 99.63 99.17 99.34 99.14
ACC 99.99 99.99 99.96 99.61 99.52 99.62 98.98 99.42 99.18
TPR 99.97 99.99 99.95 99.72 99.58 99.58 99.26 99.35 99.31
TNR 100.0 100.0 99.94 99.72 99.74 99.63 98.64 99.48 99.36
ACC 99.98 100.0 99.94 99.72 99.66 99.60 98.95 99.42 99.34
TPR 100.0 99.99 99.96 99.69 99.69 99.65 99.09 99.43 99.22
TNR 99.99 100.0 99.99 99.73 99.83 99.73 99.42 99.64 99.55
ACC 100.0 100.0 99.98 99.71 99.76 99.69 99.26 99.54 99.38

improve CheckGPT’s transferability for new do-421

mains, as detailed in Section 6.2, which is challeng-422

ing for finetuned RoBERTa (Wang et al., 2023c).423

6 Experiments424

We implement CheckGPT with PyTorch 1.13.1425

in Python 3.9.1 on Ubuntu 22.04, running on an426

Nvidia 2080Ti GPU and an Intel i9-9900k CPU.427

The pre-trained RoBERTa is adopted from Hug-428

gingface. See Appendix C.1 for more details.429

6.1 Task- and Discipline-specific Classifiers430

We first evaluate CheckGPT at the finest granu-431

larity: one classifier for each discipline, task, and432

prompt combination. We use an 80%-20% train-433

test split on the main GPABench2 dataset: 80K434

samples (40K each of GPT and HUM) for training435

and 20K for testing. Training takes an average of436

120s per epoch, while testing takes about 0.03s per437

sample. We report the classification accuracy in438

Table 4. TPR denotes the proportion of correctly439

identified GPT-GEN abstracts out of all GPT-GEN440

abstracts. TNR is the proportion of correctly iden-441

tified HUM abstracts out of all HUM abstracts.442

CheckGPT achieves very high performance443

in all cases. The detection accuracy for Task 1444

(abstracts entirely written by ChatGPT) is higher445

than 99.9% across all disciplines/prompts. Task 2,446

where only the second halves of the abstracts are447

checked, has slightly lower accuracy, which may448

be explained by shorter text lengths and better writ-449

ing by ChatGPT given more seed information. The450

classification accuracy of Task 3, which is most451

challenging for the open-source and commercial452

detectors (Sec. 3.2), is between 98.9% and 99.5%.453

Figure 1 shows the training losses. Task 1 mod-454

els rapidly grasp simple features like lexical char-455

Table 5: Comparison with other design choices.

Model Para Acc(%)
Size Task 1 Task 2 Task 3

(a) Other representation module + CheckGPT classifier
GLoVe - 99.77 98.34 95.90
BERT - 99.90 99.28 97.81

(b) CheckGPT representation module + other classifier
RCH 1.05M 99.80 97.70 94.08

MLP-Pool 1.05M 99.87 98.62 95.93
CNN 3.33M 99.80 98.47 96.49

BiLSTM w/o attention 4.21M 99.91 99.54 98.92
CheckGPT(ours) 4.21M 99.96 99.60 99.17

Figure 1: Training loss of the task-specific and
discipline-specific classifiers.

acteristics, while Tasks 2 and 3 are clearly more 456

difficult. In most cases, HSS is more challenging, 457

which implies that ChatGPT does a better job mim- 458

icking human-written style in these topics. Task 2 459

is the outlier, where the samples in PHX are signif- 460

icantly shorter and thus harder to distinguish. 461

Finally, we use t-Distributed Stochastic Neigh- 462

bor Embedding (t-SNE) to analyze the vector repre- 463

sentations extracted from the last layer and discuss 464

the observations in Appendix D.1. 465

Ablation Study. We compare the current design 466

of CheckGPT with several alternatives. As the 467

baseline, GLoVe with a two-layer MLP (size 1024) 468

yields an F1-score of 0.755 (Task 3). Next, we 469

keep the attentive-BiLSTM classification head in 470

CheckGPT and replace the representation module 471

with GLoVe6B-100d (Pennington et al., 2014) or 472

pre-trained BERT-base. Last, we keep the represen- 473

tation module and replace the classifier with: (1) 474

the default classification head for RoBERTa (RCH) 475

in Huggingface, and its variant with global aver- 476

age pooling (MLP-Pool; Lin et al., 2013; El-Nasr, 477

2023); (3) an AlexNet-like CNN (Krizhevsky et al., 478

2012) with five convolutional layers, and (4) a ba- 479

sic BiLSTM classifier without attention. As shown 480

in Table 5, CheckGPT achieves the best accuracy. 481

6.2 Transferability across Tasks, Disciplines, 482

and Prompts 483

We evaluate CheckGPT’s capability of cross- 484

prompt, cross-task, and cross-disciplinary general- 485

ization. First, we train nine cross-prompt models 486

(one model for each task and discipline as shown 487

in Table 6 (a)) to evaluate testing samples from 488
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Figure 2: CheckGPT’s transferability across disci-
plines and tasks: (a) without fine-tuning, (b): tuned with
5% data from the train set. 1C: Task 1 GPT-WRI+CS;
2P: Task 2 GPT-CPL+PHX; 3H: GPT-POL+HSS.

Table 6: TPR and TNR (in %) of the unified classifiers.
T1. GPT-WRI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

(a) Cross-prompt Classifiers
TPR 99.98 99.99 99.98 99.84 99.77 99.78 99.70 99.78 99.70
TNR 99.96 100.0 99.97 99.52 99.55 99.51 98.44 98.85 98.80

(b) Cross-prompt Cross-disciplinary Classifiers
TPR 99.97 99.99 100.0 99.85 99.72 99.84 99.76 99.81 99.78
TNR 99.98 100.0 99.93 99.41 99.67 99.06 98.93 99.23 99.01

(c) Cross-prompt & -task & -disciplinary Classifier
TPR 100.0 100.0 100.0 99.89 99.90 99.90 99.69 99.82 99.82
TNR 98.88 99.07 98.59 99.04 98.85 98.70 98.88 99.07 98.59

other tasks and disciplines, without model fine-489

tuning. In Figure 2 (a), each value demonstrates the490

F1-score using the model from the task/discipline491

denoted on the x-axis to test samples from the492

task/discipline on the y-axis. CheckGPT achieves493

≥0.978 accuracy on cross-discipline data from the494

same task. However, CheckGPT is less adaptable495

across tasks. In particular, Task 1 models perform496

the worst on data from Task 3. Task 3 models497

demonstrate solid performance on other Tasks. It498

implies that CheckGPT learns subtle but inherent499

features of AIGC in the most challenging Task 3.500

We then fine-tune the last linear layer of each501

model with the data in the target domain. As shown502

in Figure 2(b), tuning with as few as 5% of data503

(2K samples) increases the classification F1-score504

to 0.97+ in all cases, while the distribution patterns505

of the F-1 scores remain similar to Figure 2(a).506

The Unified Classifiers. We evaluate Check-507

GPT by pooling data from all prompts (train with508

160K GPT samples for each task/discipline) and509

show the classification accuracy in Table 6 (a). We510

then combine data across disciplines (Table 6 (b))511

and further across all tasks (Table 6 (c)). In sum-512

mary, unified training slightly improves TPR, espe-513

cially for difficult tasks, e.g., GPT-POL in CS.514

Prompt Transferability. To assess CheckGPT’s515

generalizability over the domain shifts caused by516

Table 7: TPR and TNR (in %) of cross-prompt testing.
T1. GPT-WRI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

(a) Train with Prompts 2, 3, 4; test with Prompt 1
TPR 99.73 99.91 99.63 99.43 99.31 99.54 97.73 98.47 98.00
TNR 99.89 99.99 99.95 99.35 99.42 99.19 98.54 99.00 98.99

(b) Train with Prompts 1, 3, 4; test with Prompt 2
TPR 99.46 99.83 99.59 99.63 99.50 99.55 98.82 99.18 99.59
TNR 99.89 99.81 99.85 99.14 99.40 99.20 99.23 99.39 98.87

(c) Train with Prompts 1, 2, 4; test with Prompt 3
TPR 99.99 99.99 99.97 99.31 99.51 99.60 99.34 99.75 99.68
TNR 99.87 99.92 99.89 99.49 99.46 99.29 98.86 98.98 98.80

(d) Train with Prompts 1, 2, 3; test with Prompt 4
TPR 99.98 99.95 99.95 99.67 99.39 99.51 99.75 99.63 99.79
TNR 99.79 99.91 99.82 99.06 99.41 99.35 98.47 98.99 98.79

Table 8: TPR and TNR (in %) in new domains.
w/o fine-tuning w/ fine-tuning

Task 1 Task 2 Task 3 Task 1 Task 2 Task 3
From top to bottom: Wiki, Essay-C, Essay-P, BBC

TPR 100.0 99.86 98.13 99.86 98.76 94.08
TNR 81.13 96.50 81.13 99.23 99.54 93.85
TPR 91.09 97.13 86.82 100.0 100.0 100.0
TNR 100.0 100.0 100.0 100.0 100.0 100.0
TPR 83.36 68.82 79.09 99.82 99.82 99.82
TNR 99.92 99.77 99.92 99.69 98.75 99.37
TPR 100.0 99.43 90.72 100.0 99.57 97.50
TNR 99.86 99.93 99.86 100.0 99.86 98.79

ChatGPT prompts, we train CheckGPT with data 517

from 3 prompts and test it with samples from the 518

fourth prompt. As shown in Table 7, CheckGPT is 519

very transferable across prompts. 520

6.3 Transferability to New Domains 521

We evaluate CheckGPT with three NLP datasets: 522

Wiki Abstracts (1,500 random samples from Brüm- 523

mer et al., 2016), ASAP Essays (Foundation, 2012), 524

and BBC News (Greene and Cunningham, 2006). 525

In ASAP Essays, we selected two different tasks: 526

“letters stating opinions on computers” (Essay-C), 527

and “stories about patience” (Essay-P). We adopted 528

the original instructions in Foundation (2012) for 529

Task 1 and designed the prompts for the other tasks 530

and datasets (see Appendix C.3 for details). 531

We apply the cross-prompt cross-discipline 532

CheckGPTclassifiers (Sec. 6.2) on the new do- 533

mains. As shown in Table 8, CheckGPT shows 534

solid performance, especially on objective, struc- 535

tural, or argumentative writing like news and opin- 536

ions. When the last layer of CheckGPT is tuned 537

with 100 samples (50 for each label) from each 538

domain, it achieves significantly higher accuracy. 539

6.4 Transferability to New LLMs 540

We invoke Bard and GPT-4 with the same prompts 541

in Sec. 3.1 to generate LLM-WRI, LLM-CPL, and 542

LLM-POL abstracts for 100 and 2000 random sam- 543

ples, respectively (small sample size due to a lack 544
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Table 9: CheckGPT’s TPR (in %) for Bard and GPT-4.

Bard Task 1 Task 2 Task 3 GPT-4 Task 1 Task 2 Task 3
99.00 96.00 82.00 99.95 96.90 96.15

of API (Bard) and strict rate limits). We use the545

unified classifiers to evaluate all the samples and546

show the TPRs in Table 9. CheckGPT achieves547

>96% TPR in 5 experiments. The TPR for Bard-548

polished text is relatively low. Further investigation549

shows that Bard makes minimal changes (e.g., copy550

editing a few words) for some samples. Therefore,551

these misclassifications appear reasonable.552

6.5 Prompt Engineering553

Research efforts on prompt engineering aim to554

guide or improve the design of ChatGPT prompts555

(White et al., 2023; Ekin, 2023). We select six556

approaces that are widely adopted in the commu-557

nity: (1) Zero-shot Chain-of-Thought Prompting558

(ZC, Kojima et al., 2022) enforces step-by-step559

reasoning with specific trigger phrases like “Let’s560

think step by step.” (2) Automatic Prompt En-561

gineer (APE, Zhou et al., 2023b) automates the562

creation and selection of prompts using iterative563

optimization. (3) Self-critique Prompting (SCP,564

Madaan et al., 2023) employs GPT to evaluate its565

own responses and provide feedback. (4) Few-shot566

Prompting (FSP, Brown et al., 2020b) conditions567

the model using examples or demonstrations. (5)568

Least-to-Most Prompting (LMP, Zhou et al., 2023a)569

parses a problem into simpler subproblems. (6)570

Generated Knowledge Prompting (GKP, Liu et al.,571

2022) starts the prompt with relevant information572

generation. We also adopt four prompt refinement573

methods: (1) Prompt Perfect (PP, pro, 2023). (2)574

GPT-generated Prompts (GP, solrevdev, 2023). (3)575

Meta Prompts (MP, Goodman, 2023). (4) Instruc-576

tion Induction (II, Honovich et al., 2023, not for577

Task 3). We use each method to write, complete,578

and polish 5,000 abstracts from each discipline579

(please refer to Appendix A.2 for details).580

We evaluate the new dataset with task-specific,581

discipline-specific, and cross-prompt classifiers.582

As shown in Table 10, CheckGPT’s TPRs are con-583

sistently high. Moderate decreases are only noticed584

in LMP, SCP, GKP, MP, and II for Task 2, and LMP585

for Task 3. However, when a prompt-specific (P1)586

model is used for the new data, the average TPR587

decreases by 0.85% and the maximum decrease is588

8.2% (detailed in Appendix D.2). This suggests589

the robustness of the cross-promote models, i.e.,590

the models learned GPT-specific features that are591

transferable, instead of prompt-specific bias.592

Table 10: TPR (in %) for advanced prompts.
T1. GPT-WRI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

ZC 100.0100.0100.0 99.3898.9199.21 99.7999.8499.79
APE 100.0100.099.96 99.1199.2199.21 99.4799.2699.27
SCP 99.9599.9499.98 99.1598.4398.67 99.6499.8199.73
FSP 100.099.9899.92 99.6899.6199.44 99.4599.2499.54
LMP 99.9499.9899.94 98.6098.9798.85 99.0198.9998.89
GKP 99.9699.98100.0 98.5098.6298.70 99.7899.7399.80
PP 100.0100.099.98 99.6699.9099.54 99.8499.8899.83
GP 99.6499.5999.83 99.7899.5999.67 99.1999.4899.33
MP 99.9699.9899.98 97.7897.7597.97 99.5899.6599.73
II 100.099.9899.96 99.2198.5399.00 - - -

Figure 3: Detecting ChatGPT usage in arXiv papers.

6.6 Use of ChatGPT in arXiv Papers 593

Finally, we ask “How many authors are using Chat- 594

GPT to write/polish their research papers?” We 595

collected all the arXiv abstracts in CS from 01/2016 596

to 07/2023 (∼400K samples, excluding those in 597

GPABench2). We evaluate each abstract with the 598

unified cross-task cross-prompt cross-disciplinary 599

classifier and show the monthly average positive 600

rates in Figure 3. There is a significant increase 601

in ChatGPT usage with a peak of 17.59% in July 602

2023. The average positive rates before, between, 603

and after the releases of GPT-3 and ChatGPT are 604

1.12%, 1.78%, and 7.83%, respectively. The expo- 605

nential growth started in December 2022, right after 606

ChatGPT’s release on 11/30/2022. Our model also 607

annotates 0.23∼1.66% of the abstracts posted be- 608

fore GPT3 as GPT-GEN, which may be explained 609

by CheckGPT’s 1% FPR, while LLMs like GPT-2 610

might also be used by the early adopters. 611

7 Conclusion 612

In this paper, we first present GPABench2, a bench- 613

marking dataset with 2.385 million samples of 614

human-written, GPT-written, GPT-completed, and 615

GPT-polished abstracts of research papers. Sec- 616

ond, we show that the existing ChatGPT detec- 617

tors and human users are incapable of identifying 618

GPT-content in GPABench2. Finally, we present 619

CheckGPT, a deep learning-based detector for 620

GPT-generated academic writing. With extensive 621

experiments, we show that CheckGPT is highly 622

accurate, affordable, flexible, and transferable. 623
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8 Ethical Considerations624

Data Collection. All the research paper abstracts625

collected in Section 3 are open to the public. We626

invoked ChatGPT’s API (@ 0.2 cents per 1,000 to-627

kens) to collect the GPT-generated abstracts. Ope-628

nAI’s terms allow the use of the generated content629

for research and publication: “OpenAI hereby as-630

signs to you all its right, title and interest in and to631

Output. This means you can use Content for any632

purpose, including commercial purposes such as633

sale or publication, if you comply with these Terms.”634

The GPABench2 dataset and the CheckGPT tool635

will be shared with the community.636

User Study. The user study in Section 4 was re-637

viewed and approved by the Human Research Pro-638

tection Program at the [Anonymized] University.639

An IRB information statement is displayed on the640

landing page, as shown in Figure 4. The median641

time spent with the questionnaire was 110 seconds.642

Faculty, researchers, and students participating in643

this survey do not get paid.644

General Discussions on Security and Ethics in645

AIGC Application. AI-generated content (AIGC)646

has been used in adversarial activities even be-647

fore LLMs were introduced (Ferrara et al., 2016),648

while the recent release of ChatGPT may have pro-649

vided the malicious actors with a powerful tool650

(Renaud et al., 2023; Derner and Batistič, 2023).651

The rise of LLMs/ChatGPT introduces new oppor-652

tunities (Heidari et al., 2021; Heidari and Jones,653

2020; Dukić et al., 2020; Garcia-Silva et al., 2019;654

Hoes et al., 2023; Wang et al., 2023a) and chal-655

lenges (Gradonm, 2023; De Angelis et al., 2023;656

Mansfield-Devine, 2023), e.g., ChatGPT may be657

used in scamming or phishing (Grbic and Dujlovic,658

2023; Roy et al., 2023; Hazell, 2023). Open AI659

has enforced internal mechanisms to prohibit the660

unethical use of ChatGPT, however, the restrictions661

could be evaded through prompt engineering (jail-662

breaking) (Li et al., 2023; Liu et al., 2023a).663

The academic community is actively discussing664

how AI writing assistance tools may pose poten-665

tial challenges to research and education (Sallam,666

2023; Malinka et al., 2023; Stokel-Walker, 2022;667

Willems, 2023; Firat, 2023), especially on author-668

ship and plagiarism (Stokel-Walker, 2023; Flana-669

gin et al., 2023; Khalil and Er, 2023; Anders,670

2023). OpenAI also posted their perspectives on671

the education-related risks and opportunities (Ope-672

nAI, 2023c). In this paper, we provide a detection673

tool for LLM-Content. The impact of ChatGPT674

Figure 4: The landing page of the user study.

and other AI writing assistance tools on academic 675

integrity is outside of the scope of the paper. 676

9 Limitations 677

The main limitations of the proposed Check- 678

GPT mechanism are discussed as follows. (1) 679

While CheckGPT demonstrates good transferabil- 680

ity to new domains and new models (Sec. 6.3 and 681

6.4), it is not yet evaluated in large-scale assess- 682

ments in broader scopes. As a general discus- 683

sion, the detection accuracy of CheckGPT will 684

decrease when the content in the target domain dif- 685

fers from academic writing since CheckGPT is 686

specifically designed and trained for this niche do- 687

main. (2) We also plan to investigate how the 688

users may manipulate the prompts or re-edit the 689

GPT-generated text to escape the detectors. Post- 690

processing may present a significant challenge, as 691

knowledgeable users with insights into the detector 692

may purposefully revise GPT-GEN text to evade 693

detection. (3) As discussed in the literature and 694

in Section 2, feature-based LLM-content detec- 695

tors are more explainable, since the hand-crafted 696

features are often comprehensible to human users. 697

However, they often suffer from limited accuracy 698

and scalability. Meanwhile, the model-based de- 699

tectors, including CheckGPT, suffer from explain- 700

ability. While CheckGPT provides outstanding de- 701

tection accuracy, it is difficult to provide a human- 702

comprehensible justification of the decisions. It 703

is our future work to investigate explainable AI 704

solutions for CheckGPT. 705
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safeguards: Exploring the security risks of chatgpt. 769
arXiv preprint arXiv:2305.08005. 770

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and 771
Kristina Toutanova. 2018. Bert: Pre-training of deep 772
bidirectional transformers for language understand- 773
ing. arXiv preprint arXiv:1810.04805. 774
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Are you human? detecting bots on twitter using bert. 776
In 2020 IEEE 7th International Conference on Data 777
Science and Advanced Analytics (DSAA), pages 631– 778
636. IEEE. 779

Sabit Ekin. 2023. Prompt engineering for chatgpt: A 780
quick guide to techniques, tips, and best practices. 781

Mohammed Abu El-Nasr. 2023. Sentence embeddings 782
using siamese roberta-networks. 783

Emilio Ferrara, Onur Varol, Clayton Davis, Filippo 784
Menczer, and Alessandro Flammini. 2016. The 785
rise of social bots. Communications of the ACM, 786
59(7):96–104. 787

Mehmet Firat. 2023. What chatgpt means for universi- 788
ties: Perceptions of scholars and students. Journal of 789
Applied Learning and Teaching, 6(1). 790

Annette Flanagin, Kirsten Bibbins-Domingo, Michael 791
Berkwits, and Stacy L Christiansen. 2023. Nonhu- 792
man “authors” and implications for the integrity of 793
scientific publication and medical knowledge. Jama, 794
329(8):637–639. 795

The Hewlett Foundation. 2012. The Hewlett Founda- 796
tion: Automated Essay Scoring. Kaggle, available at: 797
https://www.kaggle.com/c/asap-aes. 798

Deep Ganguli, Amanda Askell, Nicholas Schiefer, 799
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A Prompts used in GPABench21083

A.1 Prompts Used in the Main Dataset of1084

GPABench21085

The complete prompts used in GPABench2 data1086

collection are listed as follows:1087

1. Prompt 1: zero-shot prompt.1088

Task 1: Here is the title of an academic research1089

paper. Please write a paper abstract about it:1090

{input}.1091

Task 2: Here is the first half of the abstract of1092

an academic research paper. Please complete1093

its second half with approximate {X} words:1094

{input}.1095

Task 3: Here is the abstract of an academic1096

research paper. Please rewrite it for clarity: {in-1097

put}.1098

2. Prompt 2: Prompt with context.1099

Task 1: Write an abstract of a research paper1100

in {discipline} with first-person, clear, and aca-1101

demic language about "{title}".1102

Task 2: Write a well-written and coherent con-1103

tinuation, with approximately {X} words, of the1104

following first half of the abstract of a research1105

paper in {discipline}: "input"1106

Task 3: Write a polished and refined version1107

of the following abstract of a research paper in1108

{discipline} to improve its overall quality and1109

readability: "{input}"1110

3. Prompt 3: Role-playing prompt.1111

Task 1: I want you to act as an academic pa-1112

per writer. You are familiar with the topics in1113

{discipline}. You will be responsible for writing1114

a paper abstract. Your task is to generate an1115

abstract for a paper with a given title. Please1116

only include the written abstract in your answer.1117

Here is the title of the paper: "{input}"1118

Task 2: I want you to act as an academic pa-1119

per writer. You are familiar with the topics in1120

{discipline}. You will be responsible for com-1121

pleting an unfinished paper abstract. Your task1122

is to create a seamless and well-written contin-1123

uation with approximately {X} words for the1124

second half, given the provided first half of the1125

abstract. Please only include the second half in1126

your answer. Here is the first half of the abstract:1127

"{input}"1128

Task 3: I want you to act as an academic pa-1129

per writer. You are familiar with the topics in1130

{discipline}. You will be responsible for rewrit-1131

ing a paper abstract. Your task is to improve1132

the writing and clarity of the abstract. Please 1133

only include the rewritten abstract in your an- 1134

swer. Here is the original abstract of the paper: 1135

"{input}" 1136

4. Prompt 4: detailed user requirements and in- 1137

structions. 1138

Task 1: Please act as an expert paper writer and 1139

write the abstract section of a paper from the 1140

perspective of a paper reviewer to make it flu- 1141

ent and elegant. Please only include the written 1142

abstract in your answer. Here are the specific re- 1143

quirements: 1. Enable readers to grasp the main 1144

points or essence of the paper quickly. 2. Allow 1145

readers to understand the important information, 1146

analysis, and arguments throughout the entire 1147

paper. 3. Help readers remember the key points 1148

of the paper. 4. Please clearly state the inno- 1149

vative aspects of your research in the abstract, 1150

emphasizing your contributions. 5. Use concise 1151

and clear language to describe your findings and 1152

results, making it easier for reviewers to under- 1153

stand the paper. Here is the title of the paper: 1154

"{input}" 1155

Task 2: Please act as an expert paper writer 1156

and complete the second half of the given first 1157

half of an abstract section from the perspective 1158

of a paper reviewer to make it fluent and ele- 1159

gant. Please only include the second half of the 1160

abstract in your answer. Here are the specific 1161

requirements: 1. The length of the second half 1162

should be about {X} words. 2. The existing 1163

content should serve as the foundation, and the 1164

new portion should seamlessly integrate with it. 1165

3. Use your expertise and maintain its technical 1166

accuracy and clarity. 4. Ensure a coherent and 1167

logical flow between the first and second halves. 1168

5. Use clear and academic language, making 1169

it easier for reviewers to understand the paper. 1170

Here is the first half of the paper abstract section: 1171

"{input}" 1172

Task 3: Please act as an expert paper editor 1173

and revise the abstract section of the paper from 1174

the perspective of a paper reviewer to make it 1175

more fluent and elegant. Please only include the 1176

revised abstract in your answer. Here are the spe- 1177

cific requirements: 1. Enable readers to grasp 1178

the main points or essence of the paper quickly. 1179

2. Allow readers to understand the important 1180

information, analysis, and arguments through- 1181

out the entire paper. 3. Help readers remember 1182

the key points of the paper. 4. Please clearly 1183

state the innovative aspects of your research in 1184
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the abstract, emphasizing your contributions. 5.1185

Use concise and clear language to describe your1186

findings and results, making it easier for review-1187

ers to understand the paper. Here is the original1188

abstract section of the paper: "{input}"1189

A.2 Prompts used in the Additional Testing1190

Samples1191

The details of the prompt techniques covered in1192

Sec 6.5 are as follows.1193

1. Zero-shot Chain-of-Thought Prompting1194

(ZC). Zero-shot Chain-of-Thought (Zero-shot1195

CoT) Prompting (Kojima et al., 2022) utilizes1196

a trigger phrase like "Let’s think step by step."1197

to guide the model through a sequence of nec-1198

essary reasoning steps for the problems. Each1199

prompt has two parts: the first generates a1200

chain of thought, and the second extracts the1201

final answer. In our experiment, we adhered1202

the trigger phrase to our original prompts.1203

2. Automatic Prompt Engineer (APE). APE1204

(Zhou et al., 2023b) automates the process of1205

generation and selection of the prompts for1206

LLMs with an iterative scoring and resam-1207

pling mechanism. We simplify this process by1208

directly adopting the optimal trigger phrase1209

"Let’s work this out in a step by step way1210

to make sure that we have the correct (good)1211

answer." from (Zhou et al., 2023b).1212

3. Self-critique Prompting (SCP). This method1213

(Madaan et al., 2023) engages LLMs in a self-1214

evaluation process to enhance model perfor-1215

mance (Wang et al., 2023b; Ganguli et al.,1216

2023; Bai et al., 2022; Saunders et al., 2022).1217

The LLMs provide self-reflective feedback or1218

suggestions on their own responses and im-1219

prove them. In our experiment, we instruct1220

ChatGPT to perform self-critique and self-1221

improvement subsequently.1222

4. Few-shot Prompting (FSP). Few-shot1223

prompting (Brown et al., 2020b), also widely1224

recognized as few-shot in-context learning,1225

involves a set of demonstrations or examples1226

to condition the LLMs to the context. In1227

our experiment, we provide three paper1228

abstracts each time to facilitate ChatGPT’s1229

understanding of academic writing styles.1230

5. Least-to-Most Prompting (LMP). This1231

method (Zhou et al., 2023a) consists of two1232

stages: decomposing the problem into easier 1233

subproblems and solving them subsequently. 1234

In our experiment, we asked ChatGPT to de- 1235

compose our original question and respond 1236

following the devised recipe. 1237

6. Generated Knowledge Prompting (GKP). 1238

Generated Knowledge Prompting (Liu et al., 1239

2022) includes two stages: initial queries 1240

asking the LLM to give relevant informa- 1241

tion, which is subsequently refined as the 1242

context for further instructions. This recur- 1243

sive prompting technique leverages the LLM’s 1244

knowledge-generation capability. 1245

7. GPT-generated Prompts (GP). Following 1246

(solrevdev, 2023), we appoint ChatGPT as a 1247

prompt generator. We assign the task of draft- 1248

ing and improving the prompts to optimally 1249

align with user needs while ensuring their clar- 1250

ity, conciseness, and comprehensibility for 1251

ChatGPT. Here is the prompt used in this pa- 1252

per: "I want you to become my prompt gen- 1253

erator. Your goal is to help me craft the best 1254

possible prompt for my needs. The prompt 1255

will be used by you, ChatGPT. You will follow 1256

the following process: 1. Your first response 1257

will be to ask me what the prompt should be 1258

about. I will provide my answer, but we will 1259

need to improve it. 2. Based on my input, you 1260

will generate the revised prompt. It should be 1261

clear, concise, and easily understood by you." 1262

8. Prompt Perfect (PP). Prompt Perfect (pro, 1263

2023), a third-party plugin supported in the 1264

OpenAI GPT-4 interface (OpenAI, 2023b), 1265

rephrases user inputs to improve the quality of 1266

ChatGPT’s responses. In our experiments, we 1267

use Prompt Perfect to rephrase our original 1268

prompt. 1269

9. Meta Prompts (MP). Similar to self-critique 1270

prompting, meta prompts instruct LLMs to 1271

revise both the answer and the prompt (Good- 1272

man, 2023). At the end of the process, LLMs 1273

generate an additional response based on the 1274

refined prompt. 1275

10. Instruction Induction (II). This method 1276

(Honovich et al., 2023) searches the natural 1277

language space for an apt description of the 1278

target task. It introduces a paradigm where 1279

the model is provided with a few input-output 1280

15



pairs and then prompted to infer a fitting in-1281

struction. Task 3 was omitted in our experi-1282

ments due to the lack of abstracts before and1283

after proficient polishing. For Task 1 and 2,1284

we use the original title and abstract as ex-1285

amples. The prompts inferred by ChatGPT1286

are "Given the title of a research paper, please1287

generate an abstract that outlines the main1288

contributions, methodology, and results of the1289

paper." and "Given an abstract or introduction1290

discussing the motivation and problem defi-1291

nition of a research paper, provide a continu-1292

ation which describes the proposed solution,1293

methodology, and results.".1294

B Benchmarking Open and Commercial1295

ChatGPT Detectors1296

B.1 Benchmarking ZeroGPT1297

GPTZero. For each text paragraph, GPTZero1298

(Tian, 2023) reports a binary decision of “human”1299

or “GPT”. As shown in Table 2 (a), GPTZero1300

demonstrates very high accuracy with human-1301

written abstracts (98.1% average accuracy across1302

all the topics). However, its detection accuracy1303

for GPT-generated abstracts appears to be very1304

low, with an average accuracy of 24.3%. That1305

is, GPTZero has a very strong tendency to classify1306

an input abstract as “human-written”. From Task1307

1 to Task 3, the detection performance decreases1308

significantly (from 42.5% to 8.1%). That is, when1309

more information is given to ChatGPT, the gener-1310

ated text appears to be more “human-like” in the1311

eyes of GPTZero.1312

B.2 Benchmarking ZeroGPT1313

For each input text snippet, ZeroGPT (zer, 2023)1314

returns one of the nine possible decisions. We1315

assign an integer score of [0, 8] as follows:1316

0. Your text is Human written1317

1. Your text is Most Likely Human written1318

2. Your text is Most Likely Human written, may1319

include parts generated by AI/GPT1320

3. Your text is Likely Human written, may include1321

parts generated by AI/GPT1322

4. Your text contains mixed signals, with some1323

parts generated by AI/GPT1324

5. Your text is Likely generated by AI/GPT1325

6. Your text is Most Likely AI/GPT generated1326

7. Most of Your text is AI/GPT Generated1327

8. Your text is AI/GPT Generated1328

The distribution of the scores for each task and 1329

each discipline is shown in Table 11. For instance, 1330

for GPT-polished abstracts (Task 3) in CS, 88.3% 1331

were annotated as “human” by ZeroGPT, while 1332

4.7% were annotated as “Most likely human writ- 1333

ten”. 1334

When we converted the 9-point scores to binary 1335

decisions of “GPT”/“Human”, a threshold of 4 1336

was used. While we can also make the case that 1337

categories 2, 3, 4 should be categorized as “GPT” 1338

in Task 3, since the decision statements indicate 1339

that they “may include parts generated by AI/GPT,” 1340

which is the case for Task 3. However, changing 1341

the decision threshold will not significantly change 1342

the observations and conclusions in Section 3.2, 1343

since only a very small portion of the samples in 1344

Task 3 were annotated with those three labels, as 1345

shown in Table 11. For Tasks 1 and 2, the text snip- 1346

pets we sent to ZeroGPT were completely written 1347

by ChatGPT, hence, a threshold of 4 is the most 1348

reasonable choice. 1349

ZeroGPT’s average detection accuracy for each 1350

task and each discipline was presented in Table 2 1351

(b1), and the average score for each experiment 1352

in Table 2 (b2). ZeroGPT’s detection accuracy 1353

for human-written abstracts is close to 100% in 1354

CS and physics, and slightly lower (∼95%) in hu- 1355

manities and social sciences (HSS). Its accuracy 1356

with fully GPT-written abstracts is also high, es- 1357

pecially for HSS (92.3%). However, the detection 1358

accuracy for GPT-completed and GPT-polished ab- 1359

stracts in CS and physics appears to be very low 1360

(in the range of [5%, 25.3%]), while the accuracy 1361

for HSS appears to be relatively higher. While 1362

ZeroGPT claims a detection accuracy of 98%, it 1363

appears to be less effective in academic writing. 1364

Similar to GPTZero, ZeroGPT also has a tendency 1365

to classify GPT-generated text as human-written. 1366

B.3 Benchmarking OpenAI’s Text Classifier 1367

For each input text snippet, the OpenAI text classi- 1368

fier (OpenAI, 2023a) returns a decision from one 1369

of the five classes. We map them to an integer score 1370

of [0, 4] as follows: 1371

0. The classifier considers the text to be very un- 1372

likely AI-generated. 1373

1. The classifier considers the text to be unlikely 1374

AI-generated. 1375

2. The classifier considers the text to be unclear if 1376

it is AI-generated. 1377

3. The classifier considers the text to be possibly 1378
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Table 11: Distribution of detection score generated by
the ZeroGPT: 0: human-written; 8: GPT-generated. The
largest score category for each experiment is shown in
bold.

T1. GPT-ERI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

(a) Score distribution (in %) of GPT-generated abstracts.
0 16.7 21 1.7 52.7 75.7 18 88.3 93 52
1 4.7 3 2 1.3 1 1 4.7 2 6.7
2 6 5 2 13.3 11.3 13.7 2 1 8.3
3 2.7 1 2 6.7 0.7 3 1.3 0.7 5.3
4 2.7 1.7 0 0.7 1.3 2 0.3 0.7 3
5 4.3 0.7 0.3 5.3 2 7.7 1.3 0 6.7
6 4.7 5.7 2.7 4 3.3 7.3 1 0.7 5
7 8.7 17.3 3.3 3.3 1 9.7 0 0.3 3.3
8 49.7 44.7 86 12.7 3.7 37.7 1 1.7 9.7
(b) Score distribution (in %) of human-written abstracts.
0 93.7 97.7 79 96.3 98.7 87.3 92 96 79
1 3.3 0 9 0.7 0 0.7 4 1 6.7
2 3 0.7 5 2.7 1 5.7 2 1.3 5
3 0 0 2 0 0 1 0.3 0.3 2
4 0 0.3 1.7 0 0 1.3 0.3 0 1.7
5 0 0 1 0 0.3 1 0.3 0.3 2
6 0 0 1.3 0 0 1 0 0 2
7 0 0.3 0.7 0.3 0 0.3 0 0.3 0.3
8 0 1 0.3 0 0 1.7 1 0.7 1.3

AI-generated.1379

4. The classifier considers the text to be likely AI-1380

generated.1381

The distribution of the scores for each task and1382

each discipline is shown in Table 12. For instance,1383

for human-written CS abstracts, 11% are classified1384

as “very unlikely AI-generated, 40% are classified1385

as “unlikely AI-generated”, 45.3% are classified as1386

“unclear if it is AI-generated”, and the remaining1387

3.7% are classified as “possibly AI-generated”.1388

We use a threshold of 2 to generate a binary deci-1389

sion for each test. Note that a classification of “(2)1390

unclear if it is AI-generated” is considered wrong1391

for both GPT-generated and human-written inputs.1392

We present OpenAI’s classification accuracy in Ta-1393

ble 2 (c1) and the average scores in Table 2 (c2).1394

OpenAI’s classifier shows slightly different pat-1395

terns from GPTZero and ZeroGPT. It demonstrates1396

moderate performance in classifying abstracts that1397

are fully written by humans or GPT. However, its1398

accuracy for GPT-completed and GPT-polished1399

abstracts appears inadequate (but slightly better1400

than GPTZero and ZeroGPT). We also noticed that1401

this classifier is very sensitive to the length of text.1402

While it requires a minimum of 1,000 characters1403

for each input text snippet, a shorter input (e.g.,1404

input in Task 2 GPT-CPL) is more likely to yield a1405

wrong or “unclear” decision.1406

Note that OpenAI has taken its detector offline1407

Table 12: Distribution of detection score generated
by the OpenAI text classifier: 0: very unlikely AI-
generated; 2: unclear if it is AI-generated; 4: likely
AI-generated. The largest score category for each exper-
iment is shown in bold.

T1. GPT-ERI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

(a) Score distribution (in %) of GPT-generated abstracts.
0 0 0 0 0 0 8 4 5 11.3
1 0.3 0.3 3.3 1.3 12.3 11 23.7 35.3 31.3
2 19 29.7 33.7 35 64 53.7 66 55.3 51.3
3 50 50.7 51 56 22.7 24 6.3 4 6
4 30.7 19.3 12 7.7 1 3.3 0 0.3 0
(b) Score distribution (in %) of human-written abstracts.
0 11 15.7 60 4.3 7.7 56.3 12.7 18 62.0
1 40 54 24 31 52 23.3 38 51 26
2 45.3 28.3 14 54 38 16.7 48.3 29.7 10.7
3 3.7 2 1.3 10.7 2 3.3 1 1.3 1
4 0 0 0.7 0 0.3 0.3 0 0 0.3

in July 2023, “due to its low rate of accuracy.” 1408
2 This is another indication that distinguishing 1409

human-written and GPT-generated text is a very 1410

challenging task even for the owner of GPT. 1411

C Model and Dataset 1412

C.1 Implementation Details 1413

CheckGPT is trained with an initial learning rate 1414

of 2e-4, a batch size of 256, and an early-stop strat- 1415

egy to terminate when the validation loss does not 1416

improve for 10 epochs. The default random seed 1417

and maximum epochs are set at 100 and 200. The 1418

pre-trained BERT and RoBERTa paras are obtained 1419

from Huggingface, and we utilize Řehůřek, 2022 1420

and Group, 2022 for GLOVE embeddings. 1421

C.2 CheckGPT Architecture 1422

BERT. The Bidirectional Encoder Representations 1423

from Transformers (BERT) (Devlin et al., 2018) 1424

family of models, including but not limited to 1425

BERT itself and RoBERTa, have shown extraor- 1426

dinary capabilities in a wide range of NLP tasks. 1427

RoBERTa (Robustly Optimized BERT approach) 1428

(Liu et al., 2019), is the state-of-the-art member of 1429

this family built upon BERT by Meta. Models like 1430

RoBERTa are pre-trained on a massive corpus from 1431

diverse disciplines. Such extensive training allows 1432

them to capture and represent various linguistic pat- 1433

terns, syntactic structures, and semantic relation- 1434

ships in the texts. Its tokenization and encoding 1435

enable the transformation of raw data into effective 1436

2https://openai.com/blog/
new-ai-classifier-for-indicating-ai-written-text
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Figure 5: The architecture of the CheckGPT model.

representations, which can be used for downstream1437

tasks. The pre-training of the RoBERTa utilizes1438

a masked language modeling (MLM) objective,1439

which can be formalized as:1440

LMLM = −Es∼Ds logP (m|s) (7)1441

where Ds is the corpus, s denotes an input se-1442

quence, and m is a masked token.1443

LSTM. Long-Short-Term Memory (Hochreiter and1444

Schmidhuber, 1997) is a variant of Recurrent Neu-1445

ral Networks (RNNs) that has gained incredible1446

success in natural language processing by handling1447

sequential information. LSTM mitigates the gra-1448

dient vanishing problem and improves model per-1449

formance over long sequences by incorporating the1450

gating mechanism, which enables it to effectively1451

and selectively retain or update information.1452

Model Pipeline. In this work, we utilize the pre-1453

trained RoBERTa to preprocess the text data. The1454

representations extracted by RoBERTa serve as1455

the inputs of our downstream classifier, an LSTM1456

network. The pipeline of the model is shown in1457

Figure 5.1458

C.3 The Datasets in New Domains1459

Note that the same data samples are used for testing1460

before and after fine-tuning in Section 6.3.1461

• Wikipedia Abstracts. The dataset contains the1462

first introductory section of Wiki articles. We1463

revise the ChatGPT prompts to avoid terms such1464

as “research” and “paper”. For example, we use1465

the prompt “Please generate a brief introduction1466

of ...” in Task 1.1467

• ASAP Essays. We use two types of essays from1468

the Hewlett Foundation Automated Essay Scor-1469

ing dataset (Foundation, 2012): [Essay-C] Essay1470

set 1 contains 1,785 essays of 350 words on av-1471

erage. We adopt the original prompt from the1472

dataset in Task 1: “Write a letter to your local1473

newspaper in which you state your opinion on1474

the effects computers have on people. Persuade1475

Figure 6: Feature space distribution of human-written
(green) and GPT-generated (red) abstracts.

Table 13: TPR (in %) for advanced prompts.
T1. GPT-WRI T2. GPT-CPL T3. GPT-POL

CS PHX HSS CS PHX HSS CS PHX HSS
ZC 99.96100.0099.98 98.6797.8198.60 98.0199.5399.08

APE 99.96 99.98 99.90 98.1498.0698.69 97.0597.8198.00
SCP 99.91 99.75 99.81 97.7897.4097.56 98.3599.2899.08
FSP 99.88 99.98 99.87 99.0198.8299.02 97.1997.9398.50
LMP 99.82 99.88 99.64 96.9597.1997.93 95.4797.1397.49
GKP 99.27 99.93 99.98 96.7497.2697.87 98.0899.1799.37
PP 94.70100.0099.96 98.7199.4099.00 98.9999.4899.31
GP 98.75 99.03 98.71 99.2399.2499.48 97.6199.0398.68
MP 99.78 99.90 99.83 95.4396.3897.01 97.9299.4699.12
II 99.95 99.88 99.90 96.2096.1890.79 - - -

the readers to agree with you.”. [Essay-P] Essay 1476

set 7 contains 1,730 stories about patience. We 1477

refer to the original prompts from the dataset to 1478

design ChatGPT prompts e.g., “write a story in 1479

your own way about patience” is used in Task 1. 1480

We design prompts for Tasks 2 and 3 accordingly. 1481

We remove essays that are shorter than 70 words. 1482

• BBC News Article Dataset. This dataset con- 1483

tains 1,454 BBC news articles from 2004 to 2005 1484

in five topical areas: business, entertainment, pol- 1485

itics, sport, and technology (Greene and Cun- 1486

ningham, 2006). We use prompts to emphasize 1487

“news articles” to ChatGPT, e.g., “Please gener- 1488

ate a news article titled ...”. 1489

D Additional Experimental Results 1490

D.1 Visualization of t-SNE 1491

Finally, we randomly select 2,000 CS abstracts 1492

from each task and each label, and then use t- 1493

Distributed Stochastic Neighbor Embedding (t- 1494

SNE) (Van der Maaten and Hinton, 2008) to map 1495

each 1024-dimension feature vector from the last 1496

dense layer of the BiLSTM module into a 3-D 1497

space. The visualization is shown in Figure 6. 1498

From the figure, we observe that: (a) GPT-written 1499

abstracts form a dense cluster, which is differ- 1500

ent from the varied distribution of the human- 1501

written samples, suggesting a consistent vocabu- 1502

lary, writing style, and semantic features. (b) GPT- 1503

completed abstracts are significantly more diverse 1504

than the GPT-written ones. While their represen- 1505
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tations are closer to the human-written samples, a1506

distinct gap still remains. (c)) GPT-polished sam-1507

ples are scattered and intertwined with the human-1508

written samples, demonstrating the difficulty in1509

separating these two categories.1510

D.2 Advanced Prompt Engineering1511

In Table 13, we show the testing accuracy of1512

prompt-specific models on the advanced prompts.1513

As discussed in Section 6.5, the prompt-specific1514

models perform worse than the cross-prompt mod-1515

els. Our interpretation is that the prompt-specific1516

models may have learned some prompt-specific1517

bias, i.e., linguistic features that are only gener-1518

ated by certain prompts. Meanwhile, the cross-1519

prompt models are more likely to learn ChatGPT-1520

specific features, i.e., features that consistently ap-1521

pear in ChatGPT-generated content from different1522

prompts.1523
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