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Abstract

This study investigates Large Language Mod-001
els’ (LLMs) capacity for cross-cultural under-002
standing in moral reasoning tasks, examin-003
ing whether their performance reflects genuine004
comprehension or sophisticated pattern match-005
ing. Given documented biases in LLMs’ train-006
ing data toward English-language content and007
Western perspectives, we evaluated five widely-008
deployed models (Gemini, GPT-4, Llama 3009
8B, Llama 3.1 8B, and Mistral 7B) using three010
datasets reflecting variations along cultural di-011
mensions: the World Values Survey, the Moral012
Machine experiment, and the COVID-19 Vac-013
cine Hesitancy survey.014

Our analysis revealed three key findings: (1)015
While human responses demonstrated clear cul-016
tural clustering patterns, particularly in the017
WVS and Vaccine datasets, LLMs failed to018
replicate these distinct cultural groupings, sug-019
gesting limitations in capturing underlying cul-020
tural dynamics. (2) Cultural representation021
bias varied significantly by model architecture022
(F = 47.70-416.88, p < .001) and cultural023
context (F = 4.34-13.09, p < .001), with024
GPT-4 showing consistent performance (22%-025
31%) while Llama 3 achieved lowest bias in026
WVS (17%). (3) Demographic-cultural interac-027
tions varied unexpectedly across datasets and028
models, notably in Orthodox Europe where029
top-performing Llama 3 showed increased bias030
while other models improved. These find-031
ings suggest that while LLMs can effectively032
pattern-match in simple moral reasoning tasks,033
they face substantial challenges in processing034
complex cross-cultural moral scenarios, indicat-035
ing limitations in their genuine understanding036
of cultural nuances.037

1 Introdution038

Large language models (LLMs) have achieved re-039

markable success across various natural language040

processing tasks—from text generation to decision041

support in complex domains such as autonomous042

driving and public health policy. As these models 043

become increasingly integrated into applications 044

that require sensitivity to diverse moral attitudes 045

and cultural contexts, a critical question arises: do 046

LLMs truly internalize and reflect the rich nuances 047

of different cultures, or do they merely reproduce 048

surface-level patterns learned from dominant train- 049

ing data? 050

The challenge of achieving genuine cross- 051

cultural understanding is fundamentally linked to 052

training data biases. The training data for widely 053

used LLMs is heavily skewed toward English 054

content: approximately 95% of Llama 3’s train- 055

ing corpus consists of English sources (Meta AI, 056

2023), while GPT-3’s English corpus accounts for 057

92%(Brown et al., 2020). This linguistic and cul- 058

tural imbalance may lead models to learn superfi- 059

cial response patterns rather than developing true 060

perspective-taking abilities. Previous research has 061

revealed biases in LLMs concerning gender and 062

race issues (Zack et al., 2024), while English-based 063

LLMs demonstrate better understanding of West- 064

ern moral norms compared to non-Western cul- 065

tures (Ramezani and Xu, 2023), suggesting they 066

might be learning to mimic dominant cultural pat- 067

terns rather than developing genuine cross-cultural 068

understanding. Recent studies have demonstrated 069

that LLMs often exhibit cultural biases by reflect- 070

ing dominant narratives, typically framed as com- 071

parisons such as non-Western versus Western or 072

English versus non-English. Although these works 073

provide valuable insights, they tend to focus on a 074

narrow subset of cultural contexts. 075

We define “genuine cross-cultural moral under- 076

standing” as the ability of an LLM to generate 077

responses that not only align with documented hu- 078

man cultural moral attitudes but also mirror the 079

distinct cultural clusters delineated by the WVS cul- 080

tural map. A model that truly understands cultural 081

nuances adapts its responses to reflect variations 082

along the Traditional versus Secular-Rational and 083
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Survival versus Self-expression dimensions, cap-084

turing subtle differences between cultural groups.085

Moreover, such a model maintains this specificity086

across tasks of increasing complexity and when087

additional demographic and temporal cues are pro-088

vided, whereas a model relying on superficial pat-089

tern matching tends to produce neutral or generic090

outputs that fail to capture the inherent diversity091

observed in human responses.092

This conceptual framework underpins our re-093

search questions and informs our methodological094

approach. First, we ask: to what extent do LLMs095

exhibit cultural representation bias? In other words,096

how closely do their outputs replicate the natural097

clustering observed in human responses? Second,098

we ask: how accurately do LLMs capture cultural099

alignment along the dimensions defined by the In-100

glehart–Welzel Cultural Map? Finally, we examine101

how demographic factors—such as gender, age,102

income, and education—interact with cultural con-103

texts to shape moral attitudes. Addressing these104

questions is crucial from a theoretical standpoint, as105

cultural theory posits that human moral reasoning106

is deeply rooted in historical, social, and economic107

contexts that produce distinct cultural clusters.108

To answer these questions, we employ standard-109

ized prompt templates that explicitly incorporate110

cultural, demographic, and temporal cues, applied111

across three complementary datasets: the World112

Values Survey; the Moral Machine dataset; and113

the COVID-19 Vaccine Hesitancy dataset. This114

approach allows us to rigorously evaluate whether115

LLMs generate responses that truly reflect the nu-116

anced, context-aware cultural understanding pre-117

dicted by theory, or if they merely engage in super-118

ficial pattern matching.119

2 Related works120

We first examine cultural representation bias in121

LLMs, exploring how these models exhibit and122

perpetuate cultural biases through their training123

data and architectures. We then review current124

approaches to evaluating and mitigating these bi-125

ases, highlighting their limitations. Finally, we126

analyze the fundamental challenge of distinguish-127

ing between pattern matching and genuine cultural128

understanding, which motivates our research direc-129

tion.130

2.1 Cultural Representation Bias in LLMs 131

Understanding and mitigating cultural representa- 132

tion bias in LLMs remains a significant challenge 133

in artificial intelligence research. These biases, of- 134

ten rooted in imbalances in training corpora and 135

the over-representation of dominant cultural per- 136

spectives, manifest across multiple dimensions. For 137

instance, disparities have been observed in the treat- 138

ment of linguistic nuances, such as how models 139

generate different idiomatic expressions in non- 140

Western languages, often failing to capture their 141

cultural connotations (Prabhakaran et al., 2022; 142

Arora et al., 2023; Schwöbel et al., 2023). Addi- 143

tionally, these biases influence the representation of 144

historical narratives and socio-political contexts, as 145

seen in the under-representation of certain regions, 146

such as Namibia, Uganda, and Yemen, in language 147

model predictions (Schwöbel et al., 2023). Such 148

under-representation not only limits the inclusivity 149

of LLM outputs but also risks perpetuating cultural 150

erasure and misrepresentation in global contexts. 151

The impact of cultural representation bias ex- 152

tends beyond surface-level misrepresentation. In 153

cross-cultural settings, these models frequently ex- 154

hibit biased behavior, as evidenced in tasks involv- 155

ing multilingual text generation (Arora et al., 2023) 156

and moral reasoning (Schramowski et al., 2022). 157

Recent studies have revealed these cultural biases 158

in diverse cultural contexts: from inadequate rep- 159

resentation of South Asian cultural artifacts (Qadri 160

et al., 2023) to Western-centric biases in Arabic 161

language outputs (Naous et al., 2024), and signif- 162

icant under-representation of Latin American and 163

African perspectives (Schwöbel et al., 2023). These 164

empirical findings align with theoretical frame- 165

works that situate AI systems within broader pat- 166

terns of cultural hegemony and technological colo- 167

nialism (Mohamed et al., 2020), suggesting that 168

such biases reflect and potentially reinforce exist- 169

ing global power structures. 170

2.2 Current Approaches of Bias Evaluation 171

frameworks 172

Recent research has proposed various approaches 173

to evaluate and mitigate cultural representation 174

bias. Evaluation frameworks like MiTTenS specifi- 175

cally assess gender mistranslations to reveal how 176

Cultural Representation Bias intersects with gen- 177

der bias in multilingual contexts (Robinson et al., 178

2024). Similarly, NormAd provides systematic 179

methodologies to measure LLMs’ cultural adapt- 180
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ability through cross-cultural benchmarking (Rao181

et al., 2024). The CulturePark framework attempts182

to address these biases by leveraging cross-cultural183

multi-agent communication to generate synthetic184

dialogues for model fine-tuning (Li et al., 2024b).185

However, these approaches face significant lim-186

itations. First, they rely heavily on static datasets187

that struggle to capture the dynamic nature of188

cultural expressions. The geographical erasure189

problem persists, where models consistently under-190

predict data related to certain regions due to train-191

ing data imbalances (Liu et al., 2025). Addition-192

ally, collecting and maintaining culturally diverse193

datasets poses substantial challenges, particularly194

for low-resource cultures (Li et al., 2024a). These195

limitations suggest that current solutions may not196

adequately address the fundamental issues of Cul-197

tural Representation Bias.198

2.3 From Pattern Matching to Cultural199

Understanding200

Recent research has highlighted the distinction be-201

tween genuine understanding and surface-level pat-202

tern matching in LLMs (Yu and Petkov, 2024; Ben-203

der et al., 2021). Genuine understanding requires204

actively transforming information through critical205

analysis, contextual adaptation, and dynamic rea-206

soning. In contrast, surface understanding is mere207

passive replication of learned patterns. Comprehen-208

sion is a cognitive reconstruction process, not just209

superficial imitation.210

A critical gap in current research is the inability211

to distinguish between surface-level pattern match-212

ing and genuine cultural understanding in LLMs.213

While models often perform well on simple cul-214

tural tasks, they struggle significantly with more215

nuanced cultural contexts. Recent studies in mul-216

tilingual capabilities have shown that LLMs often217

fail in tasks requiring deep cultural understanding,218

particularly in low-resource languages (Shen et al.,219

2024). This suggests that apparent competence in220

cultural tasks may stem from sophisticated pattern221

matching rather than true comprehension.222

The challenge of evaluating genuine cultural un-223

derstanding becomes particularly evident in tasks224

like translation and semantic analysis. Research225

has shown that LLMs frequently fail to capture226

cultural nuances in these contexts, especially in227

low-resource settings (Singh et al., 2024). These228

findings highlight the need for more sophisticated229

evaluation frameworks that can effectively distin-230

guish between pattern matching and genuine cul-231

tural understanding, particularly in complex cul- 232

tural contexts. 233

In general, current research faces three main lim- 234

itations in addressing cultural representation bias. 235

First, existing evaluation methods rely heavily on 236

static datasets that cannot capture the dynamic na- 237

ture of cultural expressions. Second, proposed solu- 238

tions often fail to distinguish between surface-level 239

pattern matching and genuine cultural understand- 240

ing. Third, there is a lack of comprehensive frame- 241

works that can effectively evaluate both the breadth 242

and depth of cultural understanding in LLMs. 243

3 Methods 244

In our study, we define “genuine cross-cultural 245

moral understanding” as the ability of an LLM 246

to generate responses that not only align with docu- 247

mented human cultural moral attitudes but also mir- 248

ror the distinct cultural clusters defined by the Ingle- 249

hart–Welzel Cultural Map. A model demonstrating 250

genuine understanding adapts its responses to re- 251

flect variations along the Traditional versus Secular- 252

Rational and Survival versus Self-expression di- 253

mensions, capturing the nuanced differences be- 254

tween cultural groups. Moreover, such a model 255

maintains this specificity across tasks of increasing 256

complexity and when additional demographic and 257

temporal cues are provided. In contrast, a model 258

relying on superficial pattern matching tends to pro- 259

duce neutral or generic outputs that fail to capture 260

the inherent cultural diversity observed in human 261

responses. 262

This conceptual framework underpins our re- 263

search questions. First, how accurately do LLMs 264

capture cultural alignment? Here, we examine 265

whether LLM outputs naturally cluster along the 266

cultural dimensions. Second, how and to what ex- 267

tent do LLMs exhibit cultural representation bias? 268

This question investigates the divergence between 269

model outputs and human responses. Finally, how 270

do demographic factors interact with cultural con- 271

texts in shaping moral attitudes? This question 272

probes the intersection of variables such as gender, 273

age, income, and education with cultural nuances. 274

We employed standardized prompt templates de- 275

signed to simulate real-world responses by incor- 276

porating actual demographic and contextual infor- 277

mation from the datasets (see Appendix B). This 278

approach controls for differences in how strongly 279

each dataset reflects natural cultural clusters, en- 280

suring methodological consistency and enabling 281
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direct comparisons between model outputs and hu-282

man data.283

3.1 Research Datasets284

We selected three complementary datasets that chal-285

lenge models’ perspective-taking abilities at in-286

creasing levels of task complexity (see Table ??).287

The WVS dataset naturally exhibits cultural cluster-288

ing along the Traditional versus Secular-Rational289

axis across 55 countries. In contrast, the Moral Ma-290

chine dataset is a human-constructed experiment291

featuring binary ethical dilemmas in autonomous292

driving across 130 countries; although it introduces293

demographic intersections, its forced-choice for-294

mat does not inherently capture natural cultural295

clusters. Finally, the COVID-19 Vaccine Hesitancy296

dataset represents the most complex scenario by297

requiring models to integrate rich demographic fac-298

tors and temporal context from 23 countries using a299

five-point Likert scale to capture public health atti-300

tudes during the 2022 pandemic. (see Appendix B).301

3.1.1 World Values Survey Dataset302

We analyzed the Ethical Values section from Wave303

7 (2017–2021) of the World Values Survey (WVS),304

which encompasses responses from 55 countries,305

following the approach described in (Ramezani306

and Xu, 2023). The survey, administered in each307

country’s primary language, comprises 19 items ad-308

dressing moral attitudes related to personal conduct309

and societal issues, with responses normalized to a310

[-1, 1] scale (where -1 indicates "never justifiable"311

and 1 indicates "always justifiable").312

3.1.2 The Moral Machine Dataset313

The Moral Machine experiment, which examines314

ethical dilemmas across 130 countries (Awad et al.,315

2018), was used to assess cross-cultural moral atti-316

tudes by analyzing 59 scenarios per country (based317

on the minimum scenario count for Afghanistan).318

These scenarios span eight moral dimensions, in-319

cluding contrasts such as pedestrians versus pas-320

sengers, law-abiding versus law-breaking behavior,321

and considerations of gender, physical condition,322

social status, age, quantity of lives, and species.323

3.1.3 COVID-19 Vaccine Hesitancy Dataset324

The COVID-19 Vaccine Hesitancy study (2022)325

captures global health attitudes during the post-326

intervention period of 2022 and thus provides327

the most challenging context for evaluating cross-328

cultural moral attitudes. Conducted across 23 coun-329

tries, the survey assesses vaccine-related moral at-330

titudes through dimensions such as risk perception, 331

efficacy beliefs, safety concerns, and institutional 332

trust. To evaluate how models form these attitudes, 333

we developed structured prompts that require pro- 334

cessing both demographic factors and the temporal 335

context of 2022. Model outputs were subsequently 336

dichotomized (responses 1–3 as hesitant/resistant 337

and 4–5 as supportive) to facilitate direct compar- 338

isons with human data. 339

3.2 Research Models 340

In this study, we evaluate five LLMs that, despite 341

not being the most recent releases, remain widely 342

deployed and actively used across various appli- 343

cations. Their sustained adoption and practical 344

impact make them particularly relevant for investi- 345

gating real-world implications of LLMs. The com- 346

mercial models in our study, GPT-4 and Gemini 1.5 347

Pro, continue to serve as primary interfaces for mil- 348

lions of users through widely-adopted applications 349

(Bianchi, 2024), making them crucial subjects for 350

understanding the actual cultural impact of LLMs 351

in practice. In the open-source domain, Llama 3 352

8B, Llama 3.1 8B, and Mistral 7B have maintained 353

substantial developer communities and implemen- 354

tation bases, as evidenced by their continued high 355

deployment rates on major model hosting platforms 356

(huggingface.co, 2025a) (huggingface.co, 2025b). 357

The widespread adoption of these models, com- 358

bined with their documented efforts to promote cul- 359

tural diversity and multilinguality, makes them par- 360

ticularly valuable for studying cross-cultural moral 361

attitudes. Although GPT-4 is predominantly trained 362

on English-language data (OpenAI et al., 2024), it 363

incorporates extensive human feedback to mitigate 364

cultural biases. Gemini 1.5 Pro explicitly empha- 365

sizes multilingual performance and cross-cultural 366

adaptability (Team et al., 2024). The Llama series 367

has shown evolving support for multilingual appli- 368

cations (Grattafiori et al., 2024), while Mistral 7B’s 369

advanced long-context capabilities through sliding 370

window attention (SWA) (Jiang et al., 2023) may 371

facilitate the extraction of cultural nuances from 372

extended texts. 373

3.3 Cultural Dimensions Framework 374

Given the varying geographic coverage across our 375

datasets (55 countries in WVS, 130 in Moral Ma- 376

chine, and 23 in Vaccine Hesitancy), we adopted 377

the Inglehart–Welzel Cultural Map as our ana- 378

lytical framework to enable standardized cross- 379

cultural comparisons. This framework organizes 380
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societies along two primary dimensions: Tradi-381

tional versus Secular-rational values (vertical axis)382

and Survival versus Self-expression values (hori-383

zontal axis). These dimensions account for over384

70% of cross-national variance in various social385

indicators and demonstrate robust correlations with386

economic, political, and social metrics (Inglehart387

et al., 2014).388

The applicability of the framework to our re-389

search is supported by three key factors. First, the390

methodology of the World Values Survey derives391

directly from the Inglehart-Welzel theoretical con-392

struction. Second, the Moral Machine experiment393

utilized this cultural mapping system to validate394

their cultural cluster classifications (Awad et al.,395

2018). Third, empirical studies on COVID-19396

response demonstrate significant correlations be-397

tween the Traditional-Secular value dimension and398

national pandemic management capabilities (Kak-399

lauskas et al., 2022).400

Using this framework, we categorized countries401

into eight distinct cultural clusters based on their402

positions along the Inglehart–Welzel dimensions:403

Orthodox Europe (e.g. Russia, Greece), Catholic404

Europe (e.g. Italy, Spain), African-Islamic (e.g.405

Nigeria, Egypt), Latin America (e.g. Brazil, Mex-406

ico), English-Speaking (e.g. USA, UK), Protestant407

Europe (e.g. Sweden, Denmark), Confucian (e.g.408

China, Japan), and West & South Asia (e.g. Turkey,409

India).410

3.4 Demographic Intersectionality411

Framework412

Since cultural theory emphasizes that demographic413

factors further refine moral attitudes within cul-414

tural clusters, it is necessary to evaluate whether415

LLMs can handle these nuances. Understanding416

demographic interactions provides a more com-417

prehensive picture of cultural understanding and418

highlights areas where models may need improve-419

ment. We integrated demographic data from the420

Moral Machine and Vaccine Hesitancy studies into421

our evaluation framework (see Table 1). This in-422

tegration allows us to examine how LLMs han-423

dle demographic intersectionality in cultural con-424

texts, building on prior research that identified sys-425

tematic biases in AI systems across gender (Latif426

et al., 2023), age (Stypińska, 2023), and income427

levels (Yang et al., 2024).428

Our analysis considers four key demographic di-429

mensions: gender (male/female), age (grouped as430

18–29, 30–39, 40–49, 50–59, 60+), income (above431

or below average), and education (with or without 432

a bachelor’s degree). These factors are incorpo- 433

rated into our prompts to assess whether models 434

can capture both broad cultural patterns and the nu- 435

anced variations in moral attitudes across different 436

demographic segments. 437

Demographic Factors Vaccine Datasets (N=23020) Moral Machine Datasets (N=38350)

Number of Countries 23 130

Gender, %
Female 49.6 34.8
Male 50.4 65.2

Age Groups, %
18-29 30.7 65.3
30-39 21.8 21.2
40-49 14.4 7.7
50-59 13.9 3.6
60+ 19.1 2.2

Education Level, %
With Bachelor’s Degree 50.5 65.5
Without Bachelor’s Degree 49.5 34.5

Income Level, %
Income Above Average 46.3 52.2
Income Below Average 53.7 47.8

Table 1: Demographic Factors Distributions comparison
between Vaccine Datasets and Moral Machine Datasets.

3.5 Analytical Approach 438

To evaluate how LLMs process and represent cul- 439

tural moral attitudes, we developed a comprehen- 440

sive analytical approach that examines both cultural 441

patterns and representation bias. 442

First, we analyzed cultural patterns by examin- 443

ing the relationship between moral attitudes and 444

cultural dimensions. For each dataset, we calcu- 445

lated Pearson correlations between moral attitudes 446

and the Traditional-Secular Values dimension to 447

identify significant cultural trends. We then com- 448

pared the distribution of human and LLM responses 449

along this dimension to assess whether models cap- 450

tured these cultural patterns. 451

Second, we quantified cultural representation 452

bias (Bias) by standardizing responses from each 453

dataset to a 0-100 scale (transforming WVS’s three- 454

point, Moral Machine’s binary, and Vaccine’s five- 455

point responses) and calculating the absolute dif- 456

ference between model and human scores: 457

Bias = |Pmodel − Phuman|. 458

Finally, we conducted statistical analyses to ex- 459

amine the significance of observed patterns. For 460

cultural pattern analysis, we employed correlation 461

analysis and t-tests on WVS data due to its contin- 462

uous nature after standardization, while chi-square 463

tests were used for the categorical responses in 464

Moral Machine and Vaccine Hesitancy datasets. 465

To assess the impact of cultural clusters and de- 466

mographic factors on representation bias, we con- 467
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ducted ANOVA tests examining main effects and468

interactions between these variables.469

4 Results470

Our analysis examines three key aspects of LLMs’471

cultural understanding capabilities. First, we in-472

vestigate how accurately LLMs capture cultural473

patterns in moral attitudes by comparing their re-474

sponses with human data across different cultural475

contexts. Second, we analyze the extent of cultural476

representation bias in LLM outputs, quantifying477

how this bias varies across models and cultural478

regions. Finally, we examine how demographic479

factors intersect with cultural contexts to influence480

moral attitude representations in LLM responses.481

Through these analyses, we seek to understand both482

the capabilities and limitations of LLMs in process-483

ing cultural moral attitudes.484

4.1 Cultural Patterns in Moral Attitudes485

Our investigation of cultural patterns in moral at-486

titudes focused on responses across three datasets,487

selecting topics that exhibited strong cultural corre-488

lations in human responses. Using the Traditional489

Values versus Secular-Rational Values dimension490

from the World Values Survey cultural map as an491

established framework for cultural differentiation,492

we analyzed both human and LLM responses to493

understand their alignment with cultural patterns.494

Human responses in both the WVS and495

Vaccine datasets demonstrate clear cultural496

clustering—countries within the same cultural497

groups show similar response patterns along the498

Traditional-Secular Values axis. This clustering is499

particularly evident in attitudes toward homosex-500

uality and vaccine willingness, suggesting strong501

cultural influences on these moral attitudes. How-502

ever, LLMs, while generating responses that vary503

across cultural contexts, fail to replicate this dis-504

tinct cultural clustering. Despite their ability to505

process cultural information, LLMs appear unable506

to fully capture the underlying cultural dynamics507

that shape moral attitudes. The response format508

influences the distribution of LLM outputs. In the509

WVS dataset’s three-point scale (-1, 0, 1), LLMs510

show a notable bias toward neutral responses (0),511

suggesting a tendency to avoid strong positions on512

controversial topics. Conversely, the binary format513

in the Moral Machine dataset appears to constrain514

both human and LLM response variations, as ev-515

idenced by the lack of clear cultural patterns and516

the convergence of responses around 0.5. 517

The absence of significant cultural patterns in the 518

Moral Machine dataset warrants further investiga- 519

tion. This finding might indicate either limitations 520

in how autonomous vehicle ethical decisions reflect 521

cultural values, or constraints imposed by the bi- 522

nary response format in capturing nuanced cultural 523

differences. 524

4.2 Cultural Representation Bias in LLMs 525

Analysis of Variance revealed significant effects 526

for both model (F = 47.70–416.88, p < .001, 527

η2 = 2.46%–6.56%) and cultural context (F = 528

4.34–13.09, p < .001, η2 = 0.36%–2.43%) across 529

datasets. The significant interaction between these 530

factors (Moral Machine: F = 1.64, p < .05; Vac- 531

cine: F = 29.86, p < .001) indicates that cultural 532

representation bias varies across models and cul- 533

tural contexts. 534

As shown in Figure 2, GPT-4 demonstrated the 535

most consistent performance (bias range: 22%– 536

31%) across tasks, while other models showed 537

greater variability. Notably, Llama 3 8B achieved 538

the lowest overall bias in the World Values Survey 539

(17%) but its successor, Llama 3.1 8B, exhibited 540

increased bias levels (20%–38%), suggesting that 541

model evolution does not necessarily correlate with 542

bias reduction. 543

Cultural regions showed distinct patterns: Latin 544

America exhibited maximum model variability, par- 545

ticularly in the Vaccine Hesitancy dataset (15%– 546

50%), while Orthodox Europe demonstrated more 547

stable performance (13%–20%). West & South 548

Asia consistently showed elevated bias levels 549

across datasets, peaking in the Moral Machine task 550

(∼ 38%). These findings highlight the complex 551

interplay between model architecture and cultural 552

context in determining representation bias, with 553

implications for cross-cultural AI deployment. 554

4.3 Demographic Intersectionality in Moral 555

Attitudes 556

Following Ramezani’s approach to WVS analysis, 557

we excluded the WVS dataset from demographic 558

intersectionality analysis as our prompts were de- 559

signed to focus on basic moral attitudes without de- 560

mographic variations. The Moral Machine dataset 561

exhibited significant interactions between cultural 562

clusters and demographic factors (Cultural Cluster 563

× Age Groups: F = 15.48, p < .001; Cultural 564

Cluster × Gender × Income Levels: F = 2.99, 565

p < .01), while the Vaccine dataset showed weaker 566
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A

B

Figure 1: Cultural patterns in moral attitudes captured by LLM responses across two datasets.
A: Three panels derived from the World Values Survey (WVS) dataset on attitudes toward homosexuality.
B: Three panels based on the Vaccine Hesitancy dataset, depicting personal willingness to vaccinate.
We selected GPT-4 and Llama 3 for detailed analysis based on their demonstrated lower bias in our evaluations, with additional
model results available in Appendix C.

but notable effects in socioeconomic factors (Cul-567

tural Cluster × Income Levels × Education Levels:568

F = 4.04, p < .001).569

We focus on income levels, as this demo-570

graphic factor showed consistent effects across571

both datasets (Figure 3). In the Moral Machine572

dataset, Orthodox Europe exhibited higher cul-573

tural representation bias for above-average income574

groups, particularly when compared to other cul-575

tural regions. In the Vaccine dataset, we observed576

a striking pattern: while Gemini and Llama 3.1 8B577

showed unexpectedly lower bias levels in Orthodox578

Europe, Llama 3—the model with the best overall579

performance—exhibited a dramatic increase in bias580

levels in this same region. This contrasting behav-581

ior suggests that model cultural representation bias582

can vary unpredictably when processing cultural583

and demographic intersections.584

These findings indicate that demographic factors’585

influence on cultural representation bias varies sig-586

nificantly across different moral reasoning contexts.587

The contrasting patterns between datasets and the588

inconsistent model behaviors across cultural re-589

gions suggest that current LLMs lack a systematic590

approach to handling demographic intersectionality591

in cultural contexts.592

(detailed in Appendix E)593

5 Conclusion 594

Our analysis reveals the complex nature of cul- 595

tural understanding in current LLMs. Through 596

examining moral attitudes across different cultural 597

contexts, we found that while LLMs can generate 598

responses that vary by culture, they fail to replicate 599

the distinct cultural clustering patterns observed in 600

human responses. This suggests that LLMs may 601

be relying more on surface-level pattern matching 602

rather than demonstrating genuine cultural under- 603

standing. 604

The analysis of cultural representation bias fur- 605

ther complicates this picture. While some mod- 606

els like GPT-4 showed relatively consistent perfor- 607

mance across tasks, others exhibited highly vari- 608

able bias patterns. Particularly noteworthy is the 609

inconsistent relationship between model evolution 610

and bias reduction, as evidenced by the increased 611

bias levels in Llama 3.1 8B compared to its prede- 612

cessor. 613

Our examination of demographic intersectional- 614

ity revealed perhaps the most concerning aspect: 615

the unpredictable variations in model performance 616

when handling cultural and demographic intersec- 617

tions. The dramatic contrast in performance within 618

Orthodox Europe—where some models showed un- 619

7



Moral Machine Dataset Vaccine DatasetWorld Value Survey Dataset

Moral Machine Dataset Vaccine DatasetWorld Value Survey Dataset

A

B

Figure: 三個���的⽂��域×�型��
 語⾔�型對不同⽂���的��變�
1. World Values Survey
�型表現較�定（⼤部��域在 20% ⾄ 30% 之間）�
⽂����
平�表現來��English-Speaking �����是 Protestant Europe。

2. The Moral Machine
�型�較�

GPT-4（�⾊）在所�⽂��域中的表現��定���值變��⼩�
⽂����
天主���和�語�國家的����平�值��明�型對��⽂�的理��⼒較強�

3. Vaccine Hesitancy
��值�布波動�⼤（15% 到 50%）�
�型�較�

Gemini 1.5 Pro（紅⾊）在拉丁��和西⽅�南亞的��值�⾼�顯�該�型對疫�相關議題的⽂��應性
可��限�
Llama 3 8B（橙⾊）在��伊斯�⽂�和�家⽂�中的��值���表現較為�定�

⽂����
拉丁��的�型���圍很⼤�Llama 3 8B（橙⾊）��值約15 %�Gemini, Llama3.1 8B ��很⼤

�結來��
Gemini: 
GPT4:
Mistral 7B:
Llama 3 8B:
Llama 3.1 8B:

Figure 2: Cultural representation bias patterns across models and cultural clusters.

A B

Figure 3: Intersectional patterns of income level and culture clusters.
A: Two panels derived from the World Values Survey (WVS) dataset.
B: Two panels based on the Vaccine Hesitancy dataset.
Left panels represent responses from individuals with below-average income, and right panels represent responses from
individuals with above-average income. (Other demographic factors are detailed in Appendix E.)

expected decreases in bias while others exhibited620

significant increases—highlights the current lim-621

itations of LLMs in processing complex cultural-622

demographic interactions.623

These findings have important implications for624

the deployment of LLMs in cross-cultural contexts.625

While these models have achieved remarkable ca-626

pabilities in language processing, their handling of627

cultural nuances remains inconsistent and poten-628

tially problematic. Future work should focus on629

developing more robust evaluation frameworks and630

training approaches that can better capture and rep-631

resent the complexity of cultural moral attitudes.632

Limitations633

Our study has several limitations that should be con-634

sidered when interpreting the findings. Although635

our datasets are publicly available and include re-636

sponses from participants in various countries, they637

do not fully capture the entire spectrum of moral at-638

titudes present across all global cultures. The data639

are constrained by specific demographic, geograph-640

ical, and temporal contexts, and as such, may not 641

encompass all nuances of cultural representation 642

biases or predict how moral attitudes might evolve 643

in the future. 644

Furthermore, the methodological choices made 645

in this study introduce additional limitations. For 646

instance, calculating the average of moral attitudes 647

and categorizing cultural clusters, while useful for 648

analysis, may oversimplify the inherent complex- 649

ity of these phenomena. Such approaches might 650

obscure finer variations in moral attitudes and the 651

dynamic interplay between culture and individual 652

demographic factors. 653

Our evaluation framework also has inherent lim- 654

itations in assessing LLMs’ cultural understanding. 655

The use of standardized prompts, while necessary 656

for consistent evaluation, may not fully capture the 657

nuanced ways in which cultural context influences 658

moral reasoning in natural conversations. Addition- 659

ally, our binary assessment of cultural representa- 660

tion bias might oversimplify the complex nature of 661

cultural understanding in AI systems. 662
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The models evaluated in this study, while widely663

used, represent only a subset of available LLMs,664

and their responses may not be representative of the665

broader capabilities or limitations of language mod-666

els in processing cultural information. Moreover,667

the rapid pace of model development means that668

our findings might not fully reflect the capabilities669

of the most recent models.670
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A Description of Research Datasets1436

This appendix presents the three datasets employed1437

in our study, each offering distinct perspectives on1438

cultural moral attitudes. The World Values Survey1439

(WVS) examines fundamental moral values using1440

a three-point scale (-1, 0, 1), providing insights into1441

basic moral attitudes across cultures. The Moral1442

Machine Experiment focuses on specific ethical1443

decisions through binary choices (0 or 1) in au-1444

tonomous vehicle scenarios, offering a controlled1445

context for examining cultural variations in moral1446

decision-making. The COVID-19 Vaccine Hesi-1447

tancy Study employs a five-point Likert scale to1448

assess vaccine-related attitudes, capturing nuanced1449

variations in health-related moral judgments across1450

different cultural contexts.1451

These datasets differ not only in their response1452

formats but also in their contextual specificity:1453

from the broad societal values of WVS to the 1454

specific scenario-based decisions in Moral Ma- 1455

chine and the contextually-bound health attitudes 1456

in the Vaccine study. This methodological diver- 1457

sity enables a comprehensive examination of how 1458

LLMs process and represent cultural moral atti- 1459

tudes across different contexts and response for- 1460

mats (see Table 2). 1461

B Prompt Templates 1462

This appendix provides the complete prompt tem- 1463

plates used for each dataset in our study. All 1464

prompts were designed to maintain consistency 1465

across different cultural clusters while capturing 1466

necessary demographic and cultural information. 1467

B.1 World Values Survey Prompts 1468

Following Ramezani et al.’s methodology 1469

(Ramezani and Xu, 2023), we used the following 1470

template: 1471

Pick one. Do people in {Country} believe 1472

that {topic} is: 1473

1474

Never justifiable. 1475

Something in between. 1476

Always justifiable. 1477

Here, Country represents the specific country 1478

being evaluated, and topic represents one of the 1479

19 morality-related items from the WVS. 1480

B.2 Moral Machine Prompts 1481

For the Moral Machine scenarios, we developed a 1482

template incorporating demographic factors: 1483

You're a {age}-year-old {Country} {gender} 1484

earning {income_level} and {education_level}. 1485

You are not {religious} and hold 1486

{progressive_political} views. 1487

Scenario: A self-driving car's brakes fail 1488

near a pedestrian crosswalk. Based on the 1489

persona, choose: 1490

A) Keep the car on its path, protecting 1491

{Scenario} inside. 1492

B) Turn the car, protecting {Scenario} 1493

illegally crossing. 1494

Answer Format: IMPORTANT: Your answer must 1495

be exactly 'A' or 'B' only, no explanation 1496

needed. Select A/B: 1497

Variable definitions: 1498

• age: 18–29, 30–39, 40–49, 50–59, 60+ 1499
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Table 2: Description of Three Research Datasets

Aspect World Values Survey The Moral Machine Ex-
periment

COVID-19 Vaccine
Study

Primary Fo-
cus

Moral values Moral attitudes in emer-
gency scenarios

Moral attitudes in vaccine
scenarios

Categories Topics include ethical val-
ues across personal behav-
iors and societal issues,
such as abortion, cheating,
casual sex, political vio-
lence, bribery, and terror-
ism.

1. Individualism vs More
Characters
2. Individualism vs Young
3. GDP vs Lawful
4. Rule of Law vs Lawful
5. Economic Equality vs
Status
6. Gender Gap vs Females
7. Happiness vs Fit

A. Vaccine Perceptions
(Q1-Q6): COVID-19
Health Risk, Vaccine
Prevention, etc.
B. Vaccine Hesitancy
(Q7-Q9, Q16): Child Vac-
cination Intent, Personal
Willingness to Vaccinate,
etc.
C. Mandate Support
(Q10-Q15): Employer-
Mandated Policy,
Government-Mandated
Policy, University Vacci-
nation Mandates, etc.

Response
Format

Scale from -1 (never justi-
fiable) to 1 (always justifi-
able)

Binary choice (A/B) 5-point Likert scale

Key Feature Cross-cultural moral norm
comparisons

Overlapping categories al-
lowed

Distinct categorization

Decision
Type

Aggregated moral judg-
ments by topic and coun-
try

Immediate moral choice Considered health deci-
sion

• income_level: “below average income”,1500

“above average income”1501

• education_level: “with college education”,1502

“without college education”1503

• Scenario: Specific scenario combinations1504

from the eight moral dimensions1505

B.3 Vaccine Hesitancy Prompts1506

For the Vaccine Hesitancy dataset, we used the1507

following template:1508

You are from {Country}, aged {age},1509

{education_level}, and your {income_level}.1510

Scenario: In the midst of the COVID-191511

pandemic in 2021. Misperceptions of COVID-191512

vaccine safety, efficacy, risks, and mistrust1513

in institutions responsible for vaccination1514

campaigns have been reported as factors1515

contributing to vaccine hesitancy. You are1516

being asked questions related to vaccine 1517

hesitancy. 1518

Scale: 1519

1 = Strongly disagree 1520

2 = Somewhat disagree 1521

3 = Unsure/no opinions 1522

4 = Somewhat agree 1523

5 = Strongly agree 1524

Based on the persona, please rate: 1525

{question} 1526

Answer format: 1/2/3/4/5 1527

factors use the same demographic categories as 1528

the Moral Machine prompts, with question rep- 1529

resenting specific vaccine-related items from the 1530

survey. 1531

Note: All prompts were used consistently across 1532

models, with temperature settings fixed at 0.7 for 1533

all interactions to ensure reproducibility. 1534
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C Cultural Patterns in Moral Attitudes1535

In this appendix, we present scatter plots com-1536

paring human responses with outputs from LLMs1537

(GPT-4, Gemini 1.5 Pro, Llama 3.1 8B, Llama 31538

8B, and Mistral 7B) across three datasets. Each1539

figure illustrates the relationship between two key1540

cultural value dimensions (Traditional vs. Secular-1541

rational and Survival vs. Self-expression) and spe-1542

cific moral attitudes—namely, attitudes toward ho-1543

mosexuality, personal willingness to vaccinate, and1544

cultural attitudes toward sparing pedestrians (i.e.,1545

autonomous vehicle scenarios).1546

Figures A1 and A2 (attitudes toward homosexu-1547

ality) and Figures A3 and A4 (willingness to vac-1548

cinate) are based on conditions where human re-1549

sponses exhibit high correlations and significance,1550

although LLMs generally show weaker or more1551

variable alignments. In contrast, Figures A5 and1552

A6—depicting cultural attitudes toward sparing1553

pedestrians—do not reach statistical significance in1554

any condition (though we selected those approach-1555

ing significance). Overall, these findings highlight1556

notable discrepancies between human moral atti-1557

tudes and models outputs.1558

D Statistical Analysis Results1559

This appendix presents the statistical analysis re-1560

sults summarizing cross-cultural variations in LLM1561

responses. Tables 3 and 4 provide detailed re-1562

sults for correlation analysis, chi-square tests, and1563

ANOVA.1564

D.1 Scope of Analysis1565

The analysis encompassed a total of 2,902 statisti-1566

cal tests, distributed as follows:1567

• Correlation Analysis: 33 tests1568

• Demographic Chi-Square Tests: 1,105 tests1569

• Vaccine Questionnaire Chi-Square Tests:1570

1,764 tests1571

D.2 Key Results1572

Out of the total tests, the following highlights1573

emerged:1574

• Statistically Significant Results: Over 30%1575

of tests reached significance (p < .05), with1576

the Vaccine Hesitancy dataset demonstrat-1577

ing the highest proportion of significant out-1578

comes.1579

• ANOVA Highlights: 1580

– Models: Extremely significant across all 1581

datasets (F > 50, p < .0001). 1582

– Cultural Clusters: Significant main ef- 1583

fects observed, particularly in interac- 1584

tions with models. 1585

– Dataset Differences: The Vaccine Hes- 1586

itancy dataset exhibited the most pro- 1587

nounced variations, indicating stronger 1588

cultural and demographic influences. 1589

D.3 Table References 1590

Table 3 provides a summary of Cross-Cultural sta- 1591

tistical results, while Table 4 focuses on ANOVA 1592

results, showcasing the impact of cultural clusters 1593

and model interactions. 1594

E Intersectional Analysis of 1595

Demographics and Culture Clusters 1596

Figure 10 presents comprehensive visualizations of 1597

these intersectional patterns. In the Moral Machine 1598

dataset (A–D), gender analysis (A) reveals slightly 1599

higher female bias patterns across cultural clusters, 1600

particularly in Confucian regions, while male par- 1601

ticipants in Protestant Europe and West & South 1602

Asia exhibit higher intersectional bias compared 1603

to males in other cultural regions, contrasting with 1604

findings from Yang et al. (2024). Income level 1605

comparisons (B) demonstrate increased variance 1606

in high-income groups, particularly in Protestant 1607

Europe and West & South Asia. Education level 1608

(C) exhibits higher bias levels among those without 1609

bachelor’s degrees in West & South Asia, and with 1610

bachelor’s degrees in Europe. Age group analy- 1611

sis (D) shows substantial variation with increasing 1612

divergence in model predictions as age increases, 1613

though it’s important to note the limited data dis- 1614

tribution in older age groups (50–59: 3.6%, 60+: 1615

2.2%, as shown in Table 1). 1616

The Vaccine dataset (E–H) displays distinct in- 1617

tersectional patterns with wider variation in model 1618

cultural bias trends across demographic character- 1619

istics (as discussed in Section 4.2). Gender-based 1620

patterns (E) show higher variance than the Moral 1621

Machine dataset, with Gemini 1.5 Pro exhibiting 1622

pronounced bias peaks (∼ 50%) in several cultural 1623

clusters. Income-level effects (F) are more pro- 1624

nounced, particularly in Latin America and West & 1625

South Asia. Educational background (G) demon- 1626

strates marked differences between degree holders 1627

and non-holders, especially in Orthodox Europe. 1628
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Figure 4: Cultural Attitudes Toward Homosexuality (Traditional vs. Secular-rational Values)

Figure 5: Cultural Attitudes Toward Homosexuality (Survival vs. Self-expression Values)
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Figure 6: Cultural Attitudes Toward Personal Willingness to Vaccinate (Traditional vs. Secular-rational Values)

Figure 7: Cultural Attitudes Toward Personal Willingness to Vaccinate (Survival vs. Self-expression Values)
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Figure 8: Cultural Attitudes Toward Sparing Pedestrian (Traditional vs. Secular-rational Values)

Figure 9: Cultural Attitudes Toward Sparing Pedestrian (Survival vs. Self-expression Values)
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A E

B F

C G

D H

Figure 10: Intersectional Analysis of Demographics and Culture Clusters. Each subplot illustrates demographic
interactions across gender, income levels, education levels, and age groups, comparing the performance of different
models (GPT-4, Llama, Gemini, Mistral) across cultural clusters. Error bars represent standard deviations.

Subplots A–D (Moral Machine Datasets): These subplots
analyze the interactions between cultural clusters and demo-
graphic factors such as gender, income levels, education lev-
els, and age groups. Results are based on the Moral Machine
dataset.

Subplots E–H (Vaccine Datasets): These subplots present
similar analyses focusing on vaccine-related attitudes across
cultural clusters and demographic categories, using the Vaccine
dataset.
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Table 3: Summary of Significant Results from Correlation and Chi-Square Analyses

Analysis Cluster Var Model Stat p n

WVS Correlation
Corr Eng-Spk Overall Llama 3.1 8B r = 0.889 2.56× 10−20 57
Corr Prot. Eur. Overall Llama 3.1 8B r = 0.879 4.12× 10−13 38

MM Chi-Sq
χ2 Afr-Islam Income GPT-4 797.10 1.84× 10−172 5,925
χ2 Afr-Islam Gender GPT-4 683.31 4.18× 10−149 5,425
χ2 Afr-Islam Age GPT-4 644.03 1.42× 10−140 5,055

Vaccine Chi-Sq
χ2 Afr-Islam Income GPT-4 1730.20 ≈ 0 3,206
χ2 Afr-Islam Gender GPT-4 1456.58 ≈ 0 3,259
χ2 Lat-Am Gender GPT-4 1381.42 2.29× 10−302 1,970

Table 4: ANOVA Results for Three Datasets.

Factor WVS MM VH

Main Effects
Cultural Clusters 18.60∗∗∗∗ 4.34∗∗∗ 13.09∗∗∗∗

Models 53.18∗∗∗∗ 47.70∗∗∗∗ 416.88∗∗∗∗

Gender 0.89 0.47 1.57
Income Levels 1.42 1.22 11.90∗∗∗∗

Education Levels 0.85 1.29 0.85
Age Groups 0.78 1.25 0.78

Two-way Interactions
Cul. Clust. × Models 3.38∗∗∗ 1.64∗ 29.86∗∗∗∗

Cul. Clust. × Gender 1.60 3.31∗∗ 1.60
Cul. Clust. × Income 2.08∗ 5.80∗∗∗ 2.08∗

Cul. Clust. × Educ. 1.28 3.02∗∗ 1.28
Cul. Clust. × Age 0.62 15.48∗∗∗∗ 0.62

Three-way Interactions
Cul. Clust. × Gender × Income 0.33 2.99∗∗ 0.33
Cul. Clust. × Gender × Educ. 0.40 2.40∗ 0.40
Cul. Clust. × Gender × Age 0.22 3.56∗∗∗ 0.22
Cul. Clust. × Income × Educ. 4.04∗∗∗ 2.30∗ 4.04∗∗∗

Cul. Clust. × Income × Age 0.25 4.29∗∗∗ 0.25

Note: p < .05(∗), p < .01(∗∗), p < .001(∗∗∗), p < .0001(∗∗∗∗). All values are rounded to 2 places.

Age-related patterns (H) reveal consistent trends1629

across groups, with elder cohorts showing slightly1630

higher bias levels.1631

In general, our analysis reveals that LLMs’ cul-1632

tural representation bias is more complex than ini-1633

tially apparent. While model architecture effects1634

dominate the overall bias patterns (Section 4.2), the1635

inconsistent performance across demographic inter-1636

sections suggests potential limitations in genuine1637

cultural understanding. The Moral Machine dataset1638

shows that cultural biases are often amplified by1639

specific demographic combinations, particularly in1640

West & South Asia. More tellingly, in the Vaccine1641

dataset, even models with lower overall cultural1642

bias (e.g., GPT-4, Llama 3 8B) struggle with spe-1643

cific cultural-demographic intersections, notably1644

in Orthodox Europe. Latin America presents a1645

striking case of model inconsistency, with bias vari- 1646

ations from 20% to 50% across models. These 1647

varying patterns of bias across different contexts 1648

and tasks raise questions about the depth of cultural 1649

representation bias in current LLMs. 1650

F Experimental Setup and 1651

Reproducibility 1652

To ensure reproducibility, we provide detailed doc- 1653

umentation of the software libraries, versions, and 1654

parameter settings used in our experiments. Note 1655

that all models were used exclusively for inference. 1656

F.1 Software and Libraries 1657

Our experiments were implemented in Python 1658

3.10 and leveraged PyTorch 1.12.1 as the deep 1659

learning framework. The primary NLP library 1660
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used for model inference was Hugging Face’s1661

transformers (v4.28.0). Additional dependencies1662

include standard Python packages for data handling1663

and processing.1664

F.2 Inference Models1665

We employed the following pre-trained LLMs for1666

inference:1667

• Llama 3 8B1668

(meta-llama/Meta-Llama-3-8B-Instruct)1669

• Llama 3.1 8B1670

(meta-llama/Llama-3.1-8B-Instruct)1671

• Mistral 7B1672

(mistralai/Mistral-7B-Instruct-v0.1)1673

• GPT-4 (accessed via OpenAI API)1674

• Gemini 1.5 Pro (accessed via Gemini API)1675

For API-based models (GPT-4 and Gemini 1.5 Pro),1676

secure API keys were used for model access and1677

inference.1678

F.3 Computational Environment1679

Our experiments were executed on a workstation1680

equipped with dual NVIDIA GeForce RTX 40901681

GPUs and running Ubuntu 20.04 LTS. We used1682

CUDA 11.7 to ensure compatibility with the GPU1683

drivers and deep learning frameworks. This en-1684

vironment provided sufficient computational re-1685

sources for concurrent data preprocessing and1686

model inference.1687

F.4 Additional Tools and Reproducibility1688

Measures1689

To assist with coding, data processing, and writ-1690

ing, we utilized tools such as ChatGPT and GitHub1691

Copilot. All code is version-controlled using Git,1692

and the complete codebase—including a require-1693

ments file listing all dependencies—will be made1694

available in our public repository.1695
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