Information Processing and Management 63 (2026) 104319

Contents lists available at ScienceDirect

Information Processing and Management

journal homepage: www.elsevier.com/locate/ipm "

Check for

A multi-agent framework with legal event logic graph for
multi-defendant legal judgment prediction

Weikang Yuan ?, Kaisong Song ', Zhuoren Jiang *®-*, Junjie Cao®, Yujie Zhang?,
Chengyuan Liu?, Jun Lin®, Ji Zhang ", Kun Kuang ?, Xiaozhong Liu ¢

a Zhejiang University, Hangzhou, China
Y Tongyi Lab, Alibaba Group, Hangzhou, China
¢ Worcester Polytechnic Institute, USA

ARTICLE INFO ABSTRACT
Keywords: Multi-defendant Legal Judgment Prediction (LJP) is a complex and challenging task in real-
Multi-defendant LJP world legal scenarios. Existing approaches often struggle with analyzing intricate relationships

Large language models among defendants and incorporating domain-specific legal expertise, particularly in penalty pre-

diction. To address these challenges, we propose MAGLJP, a novel Multi-Agent framework with
Legal Event Logic Graph for multi-defendant LJP. Our framework systematically decomposes the
task into a Standard Operating Procedure, employing three specialized LLM-based agents: the
Conviction Agent for law article and charge prediction, the Legal Knowledge Assistant Agent
for legal knowledge integration, and the Sentencing Agent for penalty prediction. To support
legal reasoning and effectively integrate domain knowledge, we introduce the Legal Event Logic
Graph (LELG), a directed acyclic graph structure designed to represent and infer the complex
relationships among criminal facts, legal knowledge, and sentencing outcomes. Additionally, we
construct a comprehensive legal knowledge base that incorporates multiple levels of judicial
interpretation. Extensive experiments on two benchmark multi-defendant LJP datasets show
that MAGLJP significantly outperforms strong baselines, achieving state-of-the-art performance
across all evaluation metrics. Tests conducted across diverse scenarios and case studies further
demonstrate the robustness, generalization ability, and interpretability of MAGLJP, highlighting
its strong applicability in real-world judicial settings.

Legal event logic graph
Multi-agent collaboration

1. Introduction

The judicial system serves as the key mechanism for safeguarding fundamental rights and maintaining social equity. However,
judicial systems are facing intensifying pressures from explosive case growth versus limited judicial expertise. In China, there were
approximately 130,000 judges handling over 46 million adjudicated cases in 2024, resulting in an average annual caseload of 354
cases per judge.! This substantial disparity threatens the efficiency and sustainability of legal systems and highlights the urgent need
for technological support. Similar challenges have also been observed in various legal systems globally (Cui, Shen, & Wen, 2023),
where judicial resources are strained under increasing caseloads and legal complexity.

Legal Artificial Intelligence (Legal AI) has emerged as a promising solution to assisting legal professionals by automating
repetitive tasks and improving overall efficiency. At the same time, it enhances the accessibility and equity of legal services by
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Fig. 1. An illustration of multi-defendant LJP. Generally, a judge needs to reason on the fact description to clarify the complex interactions among different
defendants and make accurate judgments for each defendant.

providing non-experts with reliable legal references and affordable support options (Zhong et al., 2020). With the advancement
of Large Language Models (LLMs), significant progress has been made in areas such as text comprehension, complex reasoning,
and text generation (Chowdhery et al., 2023; OpenAl, 2023; Touvron et al., 2023). These capabilities have facilitated Legal Al
applications such as similar case retrieval (Sun, Zhang, et al., 2024), judgment prediction (Wu et al., 2023; Yuan et al., 2024),
document summarization & generation (Deroy et al., 2023), and legal consultation services (Louis et al., 2024).

Legal Judgment Prediction (LJP) is one of the most common tasks in judicial decision-making. It aims to predict final judgment
outcomes based on given case facts. The LJP task primarily involves determining two main parts: the Adjudging Circumstance, which
predicts the corresponding verdicts (i.e., law articles and charges), and Sentencing Circumstance, which determines the terms of
penalty (Yue et al., 2021). In practice, a substantial proportion of real-world criminal cases involve multiple defendants and multiple
charges.” However, most existing LJP approaches focus solely on single-defendant scenarios and are ill-equipped to handle the
increased procedural and reasoning complexity posed by multi-defendant cases. As illustrated in Fig. 1, multi-defendant LJP differs
fundamentally from traditional single-defendant LJP in that it requires disentangling each defendant’s individual criminal facts and
clarifying their relationships to others, followed by making separate legal predictions for each individual.

The task of multi-defendant legal judgment prediction (LJP) presents two primary challenges:

Increased procedural complexity. In multi-defendant cases, the fact descriptions of different defendants are usually presented
together in one narrative. However, the charges and penalties must be individually determined based on each defendant’s specific
circumstances. To ensure fair adjudication, judges must accurately identify the relationships among defendants and their respective
roles in the case. This process necessitates a deep understanding of judicial decision-making logic and the ability to model the
complex chains of reasoning involved (Lyu et al., 2023).

Insufficient integration of legal knowledge affecting subtask performance. LJP comprises three core subtasks: law article
prediction, charge prediction, and penalty prediction. Among them, penalty prediction has consistently proven to be the most
challenging, as evidenced by numerous studies in the field (Lyu et al., 2023; Yue et al., 2021; Zhong et al., 2018). This difficulty
largely results from the complex and context-dependent nature of sentencing decisions, which involve numerous factors such as the
nature and social harm of the crime, degree of involvement (principal or accomplice), the offender’s identity (e.g., minors are often
given lighter sentences), and other circumstances subject to judicial discretion. Moreover, legal knowledge relevant to sentencing is
often fragmented and dispersed across various sources, including statutory provisions and interpretive guidelines, making it difficult
for general models to incorporate and reason over effectively. These challenges highlight the urgent need for more structured and
efficient methods to integrate legal knowledge, particularly to improve the accuracy and reliability of penalty prediction.

To address the above challenges, we propose a Multi-Agent framework with Legal Event Logic Graph for Multi-Defendant Legal
Judgment Prediction (MAGLJP).

To tackle the first challenge, we conceptualize the multi-defendant LJP task as a Standard Operating Procedure (SOP), which
includes three components, (1) Charge and Law Article Prediction, (2) Legal Event Logic Graph Generation, and (3) Sentence
Prediction. Consequently, we leverage large language models (LLMs) to develop three agents: the Conviction Agent, the Legal
Knowledge Assistant Agent, and the Sentencing Agent. These agents collaboratively address the multi-defendant LJP task, reflecting

2 Based on empirical research examining disclosed legal documentation, nearly 30% of cases involve multi-defendants (Pan et al., 2019).
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the reasoning logic of legal experts as they analyze cases and reaching judgment decisions. Specifically, the Conviction Agent is
responsible for predicting both applicable charges and law articles based on the defendants’ criminal facts. Based on these adjudging
circumstances, the Legal Knowledge Assistant Agent retrieves relevant legal knowledge and constructs a Legal Event Logic Graph
(LELG). Finally, the Sentencing Agent integrates the criminal facts, the predicted charges and legal articles from the Conviction
Agent, and the LELG from the Legal Knowledge Assistant Agent to more accurately predict the defendants’ terms of penalty.

To address the second challenge, we propose a two-level solution. Firstly, to tackle the complexity of domain-specific legal
knowledge required for penalty prediction, we have constructed a comprehensive legal knowledge base. This knowledge base
integrates authoritative data from Chinese Criminal Law, guidelines from the Supreme People’s Court, and directives from provincial
high courts across most regions. This resource serves to clarify inherent ambiguities in legal rules and definitions. For instance, while
Chinese Criminal Law provides general sentencing ranges (e.g., “3-7 years imprisonment for severe drug trafficking circumstances”),
it often lacks specific quantitative criteria. The precise thresholds, such as the amount of drugs that constitutes a particular severity
level, are typically detailed in supplementary legal documents, which our knowledge base comprehensively incorporates. Secondly,
we employ a Legal Event Logic Graph (LELG) to efficiently utilize legal knowledge. Specifically, the LELG is designed to represent
and reason about causal relationships in legal cases. It is structured as a Directed Acyclic Graph (DAG), comprising nodes and edges
that map the relationships between criminal facts, legal knowledge, and penalty outcomes. This graph-based structure enables more
effective representation and reasoning of complex legal information, facilitating more accurate and interpretable legal judgment
prediction. By fine-tuning the Conviction and Sentencing Agent, we have substantially enhanced their performance in legal judgment
prediction.

Our contributions can be summarized as follows:

1. Multi-agent framework for multi-defendant LJP: We propose MAGLJP, the first multi-agent framework with Legal Event
Logic Graph that systematically formalizes multi-defendant LJP task. We address this task as a Standard Operating Procedure,
utilizing multi-agents to collaboratively address the problem. This approach breaks down complex procedural multi-defendant LJP
task by emulating legal experts’ operational logic in complex case analysis. MAGLJP not only enhances prediction performance but
also provides valuable procedural insights for future developments in legal judgment prediction.

2. LELG for efficient legal knowledge integration: We introduce the LELG, a novel directed acyclic graph-based structure
that explicitly models the causal relationships among criminal facts, legal knowledge, and sentencing outcomes. The graph’s
three-tier architecture achieves superior interpretability through hierarchical knowledge representation while enhancing prediction
performance. It offers a new perspective for the efficient integration of legal knowledge in future research on LJP and explainable
legal Al systems.

3. Comprehensive legal knowledge base for enhanced judgment prediction: We meticulously construct a knowledge base
of judicial interpretations at various levels, related to different charges. This knowledge base extends and complements the legal
knowledge traditionally derived solely from law articles regarding charges and sentencing. This comprehensive knowledge base
provides fine-grained legal insights that enhance LLMs. It represents a valuable resource that facilitates future research in legal
judgment prediction, particularly in the challenging domains of precise penalty prediction.

4. Empirical validation of model performance: We validated our proposed MAGLJP on two multi-defendant LJP datasets, and
MAGLJP achieved state-of-the-art results across the three sub-tasks of LJP. Specifically, on the MultiLJP dataset, our model improved
the predictions F1-score for law articles, charges, and penalties by 36.87%, 44.62%, and 49.67%, respectively. On the CAIL2024-
DRDZ dataset, the improvements were 18.07%, 17.46%, and 47.12%, respectively. These significant improvements demonstrate
the effectiveness and robustness of our model, offering a flexible path to improve the performance of LLMs in domain-specific
applications.®

The rest of the paper is organized as follows. Section 2 reviews the existing LJP methods from previous studies, highlighting the
differences of our work. Sections 3 and 4 introduce the preliminaries of multi-defendant LJP and the core idea of our framework.
Section 5 presents the baselines, data, experimental setting, and results. Finally, in Section 6, we conclude the paper.

2. Related work
2.1. Legal judgment prediction

2.1.1. Single-defendant and multi-defendant LJP

Legal Judgment Prediction (LJP) has been studied in both case law countries (Katz et al., 2017; Malik et al., 2021) and statutory
law countries (Feng et al., 2022). Most research has focused primarily on single-defendant cases, as multi-defendant cases are
generally skipped due to their complexity. Early research centered around rule-based systems (Kort, 1957; Segal, 1984), which
struggled with the complexity of real-world cases, especially when multiple legal factors were involved. The advent of machine
learning ushered in a second paradigm shift (Liu & Chen, 2018; Sulea et al., 2017), but shallow models failed to capture the semantic
details of lengthy legal documents. Recent advancements in deep learning have changed this landscape. In the realm of single-
defendant LJP, studies have focused on multi-task learning (Yang et al., 2019; Zhong et al., 2018), leveraging legal knowledge (Yue
et al., 2021), and using pre-trained language models (Chalkidis et al., 2020; Xiao et al., 2021).

3 The resource is available at https://github.com/yuanwk99/LegalknowBase MAGLJP.
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For multi-defendant LJP, there has been limited research. MAMD (Pan et al., 2019) introduced a multi-scale attention model for
charge prediction in multi-defendant cases, focusing on specific defendants based on their names and fact descriptions. MUD (Wei
et al., 2024) introduced a new benchmark for cases involving multiple defendants, incorporating crime elements and legal rules for
charge prediction. However, both MAMD and MUD are limited to charge prediction and do not address tasks such as law article
prediction and penalty prediction, which to some extent limits its generalizability in LJP tasks. HRN (Lyu et al., 2023) followed
hierarchical reasoning chains to determine criminal relationships, sentencing circumstances, law articles, charges, and penalties for
each defendant and developed a multi-defendant LJP dataset called MultiLJP. CMDL (Huang et al., 2024) is another multi-defendant
LJP dataset, highlighting that existing state-of-the-art methods struggle with cases involving multiple defendants.

2.1.2. Incorporating legal knowledge in LJP

Given the importance of legal knowledge in judicial decisions, several studies have attempted to integrate legal knowledge
into models to improve performance. Luo et al. (2017) used legal articles as a knowledge base, employing attention mechanisms to
aggregate relevant article representations to support judgment predictions. Xu et al. (2020) explored extracting distinctive knowledge
from similar law articles using a graph-based method. Gan et al. (2021) proposed representing declarative legal knowledge as first-
order logic rules, integrating these into a co-attention network-based model. Zhao et al. (2023) employed a multi-graph fusion
mechanism to integrate legal article information. Li et al. (2025) proposed a contrastive knowledge fusion module to inject external
statute knowledge into fact description embeddings. However, the knowledge primarily focuses on charge predictions and lacks
detail for accurate penalty predictions.

In summary, previous studies on LJP tend to focus only on single-defendant scenarios and are often insufficient for multiple
defendants. While some approaches leverage graphs or text to integrate legal knowledge, such knowledge is typically derived from
law articles and may be insufficient for accurate penalty prediction. Furthermore, these approaches may fail to consider explicit
causal interactions between defendants and knowledge, potentially undermining the predictive performance and reliability of LJP
tasks. To tackle these limitations, we (1) construct a comprehensive legal knowledge base that encompasses a broader spectrum
of judicial knowledge, and (2) introduce a Legal Event Logic Graph that explicitly models the interconnections between defendant
case facts and legal knowledge to improve predictive capabilities.

2.2. LLM-based multi-agent collaboration framework

Large Language Models (LLMs) show great promise in legal contexts due to their ability to understand and generate text.
Consequently, LLM-driven agents have been studied and developed rapidly, aiding complex decision-making across various
contexts (Guo et al., 2024). Multi-agent collaboration reflects human cooperation in solving complex tasks, with applications in
software development (Hong et al., 2023), mathematics, coding (Wu et al., 2024), and medical reasoning (Tang et al., 2024). In the
legal domain, multi-agent frameworks have been employed in legal consultations (Cui, Li, et al., 2023; Sun, Dai, Luo, et al., 2024),
confusing charge prediction (Yuan et al., 2024), and court simulation (He et al., 2024). However, there is still a notable gap in the
exploration of multi-agent collaboration frameworks for multi-defendant LJP.

Our innovation lies in transforming multi-defendant LJP into a structured process, akin to a Standard Operating Procedure (SOP).
By emulating legal experts’ decision-making processes and designing multiple collaborative agents, we propose MAGLJP, a multi-
agent collaboration framework to standardize workflows and decompose complex legal reasoning task, thereby improving prediction
effectiveness.

3. Preliminaries

The multi-defendant legal judgment prediction task aims to predict the judgment results of multiple applicable law articles,
charges and a term of penalty for each defendant. So the task can be divided into three subtasks: charge prediction, law article
prediction and penalty prediction. The prediction of law articles and charges can be served as multi-label classification tasks, and
term of penalty prediction is a multi-class classification task.

Formally, given the case fact (criminal fact) x from a real case and the set of involved defendants D = {d,,d,, ..., d;}, where I is
the number of defendants. The LJP task includes a set of charges C, a set of law articles .4, and terms of imprisonment (penalty) 7
which are typically divided into several time intervals. The prediction model M aims to predict the applicable charges, law articles
and the term of penalty for each defendant d based on the case fact x:

Y9, Y5, Yy = M(x) ®

where Vi isa subset of A, Vi isa subset of C, and y; is one of the classes of 7.

Sub-tasks Dependencies: In LJP, the prediction sub-tasks exhibit strong interdependencies. The identification of applicable law
articles and charges traditionally precedes and informs sentencing decisions, following established legal principles. However, most
existing studies treat these tasks as independent components, predicting each element separately as shown in Eq. (1). While some
pioneering works like TopJudge (Zhong et al., 2018) have acknowledged and incorporated the topological dependencies among
these sub-tasks, they do not explicitly leverage legal knowledge in their prediction process. This limitation is particularly evident in
penalty prediction, where domain-specific legal expertise plays a crucial role in determining appropriate sentences.

In our approach to the LJP task, we introduce two key procedural enhancements: (1) We streamline the task process by
clearly defining the logical relationships between three subtasks and define the Multi-defendant LJP as a multi-agent collaboration
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Fig. 2. Overview framework of MAGLJP. Given case facts involving multiple defendants, the framework processes legal judgment through three stages: (1) The
Conviction Agent analyzes adjudging circumstances to predict charges and law articles, (2) The LegalKnow Assistant performs knowledge retrieval and LELG
generation, and (3) The Sentencing Agent considers sentencing circumstances to predict appropriate penalties.

framework. (2) We identify an efficient way to assist predictive models in leveraging external legal knowledge for more accurate
penalty prediction.

Our framework employs three specialized agents. First, a Conviction Agent M., predicts each defendant’s charges and relevant
law articles based on the facts (detailed in Section 4.2). Then, building upon these predictions, we explore an efficient way to
incorporate relevant legal knowledge to aid in more accurate penalty prediction. Specifically, we define a Legal Knowledge Assistant
Agent (LegalKnow Assistant) M, knew tO Tetrieve relevant legal knowledge and generate a Legal Event Logic Graph (detailed in
Section 4.3). Finally, a sentencing agent M, incorporates the LELG information to make accurate penalty predictions (detailed in
Section 4.4). This process can be formalized as shown in Eq. (2):

V9 V5 = Megpy(x)
LELGI = Mlegalknow(x’ K, y;, YZ) 2
yij = Msem(x’ LELGf)

where K can represent any external legal knowledge base, such as statutory provisions, legal theories and doctrines. In this work,
we specifically utilize a comprehensive legal knowledge base that we construct as K.

4. The proposed framework: MAGLJP

In this section, we will introduce our proposed model: Multi-Agent framework with Legal Event Logic Graph for Multi-Defendant
Legal Judgment Prediction (MAGLJP). We first provide an overview of the overall framework, followed by detailed descriptions of
each component’s operational mechanisms.

4.1. Overall framework

The overall framework is illustrated in Fig. 2. Drawing inspiration from the judicial reasoning process employed by legal experts,
we conceptualize multi-defendant legal judgment prediction as a three-stage Standard Operating Procedure (SOP):

1. Adjudging Circumstance Analysis: The Conviction Agent analyzes case facts and adjudging circumstances to predict
applicable charges and corresponding law articles for each defendant.

2. Legal Knowledge Integration: The LegalKnow Assistant performs knowledge retrieval and Legal Event Logic Graph (LELG)
generation to integrate domain-specific legal expertise into the reasoning process.

3. Sentencing Prediction: The Sentencing Agent evaluates sentencing circumstances and leverages the integrated legal
knowledge to make penalty predictions.
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Fig. 3. Workflow of MAGLJP, showcasing the specific prompting strategies and work flow between components. The diagram illustrates (a) the prompt-based
conviction analysis with defendant decomposition, (b) the legal knowledge integration and LELG generation process, and (c) the structured penalty prediction
mechanism.

This procedural decomposition serves as the foundation for our proposed MAGLJP framework, which consists of three specialized
yet interconnected components: (1) Conviction Agent for law article & charge prediction, (2) LegalKknow Assistant for legal
knowledge integration and LELG generation, and (3) Sentencing Agent considers sentencing circumstances to predict appropriate
penalties.

4.2. Conviction agent

In this section, we introduce the Conviction Agent M_,,,, which serves as the foundational component for identifying applicable
charges (C,) and law articles (A,) based on criminal facts. Given the nature of multi-defendant LJP task, followed previous
works (Lyu et al., 2023; Pan et al., 2019), we first decompose the defendant list D = {d, ..., d,} to enable individual predictions for
each defendant. Formally, for each defendant d;, the agent M,,,, processes the concatenated input of defendant name name, and
associated factual descriptions to generate predictions. To enhance task-specific reasoning, we design a legal expert persona prompt
Peonv containing role definition, task instructions and output format specifications. The workflow of the M can be formally
expressed as:

conv

J’;y J’Z: = M onp(X, NAME, Peony’s Ocony) ®

where 6,,,, is the parameters of the Conviction Agent M.,

The agent M., should possess the capability to identify relevant actions and determine corresponding charges and law articles
for each defendant based on their name. In our implementation, we utilize Qwen2.5-7B-Instruct (Yang et al., 2024) as the backbone
model for M,,,,, which is an instruction-following open-source large language model pre-trained on over 18 trillion tokens,
demonstrating strong fundamental capabilities and professional knowledge. Through supervised fine-tuning on our training dataset,
we update the parameters 6,,,, of the conviction agent to enhance its instructions-following ability and prediction accuracy for
charges and law articles effectively.

As illustrated in Fig. 3a, the conviction agent operates through the following workflow. The process begins with input comprising
a list of defendants (e.g., Defendant A and Defendant B) and the associated case facts. After decomposing the defendant list, the
agent processes each defendant’s name alongside the case facts. Operating with a legal expert persona specialized in charge and law
article prediction, the Conviction Agent analyzes the case details to determine appropriate legal outcomes for each defendant. The
agent then generates structured predictions, assigning specific charges (such as “Crime of Trafficking Drugs”) and corresponding
legal articles (e.g., “Article 347”) to each individual defendant.

4.3. LegalKnow assistant

We introduce the Legal Knowledge Assistant Agent (LegalKnow Assistant) in this section. In judicial practice, legal experts
determine sentencing by first consulting relevant judicial knowledge, mapping atomic facts of criminal behavior (including both
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Fig. 4. Multi-Level Legal Framework for Drug Trafficking Penalties. The figure illustrates the integration of legal standards for a case involving 1.8 g of heroin
trafficked to three persons in China. It starts with the national Criminal Law (Article 347) defining basic and serious offenses with penalties under three years
and three to seven years, respectively. It moves to the Supreme People’s Court’s guidelines providing quantity thresholds and penalty adjustments. Finally, the
Provincial High Court Guidance refines these rules, detailing adjustments for smaller quantities and aggravating factors such as multiple trafficking or recidivism.
Human penalty predictions with legal knowledge are shown at each level, highlighting the effect of legal interpretation on sentencing.

individual sentencing factors and complex inter-defendant relationships) to corresponding sentencing circumstances from legal
knowledge, ultimately arriving at an appropriate sentence for each defendant. To emulate this judicial reasoning logic, the Legal
Knowledge Assistant agent (LegalKnow Assistant) M,,,qkne S€TVES two primary roles: First, the LegalKnow Assistant M, qiknow
retrieves relevant legal knowledge that influences sentencing decisions based on case facts and the charges and legal articles
predicted by the conviction agent M,,,,. Second, to establish connections between criminal facts and legal knowledge, the M40
generates a Legal Event Logic Graph that maps these relationships, providing crucial auxiliary information for penalty prediction.

Given that existing legal resources, such as criminal law definitions, are often too broad to effectively differentiate between
various circumstances and their corresponding penalties, we have meticulously constructed a comprehensive knowledge base
incorporating legal knowledge and guidance from various levels of Chinese legal system. We will first introduce the construction of
the Legal Knowledge Base and explain how the LegalKnow Assistant M., k.0 Performs legal knowledge retrieval and generates
the Legal Event Logic Graph.

4.3.1. Legal knowledge base construction

From a theoretical perspective, we formally define the legal knowledge base K as a tuple K = (R, C, L), where R represents the
set of geographical regions, C denotes the set of criminal charges and L is the set of legal texts including sentencing guidelines and
interpretations. A mapping function ¢ : R x C — L that associates each region-charge pair with corresponding legal knowledge.
This formal structure ensures the systematic organization and retrieval of legal knowledge.

Chinese criminal justice system operates through a multi-tiered legal knowledge architecture, where statutory provisions from
the Criminal Law form only the foundational layer. In practice, sentencing decisions require synthesizing hierarchical judicial
interpretations — from Supreme People’s Court guidelines to provincial-level directives — that progressively refine abstract legal
principles into operational rules.

Fig. 4 demonstrates the hierarchical structure of Chinese legal sentencing framework. At the national level, Article 347 of
the Criminal Law establishes broad sentencing ranges (e.g., < 3 years for basic drug trafficking cases and 3-7 years for serious
cases). However, these statutory provisions lack operational specificity for precise penalty determination. The Supreme People’s
Court’s guidance introduces quantitative thresholds (e.g., < 10 g of heroin defining “serious cases”) and benchmark penalty
adjustments (2—4 years). This intermediate layer begins to operationalize the statutory language but remains insufficient for nuanced
case handling. Provincial-level guidelines further refine these standards through three critical enhancements: (1) Lower quantity
thresholds (< 2 g heroin), (2) Contextual aggravating factors (multiple recipients, recidivism), and (3) Differentiated sentencing
brackets (0.5-1 vs. 3—4 years). This granularity exemplifies how multi-level legal knowledge integration enables precise penalty
prediction — a defendant trafficking 1.8 g heroin to three recipients would receive 3-4 years under provincial rules, whereas national
provisions alone could only suggest the broader 3-7 year range.

Construction details:

We construct a comprehensive legal knowledge base to directly address this challenge by providing detailed sentencing guidance.
The implementation of the legal knowledge base consists of two main phases: knowledge collection & extraction and structural
organization. Fig. 5 presents a structured formalization of the knowledge base construction process.

In the knowledge collection & extraction phase, we manually collected legal sentencing guidance documents from authoritative
sources, including the Supreme People’s Court and all provincial high courts across China. These official judicial documents follow a
standardized structure, comprising: (1) general sentencing principles, (2) basic methodologies, (3) common circumstances, and (4)
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Fig. 5. The construction process of the legal knowledge base.

charge-specific sentencing guidelines. This inherent structure facilitates systematic examination and extraction of legal information.
Through careful examination of these structured documents, we extract fine-grained sentencing standards specific to each province-
level jurisdiction and criminal charge combination. This systematic mapping ensures comprehensive coverage of charge-specific
guidelines across different jurisdictions while preserving the nuanced standards for sentencing decisions.

The structural organization phase implements a hierarchical knowledge base. The knowledge base is architected as a multi-level
hierarchical dictionary structure. In practice, we implement this knowledge base as a JSON-based file system, which provides a
lightweight but efficient solution for our needs. Specifically, this hierarchical structure uses geographical jurisdiction and criminal
charge as keys to map to their corresponding detailed sentencing guidelines. The primary indexing is based on jurisdictional levels
(national and provincial) and secondary indexing by specific criminal charges. Each entry in this structure contains fine-grained
legal knowledge that specifies the sentencing criteria and conditions for a particular charge within its jurisdiction, enabling efficient
retrieval of relevant sentencing guidelines. Each entry in the knowledge base contains fine-grained legal information, including
sentencing principles, methodological guidelines, and circumstance-specific considerations.

This flexible structure offers several advantages: (1) Efficient retrieval through province-charge key pairs for rapid integration
with LLM analysis, (2) Clear hierarchical organization of geographical and charge-based relationships, and (3) High extensibility
and maintainability for knowledge updates. The system enables swift access to relevant legal knowledge based on charge type and
jurisdiction, facilitating precise and context-aware sentencing predictions.

This knowledge base integrates multi-level sentencing methodologies, application legal rules for common sentencing cir-
cumstances (e.g., sentence adjustments, roles in joint crimes), and jurisdiction-specific sentencing guidelines. Through careful
organization into hierarchical levels, sentencing methodology types (such as baseline calculation and aggravating/mitigating
factors), and charge-specific rules, the system facilitates efficient retrieval of relevant sentencing information based on criminal
charges and jurisdictions.

4.3.2. Legal knowledge retrieval

Based on the legal knowledge base, M,.zkn0, implements rule-based legal knowledge retrieval according to the mapping
function ¢ : Rx C — L, where jurisdiction R and criminal charges C serve as dual indices to retrieve related legal knowledge
L. To ensure accuracy and comprehensiveness, we employ a systematic verification strategy:

1. Accurate Jurisdiction Identification: We develop a comprehensive province mapping dictionary that standardizes various forms
of geographical references (standard names, abbreviations, and historical variations) in case facts. The system identifies the first
provincial reference as the primary jurisdiction, ensuring accurate geographical indexing for knowledge retrieval.

2. Comprehensive Coverage Through Fallback Mechanism: To guarantee complete legal coverage, Mqyqkn0 implements a
hierarchical fallback strategy: (1) Defaults to nationally applicable “Sentencing Guidelines for Common Crimes (Trial)” issued by the
Supreme People’s Court when no explicit jurisdiction is mentioned; (2) References adjacent jurisdictions’ knowledge when specific
regional guidelines are unavailable. This ensures no cases lack applicable legal guidance.

3. Systematic Charge-based Retrieval: Using charges predicted by M,,,,, we implement iterative retrieval for multiple-charge
cases, ensuring comprehensive coverage of all applicable sentencing rules.
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Fig. 6. LELG Toy Example.

4.3.3. Legal event logic graph generation

To better capture the relationship between each defendant and legal knowledge, we propose the Legal Event Logic Graph
(LELG), a specialized adaptation of event logic graph tailored for judicial reasoning. Traditional Event Logic Graphs (ELGs) serve
as knowledge bases that describe patterns and rules of event evolution, representing these patterns through directed cyclic graphs
where nodes represent events and edges denote various relationships (sequential, causal, conditional, or hierarchical) (Ding et al.,
2019; Zhao et al., 2017). Our LELG differs fundamentally by employing a directed acyclic graph (DAG) structure specifically designed
to capture causal dependencies in legal contexts. This structure formally maps the decision-making logic through three elements:
criminal facts, legal knowledge and sentencing outcomes, providing an interpretable framework for legal knowledge representation.

LELG Definition:

Formally, the LELG is a directed graph G = (V, &), where V is the vertex set and £ C V x V is the directed edge set. Each
node v € V is formally represented as a tuple v = (id, 7, desc), where id is the node identifier, = is the node type, and desc is
the text description of the node. The node type belongs to one of three types: (1) Atomic Fact Node (f), (2) Legal Knowledge
Node (k) and (3) Penalty Node (p), denoted as = — {f,k, p}. Each edge e; €E connecting nodes v; and v; is typed by a relation
attribute — {fact2knowledge, knowledge2penalty}, encoding the causal relationships between nodes. fact2knowledge represents
how factual evidence triggers legal knowledge, and knowledge2penalty maps Legal basis to sentencing decision. The toy example
of LELG is shown in Fig. 6.

Therefore, the LELG adheres to the following key attributes. First, each LELG is designed to represent a complete multi-defendant
case. Second, for each defendant, their associated fact descriptions, corresponding legal knowledge, and penalty results would form
a connected subgraph within the larger structure. Third, the nodes in the LELG follow a strict sequential ordering from Atomic Fact
Node through Legal Knowledge Node to Penalty Node, with penalty nodes serving as terminal nodes that cannot connect to any other
nodes. Fourth, the graph encodes causal relationships, where edges from Atomic Fact Nodes to Legal Knowledge Nodes indicate how
factual evidence aligns with specific legal knowledge, and edges from Legal Knowledge Nodes to Penalty Nodes demonstrate how
these legal considerations contribute to specific sentencing outcomes.

LELG Generation:

The input t0 M,eqne CODSists of the fact description of a case, the charges for each defendant involved in the case, the
sentencing knowledge that impacts the sentencing corresponding to each charge, and the final sentences for each defendant. Through
this analysis, the M,,q,/.0, geNerates a case-level Legal Event Logic Graph (LELG) that captures the relationships between criminal
facts, legal knowledge, and penalty outcomes. Formally, the generation process can be seen as:

LEIG = Mlega[know(x5 K, yz’ y§7plegalknow1 yij) “4)

Where pyqiknon 18 the prompt for M, g0+ It is important to note that during the training process, the model benefits from access
to known penalty values §, for each defendant are known, which help better generation. During the test stage, the penalty values
fz; are unknown and are set to None.

The LELG generation process requires Mg, /xu00 t0 POSsess robust capabilities in legal knowledge integration, case information
comprehension, and high-quality graph structure generation. In our implementation, we utilize the Qwen-max model as our
foundation model, which excels in complex, multi-step reasoning tasks and demonstrates superior performance in sophisticated

information processing. While we chose Qwen-max for its advanced capabilities, it is worth noting that M, 4xne €an be instantiated
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with any large language model that exhibits strong text comprehension and generation abilities. Indeed, to demonstrate the
generalizability of M,zkn00» We conduct experiments using an alternative open-source LLM (Qwen2.5-32B-Instruct), which also
achieved comparable performance (refer to Section 5.4.2).

The working principle illustration of the LegalKnow Assistant is shown in Fig. 3b. The detailed algorithm for LELG generation
is presented in Algorithm 1.
Alg 1: LELG Generation

Initialize: LegalKnow Assistant: M, aknow

Trainset Dy, ,in, Testset Dieq

if stage = train then
for case in Dy, do

Get case fact x

Get charges and legal knowledge K

Get judgment results { V5 Y5)

Get ground truth penalties §,

Generate LELG using Mgarknow (%> K5 ¥4, ¥$s Plegatknows 7))
end

else

for case in Dy, do
Get case fact x

Get charges and legal knowledge K

Get judgment results { V9 ¥5}

Set §, « None

Generate LELG using M zaiknow (%> KS Y5, ¥5s Plegatknows 7))
end

end

4.4. Sentencing agent

The Sentencing Agent M, predicts the terms of penalty by integrating multiple sources of information: the defendant’s criminal
facts, the charges and law articles predicted by the Conviction Agent, and the LELG generated by the LegalKnow Assistant. Formally,
the workflow of the M, can be seen as:

yi[ = Msent (x’ name;, Psent» LELG; @sent) (5)

where O,,,, is the parameters of the Sentencing Agent M,

The working principle illustration of the Sentencing Agent is shown in Fig. 3c. Recent studies have shown that LLMs exhibit
strong capabilities in understanding graph logic (Wang et al., 2024) and processing programming languages (Chen et al., 2023),
which can enhance their reasoning abilities. Inspired by these findings, we structure the LELG generated by LegalKnow Assistant as
programming code, consisting of a node dictionary and an edge list.

The node dictionary contains comprehensive information for each node, including a unique identifier (id), node type (r), and
textual description (desc). The edge list defines the logical relationships between nodes, following a structured reasoning pattern:
atomic fact nodes (f) point to relevant legal knowledge nodes (k), which ultimately connect to penalty nodes (p). The programming
language-based graph structure offers a clear representation of LELG, enabling the Sentencing Agent to effectively comprehend and
systematically reason through the case information, from facts to legal principles and ultimately to penalty decisions.

Specifically, in our work, the M,,,, is based on the Qwen2.5-7B-Instruct (Yang et al., 2024) as its backbone. Through supervised
fine-tuning, we optimize the parameters of 0,,,, of the Sentencing Agent to enhance its ability to comprehend LELG content and
better capture the relationships between legal reasoning and penalty prediction.

and pg,, is the prompt of Sentencing Agent.

5. Experiments
In this section, we first describe our experimental setup, including datasets, baseline models, and implementation details. We

then present a thorough evaluation of MAGLJP, encompassing experimental results, ablation studies, and comprehensive analyses
that validate its effectiveness, advantages, and practical viability.

5.1. Dataset

To assess the performance of our proposed MAGLJP framework, we conduct experiments on two specialized multi-defendant
LJP datasets: MultiLJP (Lyu et al., 2023) and CAIL2024-DRDZ (Huang et al., 2024). MultiLJP (Multi-defendant Legal Judgment

10
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Table 1
Dataset statistics.
MultiLJP CAIL2024-DRDZ

Training set cases 18,968 12,000
Validation set cases 2379 1500
Testing set cases 2370 1500
Law articles 22 31
Charges 23 30
Terms of Penalty 11 14
Total defendants 80,477 48,815
Avg defendants 3.39 3.25

Prediction) (Lyu et al., 2023) dataset is constructed from the published legal documents in China Judgements Online.* Profes-
sional annotators are hired to manually produce law articles, charges, terms of penalty, criminal relationships, and sentencing
circumstances for each defendant in multi-defendant cases. The MultiLJP contains 18,968 criminal cases with explicit annotations
of inter-defendant relationships and charge allocations. CAIL2024-DRDZ is a high-quality dataset provided for the Chinese AI and
Law Challenge 2024 (CAIL2024) DRDZ track,® containing 15,000 cases specifically curated for multi-defendant reasoning (Huang
et al., 2024). We custom split it into 12,000 cases for training, 1,500 cases for validation and 1,500 for testing (8:1:1 ratio). Detailed
statistics and characteristics of both datasets are presented in Table 1.

5.2. Baselines

To evaluate the effectiveness of our model MAGLJP in handling multi-defendant Legal Judgment Prediction (LJP), we select
several baseline methods for comparison. Following previous evaluation frameworks, we primarily focus on the following baselines:

TopJudge (Zhong et al., 2018): This method employs a topological dependency learning framework tailored for single-defendant
LJP. It formalizes explicit dependencies across subtasks using a directed acyclic graph.

NeurJudge (Yue et al., 2021): This approach leverages the outputs of intermediate subtasks to deconstruct the fact statement
into distinct circumstances for single-defendant LJP, which are then utilized for predicting other subtasks.

BERT (Devlin et al., 2019): A bidirectional Transformer-based language model pre-trained on Chinese Wikipedia documents.

mT5 (Xue et al., 2021): This multilingual model is pre-trained by converting various language tasks into “text-to-text” tasks,
incorporating Chinese datasets during training.

Lawformer (Xiao et al., 2021): Lawformer is a Transformer-based model and is pre-trained on a large-scale corpus of Chinese
legal documents, particularly long case documents.

HRN (Lyu et al, 2023): HRN follows the hierarchical reasoning chains to determine criminal relationships, sentencing
circumstances, law articles, charges, and terms of penalty for multi-defendant LJP.

Qwen2.5 SFT (Yang et al., 2024): Qwen2.5-7B-Instruct is an instruction-following open-source large language model pre-trained
on over 18 trillion tokens, demonstrating strong fundamental capabilities and professional knowledge. We perform supervised
fine-tuning (SFT) on Qwen2.5-7B-Instruct using our training data, treating multi-defendant LJP as a generation task.

Following (Lyu et al., 2023), we adapt single-defendant LJP baselines to handle multi-defendant cases by concatenating each
defendant’s name with their corresponding fact description as input, training the models to predict judgment results. However,
the HRN model relies on manually annotated data, which is exclusively available in the MultiLJP dataset. Hence, we only compare
HRN performance on MultiLJP, excluding it from the CAIL2024-DRDZ evaluation. Additionally, MAMD (Pan et al., 2019) is designed
specifically for charge prediction tasks, making it incompatible with our comprehensive evaluation framework. Consequently, we
exclude MAMD from our comparisons.

5.3. Experiment setting

In our experiments, model training was conducted utilizing four NVIDIA A100 GPUs, each equipped with 80 GB of memory.
For MAGLJP, both the Conviction Agent and Sentencing Agent utilize Qwen-2.5-7B-Instruct as their backbone models. We employ
a batch size of 256 and adopt the Low-Rank Adaptation (LoRA) strategy, with a rank value of 8 and an alpha parameter set to
16 for model fine-tuning. The maximum input sequence length is set to 4,096 tokens. The training process continues for up to 10
epochs using the AdamW optimizer with an initial learning rate of 5e-5, coupled with a cosine learning rate scheduler for learning
rate decay. For baseline models, we follow the experimental settings as described in their respective original papers to ensure fair
comparison.

To assess model performance, we remain consistent with the evaluation approach used in prior multi-defendant LJP tasks (Lyu
et al.,, 2023). We employ four key metrics to evaluate the effectiveness of our approach: accuracy (Acc), Macro-Precision (P),
Macro-Recall (R) and Macro-F1 (F1) scores.

4 https://wenshu.court.gov.cn/
5 http://cail.cipsc.org.cn/Attend.html
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Table 2

Main Results. Model performance comparison on two multi-defendant LJP datasets. Note: The symbol “~” indicates that HRN results are not available for

CAIL2024-DRDZ, as the HRN model requires manually annotated data which is only available in the MultiLJP dataset.
Model Article Charge Penalty

Acc P R F1 Acc P R F1 Acc P R F1
MultiLJP
TopJudge 69.32 35.60 39.13 36.93 64.42 24.96 35.28 28.34 28.36 23.16 22.25 22.00
NeurJudge 65.21 41.72 36.96 38.15 59.51 34.19 25.36 27.55 30.06 27.56 25.63 25.95
BERT 51.38 34.19 29.68 30.70 44.80 36.80 20.10 25.14 29.60 23.95 22.68 21.55
mT5 87.49 74.28 53.65 58.84 81.52 63.33 49.94 52.86 33.66 39.13 24.23 23.04
Lawformer 75.50 36.18 35.33 34.00 65.94 38.97 29.12 32.76 32.37 22.66 20.68 18.30
HRN 91.46 69.87 70.95 69.20 89.54 71.80 71.83 70.70 42.74 41.33 40.20 40.62
Qwen-sft 93.58 73.92 72.38 71.59 91.69 75.82 77.97 75.59 44.44 45.70 40.85 42.16
MAGLJP (Ours) 94.72 77.48 79.17 76.8 92.67 81.27 83.52 80.72 50.62 56.65 53.77 54.96
CAIL2024-DRDZ

TopJudge 54.68 62.91 52.27 53.06 57.71 63.48 55.44 55.75 24.08 9.92 11.03 9.24
NeurJudge 70.98 79.13 71.44 73.52 71.41 79.30 71.71 74.05 26.09 20.06 14.91 14.77
BERT 68.89 80.82 74.19 76.62 69.02 81.49 73.57 76.55 27.80 21.59 17.01 17.62
mT5 74.42 82.46 80.55 80.70 74.42 82.27 80.27 80.44 23.98 16.53 13.07 13.43
Lawformer 70.15 81.12 75.92 77.90 70.03 81.50 75.73 78.00 29.81 26.57 21.25 22.73
HRN - - - - - - - - - - - -
Qwen-sft 89.82 92.35 91.82 92.01 89.82 92.00 91.45 91.65 36.03 29.13 25.22 25.54

MAGLJP (Ours) 90.33 92.58 92.17 92.32 90.33 92.37 92.10 92.17 39.49 36.51 30.91 32.57

5.4. Result and analysis

5.4.1. Main results

As shown in Table 2, our proposed MAGLJP model achieved state-of-the-art performance on both MultiLJP and CAIL2024-DRDZ
datasets, outperforming all baseline methods across three subtasks, demonstrating the effectiveness of our approach.

Specifically, on the MultiLJP dataset, for the Article prediction task, MAGLJP achieved the best performance with 94.72%
accuracy, 77.48% precision, 79.17% recall, and 76.8% F1-score, surpassing all baseline models across all metrics. In the Charge
prediction task, MAGLJP demonstrated superior performance with 92.67% accuracy, 81.27% precision, 83.52% recall, and 80.72%
Fl-score. For the Penalty prediction task, while MAGLJP achieved the highest accuracy (50.62%) and significantly outperformed
other models in precision (56.65%), recall (53.77%), and F1-score (54.96%), the overall performance was lower than in the previous
two tasks.

On the CAIL2024-DRDZ dataset: For Article prediction, MAGLJP maintained its superior performance with 90.33% accuracy,
92.58% precision, 92.17% recall, and 92.32% F1-score, with particularly impressive precision and recall rates. In Charge prediction,
MAGLJP again achieved the best results with 90.33% accuracy, 92.37% precision, 92.10% recall, and 92.17% F1-score. For Penalty
prediction, while MAGLJP still outperformed other models with 39.49% accuracy, 36.51% precision, 30.91% recall, and 32.57%
Fl-score, the lower absolute values indicate the task’s inherent difficulty on this dataset.

Performance Improvements: Our model demonstrated substantial improvements across all subtasks. For Article Prediction,
MAGLJP showed increases of 19.47% in accuracy and 36.87% in F1-score on MultiLJP, and improvements of 20.86% and 18.07%
respectively on CAIL2024-DRDZ. In Charge Prediction, the model achieved gains of 23.32% in accuracy and 44.62% in F1-score on
MultiLJP, with improvements of 20.22% and 17.46% on CAIL2024-DRDZ. Most notably, despite the inherent difficulty of Penalty
Prediction, MAGLJP demonstrated remarkable improvements with 31.92% accuracy and 49.67% F1-score increases on MultiLJP,
and 29.18% and 47.12% improvements on CAIL2024-DRDZ, highlighting the significant benefits of our approach even in challenging
prediction tasks.

5.4.2. Ablation analysis

In our proposed framework MAGLJP, a multi-agent framework is to decompose the complex tasks and LELG effectively
incorporate professional judicial knowledge to enhance Multi-defendant LJP performance. Specifically, the Conviction Agent was
designed to improve charge and article predictions, while the LegalKnow Assistant and Sentence Agent were introduced to enhance
penalty prediction through efficient legal knowledge integration. To validate the effectiveness of our proposed modules, we
conducted ablation tests on the MultiLJP dataset (see Table 3).

For article and charge prediction tasks, we compared our model with a baseline that directly predicts all three subtasks without
task decomposition (w/o0 Conviction Agent). The results showed significant performance drops, with the F1 score decreasing from
76.80% to 71.59% for article prediction and from 80.72% to 75.59% for charge prediction. These results validate the effectiveness
of our Conviction Agent design, demonstrating that task decomposition effectively reduces the complexity of LJP reasoning tasks
and improves prediction accuracy.

Our core contribution lies in effectively incorporating judicial knowledge to enhance penalty prediction. When removing the
Multi-Agent framework (w/o Multi-Agent), the F1 score dropped substantially from 54.96% to 42.16%, representing the largest
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;:’:io?r’l Test Results. Note: The symbol “~” indicates metrics that are not applicable for the specific ablation setting.
Model Article Charge Penalty
Acc P R F1 Acc P R F1 Acc P R F1
HRN 91.46 69.87 70.95 69.20 89.54 71.80 71.83 70.70 42.74 41.33 40.20 40.62

Ablation for Article and Charge Prediction

MAGLJP (Ours) 94.72 77.48 79.17 76.80 92.67 81.27 83.52 80.72 - - - -
w/o Conviction Agent 93.58 73.92 72.38 71.59 91.69 75.82 77.97 75.59 - - - -

Ablation for Penalty Prediction

MAGLJP (Ours) - - - - - - - - 50.62 56.65 53.77 54.96
w/o Multi-Agent - - - - - - - - 44.44 45.70 40.85 42.16
w/o LELG - - N N - - - - 49.60 47.22 45.93 46.43
w/o Case Fact - - - - - - - - 44.62 45.30 44.34 44.67
w/o entire LELG - - - - - - - - 50.56 53.32 53.07 53.17
w Qwen2.5 Full - - N N - - N - 46.64 50.46 50.44 50.03
w Qwen2.5 Test - - - - - - - - 47.61 51.60 52.09 51.60

performance decrease in our ablation study. This significant reduction validates the effectiveness of task decomposition and the
Sentencing Agent’s role in handling complex reasoning tasks.

To validate whether the event logic graph is an efficient approach for legal knowledge incorporation, we conducted a comparative
experiment. Instead of using LELG for knowledge organization, we directly supplemented the corresponding legal knowledge text
from the Legal Knowledge Base as enhanced knowledge (w/o0 LELG). The results showed that the F1 score decreased significantly
from 54.96% to 46.43%, representing a substantial drop of more than 8 percentage points. This notable decline demonstrates that
LELG’s structured representation plays a crucial role in explicitly connecting sentencing knowledge with criminal behaviors in case
facts. The graph-based organization of legal knowledge proves to be more effective than simple text augmentation, further validating
the effectiveness of our LegalKnow Assistant’s approach to knowledge integration.

Since LELG captures the comprehensive mapping between multiple defendants’ behaviors and corresponding legal knowledge
within a complete case, we conducted an additional experiment to investigate whether individual defendant information is sufficient
for penalty prediction. While the Sentencing Agent predicts penalties for specific defendants, we tested a variant using sub-graphs
extracted from sub-LELG that only contained the behaviors and legal knowledge corresponding to the target defendant (w/o entire
LELG). This experiment aimed to determine whether accurate penalty prediction requires only individual defendant information or
benefits from complete case context. The results showed that using sub-graphs led to a slight performance decrease, with the F1 score
dropping from 54.96% to 53.17%. This decline, though modest, reveals an important insight into multi-defendant cases: defendants’
behaviors are often interdependent, with factors such as co-perpetration, primary offender status, and accessory roles significantly
influencing sentencing decisions. The superior performance of complete LELG validates our approach of maintaining comprehensive
case information and demonstrates the importance of considering the intricate relationships between multiple defendants when
predicting penalties.

Finally, we investigated the importance of case facts by predicting sentences using only LELG information without case facts
(w/o0 Case Fact). This resulted in a decrease from 54.96% to 44.67% in F1 score, indicating that while LELG effectively incorporates
legal information, textual case descriptions remain vital. This finding suggests that LELG and case facts complement each other in
improving prediction accuracy.

To further validate the robustness and generalizability of LELG generation, we conducted experiments using an open-source LLM,
Qwen2.5-32B-Instruct, which offers a balanced trade-off between model capability and computational efficiency. We designed two
experimental settings to evaluate the impact of the generated LELG quality. First, we trained and tested a new Sentencing Agent
using LELG generated entirely by Qwen2.5-32B-Instruct (w QwenZ2.5 Full), resulting in a slight performance decrease from 54.96%
to 50.03% in F1 score. Second, we evaluated the cross-model generalization by using Qwen2.5-32B-Instruct to generate LELG only
for the test set, while maintaining the Sentencing Agent trained on Qwen-max generated LELG (w Qwen2.5 Test). This setting
showed a minimal performance drop to 51.60%. Besides, both w Qwen2.5 Full and w Qwen2.5 Test significantly outperform the
methods without LELG structure integration (46.43% for w/o LELG) or (42.16% for w/o Multi-Agent). These results demonstrate
that LELG’s effectiveness is not strictly dependent on the specific LLM used for generation, suggesting good generalizability of our
approach across different language models.

In sum, our extensive ablation studies on each core module have validated the effectiveness of MAGLJP. The experiments
demonstrate that both the multi-agent framework and the legal event logic graph contribute substantially to model performance,
while maintaining complete case information proves crucial for accurate multi-defendant judgment prediction. These findings
comprehensively support the design choices in our proposed architecture.

5.4.3. Performance on different scenarios

To provide insights for future research directions, we conduct a comprehensive analysis of our MAGLJP’s performance across
various scenarios. Our investigation focuses on three aspects: (1) the impact of defendant numbers on model performance, (2) the
model’s performance in handling cases involving different criminal charges, and (3) performance on confusing charges.
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Fig. 7. Model Performance across Different Numbers of Defendants. The figure shows the F1 Score and Accuracy of our model in three sub-tasks (article, charge,
and penalty prediction) as the number of defendants varies from 2 to 10+ (> 10).

(1) The Number of Defendants.

The increasing number of defendants in a case potentially elevates the complexity of legal judgment prediction. To investigate
this relationship, we conducted a comparative analysis between our MAGLJP model and a strong baseline, Qwen-SFT, examining
their performance as the number of defendants varies from 2 to 10+ (a case involves more than 10 defendants) in the MultiLJP
dataset. Fig. 7 presents both F1 scores and accuracy metrics across three prediction tasks.

For Article and Charge prediction tasks, both models demonstrate remarkably stable and high performance, maintaining scores
around 90%-95% regardless of the number of defendants involved. MAGLJP consistently outperforms Qwen-SFT by a small margin
throughout this range. While there is a slight downward trend as the number of defendants increases, this degradation is minimal,
suggesting that these tasks remain relatively robust even with increased case complexity. This stability indicates that models can
effectively distinguish and process conviction circumstances for different defendants, even as their numbers grow.

However, the Penalty prediction task reveals more nuanced and interesting patterns. Both models exhibit significantly lower
performance (40%-60%) compared to other tasks, underscoring the inherent challenge of penalty prediction. More notably,
MAGLJP demonstrates a substantial advantage over Qwen-SFT, maintaining relatively stable performance as the number of
defendants increases. In contrast, Qwen-SFT shows marked performance degradation with more defendants, particularly beyond
seven defendants.

This performance gap in Penalty prediction can be attributed to two key advantages of MAGLJP: (1) the multi-agent framework
effectively handles the increased complexity of cases with multiple defendants, and (2) the LELG structure successfully captures
the intricate relationships between defendants’ roles and their corresponding legal knowledge. The results particularly validate our
model’s effectiveness in managing complex cases with multiple defendants, where traditional approaches often struggle.

Notably, there is a slight performance decline for both models in cases with 10+ defendants. This suggests that as the number of
defendants increases, the criminal facts affecting sentencing become increasingly complex, involving more intricate relationships,
distinctions between principal and accessory offenders, and broader social impacts. These complex factors significantly increase the
difficulty of accurate penalty prediction. Despite these challenges, our proposed MAGLJP demonstrates consistent superiority over
baseline approaches. Notably, while the strongest baseline (Qwen-SFT) shows performance degradation as task difficulty increases,
particularly in charge prediction, our model exhibits smaller performance drops, indicating enhanced robustness. This performance
differential suggests promising directions for future research.

(2) Cases involving Different Charges.

To evaluate the robustness of LJP models across different criminal contexts, we conducted a comprehensive analysis of our
MAGLJP model’s performance on diverse charge types. Specifically, we analyze the performance of our proposed MAGLJP model
across the ten most frequent criminal charges in the MultiLJP dataset. These charges include: Crime of Opening a Casino (OC), Crime
of Theft (TF), Crimes of Smuggling, Trafficking, Transporting and Manufacturing Drugs (STTMD), Crime of Picking Quarrels and Provoking
Troubles (PQPT), Crime of Intentional Injury (II), Crime of Gambling (GAM), Crime of Affray (AFF), Crime of Fraud (FRA), Crime of
Illegally Holding Drugs (IHD), Crime of Disrupting Public Affairs (DPA). The detailed performance results across these charges are
presented in Fig. 8.
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Fig. 8. Model Performance on Different Criminal Charges. The figure presents F1 scores and accuracy metrics for three sub-tasks (Article, Charge, and Penalty)
across the ten most frequent charges in the MultiLJP dataset. The charges include: Opening a Casino (OC), Theft (TF), Smuggling, Trafficking, Transporting and
Manufacturing Drugs (STTMD), Picking Quarrels and Provoking Troubles (PQPT), Intentional Injury (II), Gambling (GAM), Affray (AFF), Fraud (FRA), Illegally Holding
Drugs (IHD), and Disrupting Public Affairs (DPA).

For Article prediction, our model demonstrates consistently high performance, with F1 scores ranging from 84.3% to 99.0%
and accuracy from 77.5% to 98.5%. The model performs particularly well on cases involving Theft (TF: 99.0% F1) and Smuggling,
Trafficking, Transporting and Manufacturing Drugs (STTMD: 97.8% F1). Slightly lower performance is observed in cases of Illegally
Holding Drugs (IHD: 84.3% F1) and Affray (AFF 87.6%).

In Charge prediction, the model maintains robust performance with F1 scores between 84.4% and 99.0%. Similar to Article
prediction, cases involving Theft (TF: 99.0% F1) and Smuggling, Trafficking, Transporting and Manufacturing Drugs (STTMD: 97.8%
F1) show the highest performance. This consistency across Article and Charge prediction tasks indicates a strong correlation between
these two aspects of legal judgment. However, our model exhibits relatively lower performance on certain charges, specifically
Gambling (GAM: 84.4% F1), Illegally Holding Drugs (IHD: 84.5% F1), and Affray (AFF: 87.6% F1). This performance degradation
may be attributed to the inherent similarity between these charges and their related offenses. For instance, there exists potential
confusion between Gambling and Opening a Casino (GAM vs. OC), Illegally Holding Drugs and Smuggling, Trafficking, Transporting
and Manufacturing Drugs (IHD vs. STTMD), and Affray and Intentional Injury (AFF vs. II). These pairs of charges often share similar
contextual elements, making their distinction more challenging for the model.

The Penalty prediction task shows more significant variations across different charges, with F1 scores ranging from 37.9% to
58.7%. Overall, the performance on penalty prediction is substantially lower than that of the other two tasks, highlighting the
particularly challenging nature of penalty prediction. Notably, the model performs best on Gambling cases (GAM: 58.7% F1) and
Drug-related Crimes (STTMD: 51.4% F1), while showing lower performance on Fraud (FRA: 38.9% F1) and Affray (AFF: 37.9%
F1). This variation likely reflects the inherent complexity in penalty determination, where factors such as circumstances, intent, and
social impact play crucial roles. The lower performance in fraud cases might be attributed to the wide range of possible penalties
depending on the amount involved and the sophistication of the scheme.

(3) Performance on Confusing Charges.

To further evaluate our model’s discriminative capabilities, we examine its performance on confusing charges — pairs of criminal
charges that are extremely similar. Specifically, we focus on two representative pairs from the MultiLJP dataset: Opening a Casino
(OC) v.s. Gambling (GAM), and Fraud (FRA) v.s. Contract Fraud (COF). These pairs are particularly challenging as they share similar
fundamental elements but differ in crucial details. For instance, while both gambling-related charges involve illegal gambling
activities, Gambling typically refers to participation, whereas Opening a Casino involves organizational and operational aspects.
Similarly, while both fraud types involve deceptive practices for financial gain, Contract Fraud specifically involves contractual
relationships and typically larger monetary amounts (Yuan et al., 2024).

As shown in Fig. 9, MAGLJP demonstrates robust performance in distinguishing between these confusing charges, consistently
outperforming the Qwen-SFT baseline across almost all three sub-tasks (Article, Charge, and Penalty prediction). Particularly
noteworthy is the performance comparison on Fraud (FRA) versus Contract fraud (COF) cases. While Qwen-SFT achieves reasonable
F1 performance on FRA cases (93.8% for article prediction, 93.2% for charge prediction, and 37.7% for penalty prediction), its
performance drops significantly for COF cases, with F1 scores of only 45.1%, 41.8%, and 23.6% respectively. This substantial
performance gap indicates Qwen-SFT’s limitation in capturing subtle distinctions between confusing charges. In contrast, MAGLJP
maintains consistently strong performance across both FRA and COF cases, demonstrating its superior ability to identify and utilize
nuanced differences between similar charges for more accurate legal predictions.
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Fig. 9. Model Performance on Confusing Charges. The figure presents F1 scores and accuracy metrics for three sub-tasks (Article, Charge, and Penalty) across
the two pairs of most confusing charges in the MultiLJP dataset. The charges include: Opening a Casino (OC) v.s. Gambling (GAM), Fraud (FRA) v.s. Contract
fraud (COF).
From April to June 2018, Defendant A engaged in drug sales on five occasions from his residence, earning a total of 370 yuan. Transaction details: (1) On June 21,
2018, Defendant A sold drugs to Individual X, earning 50 yuan, (2)..., (3)..., (4)..., (5)... On June 27, 2018, Defendant B sold 4.36 grams of heroin to Defendant A,
earning 1,400 yuan. Following the transaction: Defendant A was arrested on site, found in possession of drugs obtained from Defendant B, along with 0.6 grams of
Case Fact heroin personally carried. Defendant B was arrested while injecting drugs after leaving the scene, and was found in possession of 1.19 grams of heroin and 0.08
Description | grams of methamphetamine. On July 5, 2018, forensic examination confirmed the presence of heroin in substances seized from Defendant A, and both heroin and
methamphetamine in substances seized from Defendant B. Both defendants provided full confessions and pleaded guilty during the trial. Defendant A was previously
sentenced to two years in prison. Defendant B was previously sentenced to four months imprisonment with eight months probation.......
Qwen-SFT | Defendant A : Law Articles:  Article 347 Charges:  Crime of Trafficking Penalty: 6 years 0
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Fig. 10. Case study. The figure shows a drug trafficking case analysis comparing baseline Qwen-SFT with our MAGLJP model. The top section presents the case
facts, followed by prediction results from both models. The bottom section illustrates the Legal Event Logic Graph (LELG) generated by MAGLJP, which maps
atomic case facts (f1-f7, shown in yellow) to relevant legal knowledge nodes (k1-k5, shown in gray) and final penalty predictions (pl-p2). This visualization
demonstrates how MAGLJP effectively structures legal reasoning and improves prediction accuracy through explicit fact-knowledge-penalty connections.

5.4.4. Case study

In this section, we demonstrate how our proposed MAGLJP effectively utilizes legal knowledge for precise penalty prediction
through LELG by examining a complex case study. This case study illustrates how MAGLJP’s structured approach to incorporating
legal knowledge through LELG not only improves prediction accuracy but also provides valuable interpretability for practical legal

applications.

Fig. 10 presents a case involving two defendants (A and B) charged with drug trafficking. First, we show the performance of our
strongest baseline, Qwen-SFT. While this model accurately predicts the applicable Law Article (Article 347) and correctly identifies
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both defendants’ charges as Crime of Trafficking, it fails to accurately predict their penalties. This limitation highlights the challenges
in penalty prediction even when article and charge predictions are successful.

In contrast, our MAGLJP model, assisted by the LegalKnow Assistant, generates a comprehensive LELG that decomposes the case
into atomic case facts for both defendants A and B. The graph structure explicitly maps these facts to relevant legal knowledge
(highlighted in Fig. 10) that enhances penalty prediction. The edges in LELG establish clear connections between facts and legal
knowledge, as well as between knowledge nodes and the defendants’ penalty nodes (pl and p2, initially empty before prediction).

The LELG visualization in Fig. 10 demonstrates two key advantages of our MAGLJP model: (1) Enhanced Multi-defendant
Processing: Through multi-agent collaboration, the MAGLJP not only predicts judgment outcomes more accurately for each
defendant but also captures the complex interactions between defendants’ behaviors and their legal implications. (2) Interpretable
Legal Reasoning: The LELG serves as an interpretable visualization module that explicitly maps defendants’ behaviors (both
individual actions and interactions with co-defendants) to relevant legal knowledge. This interpretability feature effectively assists
human experts in understanding the reasoning behind predicted judgments by providing a clear visualization of how specific actions
and legal principles contribute to the final decision.

5.4.5. Error analysis

To identify potential limitation of our framework and provide valuable insights for future improvements, we conducted a detailed
error analysis. We randomly sampled 100 cases from each dataset and manually analyzed the error patterns, categorizing them
into three general types: 1. Misunderstanding of Case Information (39%): These include overlooking crucial case details, confusion
in crime constituent elements, natural language understanding biases, entity recognition errors, missing critical information for
penalty determination, and complexity issues in cases involving multiple defendants or lengthy descriptions. 2. Deficiencies in Legal
Knowledge Application (41%): This category encompasses insufficient legal knowledge, improper handling of concurrent punishments,
and inaccurate sentence calculation methods. 3. Reasoning Logic Issues (20%): These involve factual errors in causal reasoning graphs,
misinterpretation of evidence, and limitations in model generalization or incomplete reasoning logic.

Based on these findings, we propose several directions for improving multi-defendant LJP systems: 1. Enhanced Understanding
of Complex Cases: Future work should focus on incorporating more specialized legal knowledge for distinguishing confusing
charges. This could be achieved through either utilizing LLMs with longer context windows or developing case decomposition
strategies to improve comprehension of case information. 2. Refined Legal Knowledge Integration: While our MAGLJP automates
legal knowledge integration, involving legal experts, lawyers, and judges specialized in sentencing could provide valuable guidance
for LELG generation and refinement, leading to more comprehensive and accurate legal knowledge representation. 3. Advanced
Reasoning Capabilities: Incorporating more sophisticated LLMs with stronger reasoning abilities could address the logical reasoning
limitations identified in our analysis.

5.4.6. Computational cost analysis

In this section, we present a comprehensive analysis of the computational costs associated with our MAGLJP framework across its
three primary modules: Conviction Agent, LegalKnow Assistant, and Sentencing Agent. Our evaluation spans two validation datasets:
MultiLJP and CAIL2024-DRDZ.

On the MultiLJP dataset, the Conviction Agent was trained on a cluster of four NVIDIA A100 GPUs for ten epochs, requiring
approximately 46,146 s total, or roughly 1.28 h per epoch. During inference, the model demonstrates efficient performance, requiring
only 0.09 s to process a single sample. The LegalKnow Assistant, implemented using the Qwen-max API, requires an average of 91 s
to generate LELG for each case. However, thanks to the API’s parallel processing capabilities with 1200 Queries Per Minute (QPM),
the entire dataset can be processed in approximately 20 min. The average input and output tokens for LELG generation are 14,485.81
and 1,210.20, respectively, with a total API cost of 989 CNY (China Yuan) (approximately $136.41 at an exchange rate of 7.25).
On average, processing one case takes 0.06 s with a cost of 0.046 CNY. To better demonstrate the practical cost implications, we
analyze three representative cases from the dataset. For a simple case (minimum complexity) with 10,196 input and 911 output
tokens, the cost is merely 0.0267 CNY. A typical case (median complexity) with 13,784 input and 1,028 output tokens costs 0.0355
CNY. Even for the most complex case (maximum complexity) requiring 91,805 input and 1,428 output tokens, the cost remains
reasonable at 0.2238 CNY. The Sentencing Agent training stage requires 252,791 s, or about 3.51 h per epoch. Its inference time
remains efficient at 0.14 s per sample.

For the CAIL2024-DRDZ dataset, we observed similar patterns with some variations. The Conviction Agent required 61,310 s for
training, averaging 1.7 h per epoch, with a notably fast inference time of 0.03 s per sample. The LegalKnow Assistant maintained
efficient processing times, averaging 82 s per case for LELG generation, with the entire dataset processed in approximately 13 min.
The average input and output tokens were slightly lower at 12,364.74 and 1,141.40, respectively, resulting in a total API cost of
548 CNY (China Yuan) (approximately $75.61). Similarly, we examine three representative cases from this dataset: a simple case
(9,730 input, 921 output tokens) costing 0.0256 CNY, a typical case (11,599 input, 818 output tokens) at 0.0298 CNY, and the most
complex case (89,679 input, 1,798 output tokens) at 0.2195 CNY, all demonstrating the method’s cost-effectiveness.

These results demonstrate that our framework will not require such substantial computational resources and achieve practical
inference times suitable for real-world applications. The LegalKnow Assistant’s API costs remain reasonable considering the enhanced
performance and quality of legal knowledge incorporation. Moreover, the parallelization capabilities of the API enable efficient
processing of large-scale datasets, making our framework both practical and scalable for real-world legal applications.
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5.5. Further discussion

1. Further Analysis of Sub-task Performance.

In our main experiments, MAGLJP consistently outperforms all baselines across three sub-tasks. Compared to the strongest
baseline, Qwen-SFT, MAGLJP achieves significant improvements: on the MultiLJP dataset, it increases F1 scores by 7% in both
Article and Charge Prediction, and notably, by 30% in Penalty Prediction. Similarly, on CAIL2024-DRDZ, while showing modest
gains in Article Prediction (0.3%) and Charge Prediction (1%), it demonstrates a substantial 28% improvement in Penalty Prediction.

These performance patterns merit further analysis. First, Article and Charge Prediction have traditionally been considered
relatively straightforward tasks in Legal Judgment Prediction (LJP), while models consistently struggle with Penalty Prediction.
This performance disparity is evident across various studies — for instance, on the CAIL2018 single-defendant dataset, models
achieved 87.82% and 94.99% accuracy for Article and Charge Prediction respectively, while only reaching 48.72% for Penalty
Prediction (Wu et al., 2023). Similarly, on the more complex MultiLJP dataset, previous state-of-the-art models achieved 91.46%
and 89.54% accuracy for the first two tasks, but only 42.72% for Penalty Prediction (Lyu et al., 2023). Despite these already high
baselines in Article and Charge Prediction, our Multi-Agent approach still manages to achieve modest but meaningful improvements,
demonstrating its effectiveness even in well-solved tasks.

While MAGLJP brings substantial improvements to Penalty Prediction, the overall performance in this task remains challenging.
This reflects the inherent complexity of penalty prediction, which stems from the multi-faceted and context-dependent nature of
sentencing decisions. The task requires consideration of not only case facts and legal knowledge, but also various crucial factors: the
nature and social harm of the crime, defendants’ degrees of involvement (principal or accomplice), offender characteristics (e.g., age-
related considerations), and other circumstances subject to judicial discretion. Furthermore, the interpretation and application
of legal knowledge relevant to sentencing can vary across different temporal and geographical contexts, adding another layer of
complexity to the prediction task. Our proposed MAGLJP makes significant strides in addressing this complexity through structured
knowledge representation and utilization using LELG. These improvements, though substantial compared to existing methods, also
highlight the considerable room for advancement in this challenging domain, pointing to promising directions for future research.

2. Discussion about LELG.

The integration of LELG represents our primary contribution to LJP tasks. Our adoption of LELG was primarily motivated by the
challenges in penalty prediction, particularly the difficulty in effectively utilizing legal knowledge in sentencing scenarios. LELG’s
main advantage lies in its explicit representation of causal relationships between criminal facts, legal knowledge, and sentencing
outcomes. This structured approach has significantly enhanced the performance of the sub-task. Moreover, the Event Logic Graph
structure is particularly suitable for judicial cases, as it efficiently represents atomic case facts, relevant legal knowledge, and
penalties as nodes, leveraging LLMs’ text comprehension and generation capabilities to establish causal logical relationships in the
sentencing decision-making process.

Compared to traditional knowledge representation methods such as knowledge graphs and ontologies, which often face
limitations in predefined relationships, logical reasoning support, and flexibility (Ding et al., 2019; Zhao et al., 2017), LELG offers
a more adaptable alternative. However, our analysis reveals several areas for potential improvement in LELG: 1. Model Capability
Dependencies: As demonstrated through ablation experiments comparing Qwen-max and Qwen-32B models, LELG generation
quality depends significantly on the underlying model’s capabilities. Our manual evaluation of 100 randomly sampled LELGs from
each model shows success rates of 88% for Qwen-max and 83% for Qwen-32B, confirming that stronger models generally produce
higher-quality LELGs and subsequently improve penalty prediction performance. 2. Generation Accuracy: As identified in our
error analysis, LELG generation may encounter issues such as factual errors, misinterpretation of evidence, improper handling
of concurrent punishments, and inaccurate sentencing calculations. While current LLMs demonstrate promising capabilities in
generating high-quality LELGs, there remains room for improvement.

To address these limitations, we propose two primary directions for future research: 1. Enhancement of LELG Generation:
This could be achieved through utilizing more capable models and incorporating expert legal annotations for more precise LELG
construction. 2. Integration with Other Knowledge Structures: Future research could explore combining LELG with ontologies and
knowledge graphs (Ngo et al., 2024; Nguyen et al., 2022) to reduce LLM hallucinations and enhance reliability.

3. Discussion about Dataset.

Our study focuses on multi-defendant LJP, which represents a more prevalent and challenging form of legal judgment prediction.
We evaluate our approach on two comprehensive datasets: MultiLJP, which encompasses 22 articles, 23 charges, and various penalty
types, and CAIL2024-DRDZ, which covers 31 articles and 30 charges. While these datasets demonstrate considerable diversity in
terms of charge types and case scenarios, those specifically addressing multi-defendant scenarios remain relatively scarce in the
field.

Our experimental validation currently focuses on Chinese legal judgments. Future research could benefit from exploring the
development of multi-defendant LJP datasets across different languages, jurisdictions, and legal systems (Marwala & Mpedi, 2024;
Nguyen et al., 2024; Novelli et al., 2024). The cross-jurisdictional validation would be particularly valuable in establishing the
framework’s generalizability and robustness across different legal traditions and practices.

4. Practical Applications
MAGLJP demonstrates significant potential across various practical applications. Primarily, MAGLJP can serve as a decision
support tool for judges during the judicial process. In the pre-trial phase, legal professionals can utilize MAGLJP to conduct
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preliminary analyses of complex multi-defendant cases, efficiently identify key evidence and relationships between defendants, and
provide initial sentencing recommendations based on relevant legal knowledge, thereby enhancing judicial efficiency.

Furthermore, LELG provides a visualization of critical case elements, offering a window into model interpretability. Legal
professionals can interact with the model by examining LELG’s reasoning process, enabling a human-AI collaboration where experts
can identify and correct errors in LELG, improve system accuracy, and reduce potential biases, ultimately supporting more reasonable
and fair judicial decisions. Additionally, LELG’s logical structure presents a novel approach to similar case retrieval. By decomposing
specific cases into atomic facts and establishing their correspondence with legal provisions, it creates an abstract mapping from
concrete cases to legal knowledge, enabling similar case retrieval based on essential case characteristics.

Moreover, MAGLJP serves as an effective tool for legal education and training. It assists less experienced legal practitioners in
better understanding the processing logic of multi-defendant cases, particularly in comprehending the connections between case
facts, legal application, and final judgment outcomes, thus providing robust support for case studies and practical training.

5. Ethical Considerations

Given the sensitive nature of the judicial domain, we emphasize that our framework demonstrates potential in assisting, rather
than replacing, the legal judgment process. Several ethical considerations warrant careful attention: First, we acknowledge potential
sources of bias in model training, particularly from training data. These biases could perpetuate or amplify existing prejudices in
the legal system. Ensuring algorithmic fairness and preventing discrimination requires ongoing scrutiny and mitigation strategies.
Second, regarding accountability and professional impact, we stress that this work is purely academic exploration. It is not intended
for direct practical application or automated judicial decision-making. The irreplaceable role of judges and legal professions, with
their professional expertise and ethical judgment, must be preserved. Any potential future applications should operate strictly
under judicial supervision. The implementation of Al systems in legal contexts demands careful consideration of these ethical
implications. While our research explores technological possibilities, we firmly maintain that judicial decisions must remain under
human oversight, with judges’ expertise, discretion, and ethical considerations at the forefront of the legal decision-making process.

6. Conclusion

In this paper, we introduce MAGLJP, a novel multi-agent framework with Legal Event Logic Graph for multi-defendant legal
judgment prediction, aiming to address the challenges of increased procedural complexity and insufficient integration of legal
knowledge in multi-defendant LJP. Mirroring the reasoning process of legal experts, our MAGLJP decomposes the complex multi-
defendant LJP task into a Standard Operating Procedure. This framework comprises three specialized agents — the Conviction Agent,
Legal Knowledge Assistant Agent, and Sentencing Agent — working collaboratively to handle different aspects of the judgment
prediction process. To tackle the challenge of legal knowledge especially for penalty prediction, we first constructed a comprehensive
legal knowledge base. This resource provides valuable support for precise penalty prediction and serves as a foundation for future
research in legal Al. We also introduced the Legal Event Logic Graph (LELG), to effectively represent and reason about the
relationships between criminal facts, legal knowledge, and sentencing outcomes. This novel approach significantly improves both
the interpretability and accuracy of legal judgment prediction.

Through extensive experiments on two multi-defendant LJP datasets, we demonstrated the superior performance of MAGLJP.
These results validate the effectiveness of our approach and suggest promising directions for future research in legal judgment
prediction. In the legal domain, our framework presents an effective approach to assist in automating the legal judgment process.
However, it is crucial to emphasize that our work is primarily academic research, and deep learning models must operate under
human guidance and supervision. While they can serve as decision support tools in automated workflows, they cannot and should
not replace judges’ role in actual case adjudication. Future work could focus on exploring more diverse forms of legal knowledge
integration to enhance LJP task performance more efficiently. This includes investigating various knowledge sources, representation
methods, and reasoning mechanisms to further improve the framework’s capabilities while maintaining its role as a supportive tool
in legal decision-making.
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