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Abstract

Transductive few-shot learning has triggered an abundant literature focusing on vision-only
models, but is still at a nascent stage within the recent context of foundational vision-
language models (VLMs). Only a few recent methods addressed the problem, pointing to
the potential of tranduction in VLMs and to the need for VLM-tailored methods. Build-
ing on this momentum, we leverage information-theoretic concepts and recent progress in
parameter-efficient fine-tuning (PEFT), developing a highly competitive transductive few-
shot CLIP method. Specifically, we introduce a novel Language-aware Information Maxi-
mizatiOn (LIMO) loss integrating three complementary terms: (i) the mutual information
between the vision inputs and the textual class descriptions; (ii) a Kullback-Leibler (KL)
divergence penalizing deviation of the network’s probabilistic outputs from the text-driven
zero-shot predictions; and (iii) a standard cross-entropy loss based on the labeled shots.
Furthermore, we challenge the commonly followed fine-tuning practices in the context of
transductive few-shot learning, and explore PEFT strategies, completely overlooked in this
context. Surprisingly, we observe substantial boosts in performances, which points to the
potential of adapting a subset of the model’s parameters in the transductive few-shot set-
ting. We report comprehensive evaluations, which show that LIMO outperforms the very
recent transductive few-shot CLIP methods by a large margin and yields significant gains
over the best-performing inductive methods. We will publicly release our code.

1 Introduction

The recent rapid advancements in hardware capabilities have driven substantial interest in multi-modal learn-
ing within the field of computer vision. In particular, vision-language models (VLMs) have received notable
attention, evidenced by a sharp rise in related publications in recent years |Zhang et al.| (2024)). Leading this
wave, CLIP Radford et al.| (2021) is a pioneering VLM that leverages natural language supervision, learning
visual representations from a vast, task-agnostic dataset of 400 million image-text pairs. The pre-training
process of CLIP involves jointly optimizing both image and text encoders in a contrastive fashion. This
approach aligns paired images and text prompts in a shared embedding space, forcing the matched textual
and visual representations to be close, while pushing non-matched pairs apart. Consequently, CLIP can per-
form robust zero-shot classification at the inference stage, where embeddings of test images are matched to
the text-based prompts derived from the class names of the downstream task (e.g., "a photo of a [class
name] .").

VLMs have demonstrated strong zero-shot performances across a wide range of tasks, yet they could be se-
riously challenged when dealing with fine-grained tasks that are significantly different from the pre-training
data|Radford et al.| (2021)). To address this, ongoing research is currently being focused on adaptation meth-
ods, aiming at enhancing the generalization of VLMs and bridging the gap toward reliable deployments in
real-world downstream applications [Zhou et al.| (2022bjjal); [Zhang et al.| (2022); |Gao et al.| (2024). Predomi-
nantly, these methods operate within an inductive framework, conducting inference independently for each
test sample and omitting the relationships between the testing samples and their statistics. While effective,
this approach may limit the model to isolated predictions, potentially overlooking valuable patterns within
the overall target data distribution. The transductive setting is a powerful alternative, in which inference
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Figure 1: The reported performance is the average accuracy over the 11 datasets studied in this paper.
LIMO outperforms a recent transductive VLM method (TransCLIP |Zanella et al| (2024)) and a related
vision-only method (TIM Boudiaf et al.| (2020b)) by large margins. It also demonstrates a significant gain
when compared to a related inductive method (CLIP-LoRA [Zanella & Ben Ayed| (2024a)).

is performed jointly across the entire test dataset. This framework enables the model to leverage the sta-
tistical properties of the unlabeled target data as a whole, facilitating the discovery of shared structures
as well as latent patterns that are missed when samples are processed independently. This paradigm has
already demonstrated significant success in the context of vision-only models, with a large body of works
that addressed transductive few-shot inference, e.g. |Liu et al(2018); Dhillon et al.| (2019); Ziko et al.| (2020));
Boudiaf et al.| (2020b); [Liu et al.| (2020); Hu et al. (2021b), to cite a few. Currently, the transductive setting
is gaining traction in VLMSs, with several very recent works emerging on the subject [Martin et al.| (2024]);
[Kalantidis et al.| (2024)); |Zanella et al.| (2024)); |El Khoury et al.| (2025)).

These recent transductive few-shot methods for VLMs leverage the text-encoder knowledge, as a form of
supervision, in conjunction with an unsupervised learning term, taking the form of a generative mixture
model-based clustering Martin et al| (2024)); |Zanella et al.| (2024). One of the main driving motivations
behind these recent VLM-tailored developments is that the standard transductive few-shot inference methods
perform poorly with VLMs|Martin et al|(2024));|Zanella et al.| (2024)), hence the need of dedicated techniques.
As for the question “what model parameters to fine-tune”, all the very recent transductive few-shot CLIP
methods to our knowledge, i.e.,|Martin et al.| (2024)); Zanella et al.| (2024), focused on operating on the output
embedding space, without exploring the possibility of fine-tuning the internal-representation parameters.
This is, indeed, in line with the de facto choice in the abundant vision-only few-shot literature
(2019); Boudiaf et al| (2020b), in which fine-tuning focuses on the output layer, while freezing the remainig
network-encoder parameters. In fact, full fine-tuning, i.e., fine-tuning the whole network is widely avoided in
low-shot regimes as it is prone to over-fitting, substantially degrading the performances |Chen et al.| (2019);
Boudiaf et al.| (2020b)). However, in parallel, inductive few-shot learning methods for VLMs have shown
impressive performance gains, building on the recent advances in Parameter-Efficient-Fine-Tuning (PEFT)
strategies, which originated from and were popularized in NLP. This includes the seminal work of CoOp,
which pioneered prompt learning in VLMs [Zhou et al.| (2022b)), as well as adapters Zhang et al.| (2022)
and, more recently, Low-Rank Adaptation (LoRA) |[Zanella & Ben Ayed| (2024a)). These recent inductive
few-shot CLIP developments challenged this status quo in fine-tuning with low supervision, showing that
updating the inner representations, or the input text prompts, could be beneficial even with a few labeled
samples. Building on this momentum, we leverage information-theoretic concepts, together with these
advances in PEFT strategies to push further the potential of the transductive paradigm in the context
of VLMs. Specifically, our contributions could be summarized as follows:
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Main contributions.

e We propose a novel transductive language-aware information-maximization loss. Our objective func-
tion aims at maximizing the mutual information between the vision inputs and the textual class
descriptions, while penalizing deviation of the network’s softmax outputs from the text-driven zero-
shot predictions. It could be viewed as a generalization of information-maximization losses widely
deployed in vision-only tasks.

e We challenge the commonly followed fine-tuning practices in the context of transductive few-shot
learning, and explore recent advances in PEFT strategies, completely overlooked in this context.
Surprisingly, we observe substantial boosts in performance, which points to the great potential of
adapting a subset of the model parameters in the transductive few-shot setting.

e In Figure our method, named LIMO (Language-aware Information MaximizatiOn), outperforms
a recent transductive method for VLMs by a large margin, especially in the higher-shot regimes,
and also demonstrates significant gains over one of the best-performing inductive few-shot CLIP
methods in the literature.

2 Related Work

Transductive Inference. In recent years, transductive inference has emerged as a highly effective ap-
proach in few-shot learning, where the objective is to generalize to new tasks or classes with very limited
data. In contrast to traditional inductive methods, which solely rely on labeled training data (support set),
transductive approaches utilize both labeled support samples and unlabeled test data (query samples). This
enables to adjust predictions in response to the test set distribution, enhancing adaptability to new tasks. A
seminal work that introduced transduction in vision-based few-shot learning proposed to use a meta-learned
graph to propagate labels from the labeled support set to the unlabeled query set [Liu et al.| (2018). Building
on this, a range of other methods have since been developed. For instance, LaplacianShot |Ziko et al.| (2020))
exploits data structure via graph clustering, encouraging consistent class predictions among samples with
similar features, while aligning each query sample with the closet support prototype; Transductive Fine-
Tuning (TF) Dhillon et al.| (2019) incorporates entropy minimization on query samples as a regularization
mechanism; TIM Boudiaf et al.| (2020b)) maximizes the mutual information between the query images and the
labels in conjunction with a cross-entropy on the support samples; BD-CSPN |Liu et al.| (2020) refines class
prototypes by addressing feature biases between the support and query sets, selectively updating prototypes
based on the most confident query samples; and PT-MAP Hu et al.| (2021b)) formulates an optimal transport
problem to align the distributions of the support and query samples.

Despite their large potential, previously discussed transductive methods have been demonstrated to experi-
ence considerable performance declines when applied to VLMs Zanella et al.| (2024); Martin et al.| (2024)), as
they rely exclusively on the visual features. This has prompted the development of several recent transduc-
tive approaches, designed to explicitly leverage the textual modality alongside image embeddings, a feature
that was made possible by the advent of VLMs Martin et al.| (2024)); Kalantidis et al.| (2024); |Zanella et al.
(2024). The Dirichlet-based method in |[Martin et al.| (2024) used a maximum likelihood estimation objective
function, while penalizing the total number of predicted classes in a given batch. TransCLIP [Zanella et al.
(2024) also pursued a maximum likelihood formulation, but with different statistical models, and added a
Kullback-Leibler divergence term penalizing deviation of the network’s probability outputs from the zero-
shot predictions. The ZLaP method in Kalantidis et al.[ (2024) propagates the zero-shot labels based on the
similarities between pairs of instances, following classical label-propagation principles.

Parameter-Efficient Fine-Tuning. Full fine-tuning (FFT) is one of the go-to-choice methods for adapt-
ing machine learning models to downstream tasks due to its excellent performance. This approach involves
updating all the trainable parameters of a model during the adaptation process. However, for large-scale pre-
trained models (often consisting of millions or even billions of parameters), FFT becomes less desirable as it
requires substantial computational resources, leading to significant costs in terms of memory, time, and data
requirements. To address this challenge, an alternative adaptation paradigm known as parameter-efficient
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fine-tuning (PEFT) has emerged. PEFT techniques aim to reduce the high expense associated with FFT
by adjusting only a small subset of the model’s parameters. Based on the choice of learnable parameters,
PEFT methods can be grouped into four main categories: Addition-based methods, which introduce new
trainable layers or adapters within the original frozen architecture to absorb task-specific knowledge
let al.| (2022)); |Chen et al| (2022); Lian et al.| (2022); Gao et al. (2024); Selective-based methods, which
focus on updating a carefully-chosen subset of the model’s existing parameters such as adjusting only the
bias terms within certain blocks [Zaken et al.| (2021)) or fine tuning particular layers, like the last visual pro-
jector layer in CLIP [Fahes et al|(2024); Prompt-tuning methods, which involve adding tunable tokens to
the input space or within intermediate sequences, enabling the model’s outputs to be tailored for new tasks
without altering its core parameters|Zhou et al.| (2022bja)); Jia et al. (2022)); Shu et al|(2022); [Khattak et al.|
(2023); [Ma et al.|(2024); Low-rank adaptation methods, which use additional low rank matrices that are
adaptable to approximate the change of weights during adaptation while keeping the original matrices frozen.
LoRA pioneered this approach in the field of Natural Language Processing (NLP), and ever
since, it has been adopted in vision tasks|Zanella & Ben Ayed| (2024a). Following LoRA, numerous variations
aiming to make the rank adaptive [Valipour et al. (2022); |Zhang et al.| (2023), improve performance
let al.| (2023); Kim et al.| (2024), or enhance efficiency Rajabzadeh et al|(2024); Dettmers et al.| (2024), have
emerged.

Zero- and Few-Shot CLIP Adaptation. With its extensive training on large-scale image-text data,
CLIP has shown impressive performance across a variety of downstream tasks in zero-shot scenarios. How-
ever, for more specific tasks, it may not achieve the desired results [Radford et al| (2021). To tackle this
issue, recent efforts have been directed towards exploring its full potential and further adapting it. Among
these, prompt-tuning methods under limited supervision have become particularly prominent techniques
Zhou et al.| (2022ba); Zhu et al| (2023); [Yao et al|(2023); |Shu et al. (2022); Ma et al.| (2024)). CoOp
et al.|(2022b) introduces a context optimization approach in which input text-prompt tokens are represented
as continuous learnable vectors that are end-to-end optimized from the data. Building upon this, CoCoOp
[Zhou et al.| (2022a)) integrates a meta-learning network to learn image-conditioned tokens, thereby improving
model generalization to unseen classes. Other approaches, such as ProGrad and KgCoOp
, focus on aligning learned prompts with predefined handcrafted ones. ProGrad
(2023), for instance, uses gradient projection to guide prompt-tuning, aiming to preserve the model’s orig-
inal knowledge during the adaptation process. Additionally, prompt-tuning has been applied in test-time
adaptation settings [Shu et al.| (2022)); Ma et al.| (2024), wherein image-specific prompts are optimized in real
time to maximize consistency across predictions generated from multiple augmentations of the same image.

Despite their effectiveness, prompt tuning methods remain computationally intensive, as they require multi-
ple backpropagation passes through the entire text encoder. To mitigate these demands, several alternative
approaches have been developed. For instance, MTA |Zanella & Ben Ayed| (2024b)) introduces a novel test-
time adaptation technique that optimizes visual features, providing an alternative to traditional test-time
prompt tuning. Moreover, CLIP-adapter [Gao et al| (2024) and Tip-adapter [Zhang et al| (2022) propose
visual classifiers at the output of the vision encoder to combine adapted and original features. LP++
et al. (2024) extends the Linear-Probe baseline by incorporating knowledge from the text encoder. ProLIP
Fahes et al.| (2024) limits updates to CLIP’s last visual projector layer while CLIP-LoRA Zanella & Ben Ayed|
(20244a) leverages low-rank matrices (LoRA) to adapt the attention matrices of both vision and text encoders
at the same time.

Information Maximization. Information Maximization has been widely used in machine learning and
computer vision tasks including representation learning |Tschannen et al.| (2019)); [Hjelm et al.| (2018]); [Bach-
[man et al.| (2019)); [Kemertas et al.| (2020), deep clustering [Hu et al. (2017); |Jabi et al,| (2019); Krause et al.
(2010), metric learning Boudiaf et al.| (2020al), domain adaptation [Pan et al.| (2020)), semi-supervised learning
|Chiaroni et al.| (2023) and few-shot learning Boudiaf et al. (2020b). This approach aims to maximize the
mutual information between two sets of variables, leading to more informative and discriminative represen-
tations. While extensively studied for vision-only classifiers, this strategy, to the best of our knowledge, has
not yet been applied to VLMs.
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3 Method

In this section, we first introduce some basic notation and provide a detailed presentation of the proposed
transductive Language-aware Information MaximizatiOn (LIMO) loss and the fine-tuning strategy to opti-
mize it.

3.1 CLIP Few-Shot Adaptation

Assume that we are given K candidate classes for a zero-shot classification task using a VLM, such as CLIP
Radford et al. (2021). In such a setting, textual descriptions, often referred to as “’prompts”, are created for
each class, e.g. ¢y = "a photo of a [kth class name].", k = 1,..., K. Each prompt is then embedded
into a normalized representation on the unit hypersphere, t;, = f(ck, 8;), where f is the language encoder
and 6, its vector of learnable parameters. For a given image classification dataset (or task), we have N
images, x;, ¢ = 1,..., N, including both labeled and unlabeled ones. Let S C {1,..., N} denotes the set
of sample indices within the set of labeled images in the data, often called the support set in the few-shot
literature. Also, @ C {1,..., N} contains the indices of the unlabeled samples (for which we need to make
predictions), called the query set.

Each image x; in the data, ¢ = 1,..., N, is mapped to a normalized embedding space having the same
dimensionality as the text-embedding space, using vision encoder g parameterized by 6,. This yields, for
each image x;, a visual embedding f; = ¢(x;,0,). For zero-shot prediction, a straightforward approach
for applying VLMs to downstream classification tasks, each text embedding tj is paired with the visual
embedding f; of a test image x;, and their cosine similarity is computed to produce a prediction logit:

li,k = fi—rtk (1)

This logit is then converted into a prediction in the form of a posterior softmax probability of the class’
textual description, ci, given test input x;:

exp(li,k/T) (2)
5 exp(li ;/7)

where 7 is a temperature scaling parameter. Then, the zero-shot classification of an image x; is performed
by selecting the class with the highest posterior probability: k = argmaxy, p; .

Dik =

In the standard few-shot setting, we assume that we have access to |S|/K labeled samples for each target
class, with |.| denoting the cardinality of a set. Typically, |S|/K, the number of shots per class, is small (less
than 16). Let z;, denote the one-hot encoded label for a labeled support image x;, with z;, = 1 if k is the
class of image x; and 0 otherwise. In the inductive setting|Zanella & Ben Ayed| (20244a), model adaptation is
done by minimizing the cross-entropy (CE) loss with respect to the parameters of both the text and vision
encoders:

K
1
C(0,,6;) = —@ZZM In p; (3)

ieS k=1
3.2 Language-aware information maximization

Inspired by previous works on vision-only transductive few-shot learning, such as TIM |Boudiaf et al.[(2020b)),
we propose to minimize with respect to 6, and 6; a generalization of the mutual-information loss to VLMs:

L(evvgt): C(gvaet) - I(gvaet) +T(0’U70t) (4)

Cross Entropy  Mutual Info. Text Reg.

In the following, we describe the notations occurring in our model in Eq. , as well as the effect of each of
its terms:
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The mutual Information. 1(6,,0;) is the mutual information between the visual inputs and the textual
class representations, considering both the input images and the text prompts as random variables, denoted
X and C, respectively. We compute the posterior distribution over the textual class descriptions, given the
input query images, using the zero-shot predictions:

Pr(C = cix|X =x;;60,,6:) = pix (5)

and the marginal distribution of the textual descriptions over the query set as follows:

Pr(C = cg; 0,,60;) = Ql sz k= Dk (6)
1€Q

This part of the objective integrates two terms, conditional entropy H(C|X;8,,0,) and marginal entropy
H(C;8,,6,), as detailed in the following:

I(9v7 Bt) = /\entH(C§ 91)’ at) - )\condH(C|X; 01}7 et) (7)

where Mgy and Aeong are two nonnegative weighting factors that control the influence of each term,
H(C|X;0,,0,) is the empirical estimate of the conditional entropy expressed as a function of the language-
driven predictions as follows:

H(C|X;0,,0;) x ZZPr ci|X = x4;0,,0:) InPr(ci|X =x;;0,,0;) = ZZplklnpzk (8)

k=11ieQ k=11i€Q

and H(C;0,,80;) denotes the empirical estimate of the marginal entropy given by:

K
H(C:0,,0,) = — Z Pr(C = c;0,,0;) InPr(C = c;0,,0;) = Zpk In py, (9)
k=1

Each entropy term plays a distinct and complementary role during adaptation. On the one hand,
H(C|X;0,,0;) aims to minimize the uncertainty associated with the text-based prediction of each query
sample. On the other hand, H(C;8,,0;) promotes a balanced distribution between classes, encouraging
diversity in class predictions, and preventing the model from favoring a limited number of classes. Thus,
integrating the marginal entropy serves as a regularization term preventing degenerate solutions that may
arise when solely minimizing conditional entropy. Together, these entropy terms enable the model to produce
confident and well-distributed predictions on the unlabeled samples.

The text-based regularization. This term provides text-based supervision, as it minimizes a Kullback-
Leibler (KL) divergence between the network’s probability outputs, p; = (p;x)i1<k<k, and the zero-shot
predictions (i.e., the initial network’s outputs), which we denote ¥; = (yi k)1<k<k:

T(6:,0,) = Aiext Y KL(pil|§:) (10)
i€Q
with p;
KL(pi|[3:) = p{ log 573 i€Q. (11)

and Azt is @ nonnegative weighting factor enabling to control the contribution of this term to our overall
loss. This text-based regularizer helps preserve the zero-shot generalization capabilities of CLIP, penalizing
large deviations of predictions p; from initial zero-shot predictions ¥;.

3.3 Umbrella method

Thanks to its structure, which simultaneously incorporates both visual and textual feature embeddings, and
both labeled and unlabeled data, our loss could be viewed as a generalization of state-of-the-art methods.
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Generalization of TIM Boudiaf et al.| (2020b)). Since TIM is a transductive information maximization
approach initially designed for vision-only classifiers, it relies only on vision features and omits textual
elements. By setting Aiepr = 0 in our loss function L(0,,0;) in equation 4 and fixing the text encoder to act
just as a linear classifier, whose weights are given by the text embedding, we can perceive TIM as a specific
case of LIMO.

Generalization of CLIP-LoRA Zanella & Ben Ayed| (2024al). CLIP-LoRA leverages low-rank ma-
trices to adapt the vision and test encoders of CLIP. This method operates in a purely inductive manner
that relies exclusively on labeled data without incorporating unlabeled data. By setting A¢ezr = 0, Aene =0
and Acong = 0 in our loss function, we recover CLIP-LoRA as a specific instance of LIMO.

3.4 Low-Rank Adaptation

In the following, we present our fine-tuning strategy based on LoRA [Hu et al. (2021al) to adapt vision and
text encoders. This choice is motivated by the fact that full fine-tuning is well known to produce degenerate
solutions (Chen et al.| (2019); [Boudiaf et al.| (2020b)), hence a more efficient way to apply LIMO is required.
LoRA approximates incremental updates of the pre-trained weights as the product of two small matrices, A
and B, based on the concept of “intrinsic rank” of the downstream task where A € R™"™, B € R™*" are
two low-rank matrices and r typically << m,n. This low-rank update is then incorporated into the forward
pass of a specific network layer I. The output hidden state h) is computed using the hidden state from the
preceding layer, h~1 and the layer’s original, frozen weight matrix, W as follows:

h) = Wnp(=1 L AWORED = WwhR(-D) 4 4 BOAOR-1) (12)

where 7 is a scaling factor that controls the influence of the low-rank updates. Values in matrix A®) are
randomly initialized via Kaiming initialization and B() is filled with zeros so that there is no incremental
update before training.

4 Experiments

4.1 Datasets.

We evaluate our method on eleven publicly available image classification datasets, which have already been
used in prior studies |Zhou et al.| (2022b)); Zanella et al.| (2024)); |Martin et al.| (2024). These datasets include
ImageNet |Deng et al.| (2009), SUN397Xiao et al.| (2010), FGVC-AircraftMaji et al.|(2013), EuroSATHelber,
et al.[(2019)), StanfordCarsKrause et al.|(2013]), Food101Bossard et al.| (2014), OxfordPetsParkhi et al.| (2012)),
OxfordFlowers102 [Nilsback & Zisserman| (2008]), Caltech101 |[Fei-Fei et al.| (2004), DTD |Cimpoi et al.| (2014])
and UCF101 |[Soomro| (2012)). Unless otherwise specified, all experiments were conducted with the pre-trained
ViT-B/16 vision encoder from CLIP, and the numerical results are presented as top-1 accuracy, averaged
over three distinct random seeds.

4.2 Implementation details

Our fine-tuning strategy. We follow the design choices of |Zanella & Ben Ayed| (2024al) by applying
LoRA to all the query, key, and value matrices of the vision and text encoders of CLIP, using a rank of
r = 2. A dropout layer with p = 0.25 is used to regularize the input to the LoRA module. In the few-shot
setting, the number of iterations is set to 500 times |S|/K (the number of labeled samples per class). Unless
otherwise specified, these hyperparameters remain fixed across all experiments.

LIMO hyperparameters. The core component of our transductive formulation is the language-aware
information maximization loss function, which comprises three terms, see Eq. . We set the conditional
entropy weight A.onq to 1, the marginal entropy weight Ae,+ to 10, and the text regularization weight Asept to
0.1. To ensure simplicity and generalizability throughout the experiments, these hyperparameters are kept
constant across all experiments.
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4.3 Results

LIMO overall performances. Table [1| highlights our results in comparative with state-of-the-art few-
shot learning methods. We can observe that LIMO consistently achieves leading performances across all
datasets in the 4-shot and 16-shot settings and across 10 datasets in the 2-shot setting, yielding significant
improvements over both transductive and inductive methods. For instance, LIMO outperforms TransCLIP
[Zanella et al.| (2024]) by an average of 5% in the 4-shot setting.

Table 1: Comparison of state-of-the-art methods in few-shot learning: Top-1 classification accuracy
on 11 datasets. Bolded values indicate highest accuracy. v denotes transductive methods, X denotes non-
transductive methods.
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-8 Tip-Adapter-F X T4 760 1446 85.9 82.3 86.8 92.6 96.2 95.7 08 839 807
g LP-++ X 7296 7607 4146 8168 80.64  87.20  02.88 96.45 95.80 7139 8360 = 8031
e CLIP-LoRA X 16 761 54.7 92.1 86.3 84.2 92.4 98.0 9.4 720 867 830
i TransCLIP Vo8 AT 38.6 83.0 79.8 86.9 92.4 94.4 940 651 821 784
g LIMO (Ours) v ooma n 57.5 94.4 87.4 874 953 98.7 971 747 89.3 849

Comparison with vision-only classifiers. Transductive few-shot learning methods, designed specifically
for vision-only-classifiers, rely exclusively on visual information, omitting textual elements. By comparing
LIMO to these approaches, we can assess the impact of incorporating the textual modality to enhance
our mutual information regularization term. Table [I] demonstrates that integrating language within our
transductive framework leads to substantial gains over all vision-only methods. Notably, our loss achieves
an average improvement exceeding 12% in the 2-shot setting compared to the TIM method

(2020Db)) based only on vision features.

Transduction improvements. We compare LIMO with state-of-the-art inductive few-shot methods, pri-
marily developed for VLMs. This comparison enables us to evaluate the impact of our loss in effectively
leveraging both textual and visual information in transductive fashion to enhance model performance. As
shown in Table [T} our transductive approach significantly outperforms inductive VLMs across all tasks, par-



Under review as submission to TMLR

ticularly achieving an average improvement of 2.8% over CLIP-LoRA |Zanella & Ben Ayed (2024a) in the
4-shot scenario. Interestingly, while other works have reported diminished transductive gains as the number
of shots increases |Zanella et al.| (2024)—attributing this to inductive methods better capturing the underly-
ing data structure with more samples—LIMO consistently delivers significant improvements over inductive
approaches, even in the 16-shot scenario. This highlights that transduction can be highly valuable across
varying levels of supervision.

4.4 Ablation studies

LIMO performances are consistent across various vision encoders. As presented in Table[2] LIMO
outperforms leading transductive approaches for vision-language models (TransCLIP |Zanella et al.| (2024)))
and vision-only classifiers (TIM [Boudiaf et al.| (2020b)) with both the ViT-B/32 architecture and the larger
ViT-L/14. This performance advantage also holds when compared to one of the best-performing inductive
few-shot methods in the literature, CLIP-LoRA |Zanella & Ben Ayed| (2024a)), thereby highlighting the
versatility of LIMO. Detailed results for both backbones are provided in the Appendix (Table |§| and .

Table 2: Average Top-1 accuracy over 11 datasets for the ViT-B/32 and ViT-L/14 visual
backbones. Bolded values indicate highest accuracy. v denotes transductive methods, X denotes non-
transductive methods.

2-shot 4-shot 16-shot
TIM |Boudiaf et al.|(2020b) v 58.7 65.5 73.3
CoOp |Zhou et al.|(2022b) X 65.5 69.5 75.7
ViT-B/32 CLIP-LoRA |Zanella & Ben Ayed|(2024a) X 70.7 72.9 78.9
TransCLIP |Zanella et al.|(2024) v 70 71.5 74.3
LIMO (ours) v 73.2 75.7 81.1
TIM v 73.2 78 83.4
CoOp X 76.9 79.4 84.6
ViT-L/14 CLIP-LoRA X 80.9 82.7 86.9
TransCLIP v 79.9 81.2 83.7
LIMO (ours) v 83.2 85.1 88.6

Components of LIMO. We assess the contribution of each term in our loss function on the overall perfor-
mance of LIMO. The results, shown in Table 3] demonstrate that the full integration of all four components
achieves better results than any other configuration. Interestingly, removing the mutual information term,
1(0,,0;), reduces significantly the performance of LIMO, particularly when only the last visual projector is
updated. This outcome can be attributed to the mutual information term’s role in improving the model’s
confidence over individual decisions while promoting a balanced distribution of predictions across classes.
Additionally, integrating the text-based regularization term 7°(0,, 6;) with the mutual information increases
the general performance of LIMO for both LoRA and LVP fine-tuning strategy. Aligning the model’s pre-
dictions with the zero-shot predictions may help the model to preserve relevant zero-shot generalization
properties and prevent overfitting. These results highlight the importance of each term in Eq. .

Effects of different fine-tuning strategies. While LIMO is optimized based on LoRA, alternative fine-
tuning strategies exist such as adapting the textual input (e.g., CoOp|Zhou et al.|(2022b))) or selectively adjust
some specific components of the model (e.g., ProLIP [Fahes et al| (2024)). To assess different approaches, we
introduce two LIMO variants in Table [} LIMO-CoOp, in which the textual input is fine-tuned as a set of
trainable vectors, and LIMO-LVP, where only the last visual projector layer is updated. Across nearly all
configurations, LIMO (using LoRA) outperforms both variants by an average margin of 4%, suggesting that
the parameters requiring adaptation for optimal performance are likely distributed throughout the model
rather than concentrated solely in the final visual projection layer or the textual input. In one specific
configuration (when only text-based regularization term 7'(0,, ;) is integrated), LIMO-CoOp outperforms
the LoRA-based variant by approximately 1%.

Orthogonality of LIMO. Table [3|also allows us to assess the compatibility of LIMO’s objective function
with other methods, such as CoOp [Zhou et al.| (2022b) and ProLIP [Fahes et al. (2024). As reported,
integrating our objective function leads to consistent performance gains—improving CoOp by approximately
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Table 3: Ablation study on the contribution of each term of our proposed loss function LIMO under differ-
ent fine-tuning strategies: LoRA (Low-Rank Adaptation), LVP (fine-tuning only the Last Visual Projector
of CLIP), and CoOp (learning only the textual prompts). We report 4-shot results as top-1 accuracy and
the average top-1 accuracy across 10 datasets (excluding ImageNet).

&
. \@& o & S & >
&Q’« CSGR* &o%%g Q}i@& S z»@\ b&gz @g‘ -\@o\‘\ ) §® ‘éwo;?
Method Loss &> < < & <° O o g N ¥

C(6y,0:) 72.78 37.69 84.76 7741 82.96 90.39 94.19 95.39 64.19 80.77 78.05

%{‘;R:: - C(04,00) + Z(0.,0:) 73.69 39.72 91.83 78.11 8580 93.98 96.78 9573  68.3 8387  80.79
(2021a) C0,,00) + T(0s,0:) 73.00 36.51 56.65 77.82 8477 90.14 91.77 95.11  54.87  79.68  T4.04
C(0v,0:) + Z(0v,0:) + T(0.,0:) 173.94 39.78 92.69 78.75 86.67 94.3 96.08 95.91 67.93 84.01 81.01

CoOp C(0,,0:) 71.22 33.67 76.2 72.03 84.69 89.91 92.11 94.92 59.1 77.45 75.13
7hou C(0v,0:) + Z(0.,0:) 71.11 31.69 76.98 70.87 86.05 92.61 93.12 94.97 62.96 78.87 75.92
T;U"‘Q]-m C(6u,0:) + T (0,0, 71.32 33.76 75.28 72.06 84.61 89.9 92.08 9486 5773  77.39 749
C(0y,0:) + Z(0v,0:) + T(0,,0:) T71.18 31.77 76.52 70.82 86.04 92.6 93.29 95.02 63.2 78.77 75.92

VP C(0,,0:) 69.29 34.42 75.96 72.44 77.68 82.38 93.86 93.47 62.18 75.65 73.73
Fahios C(00,00) + T(0s,0:) 72.85 33.04 84.27 74.89 84.91 92.04 97.05 9528  66.47 81.95  78.28
(620214 C(0,,0) + T (00,00 69.02 34.22 63.20 73.45 83.34  88.63 87.23 93.66 4945 7164 7139
C(0,,0:) + T(0,,0:) + T(04,0,) 73.25 35.1 86.52 76.24  86.19  93.12 95.7 95.58 6574 82.41  78.99

1% and ProLIP by around 5%. These results highlight the orthogonality of LIMO and its effectiveness in
enhancing the performance of other adaptation methods.

Computational Requirements. LIMO’s cost varies based on several factors such as batch size and
the scope of parameter adaptation (e.g., whether one or both encoders are fine-tuned). However, it remains
minimal due to its orthogonality. For instance, integrating LIMO with CLIP-LoRA, as in the paper, increases
training time by only ~ 5 minutes when adapting CLIP ViT-B/16 to ImageNet on a single NVIDIA RTX
A6000 GPU.

Table 4: Ablations on the hyper-parameters: Top-1 classification accuracy on DTD dataset using CLIP
ViT-B/16 in a 2-shot setting. Each hyperparameter is studied individually while keeping the others fixed as
in the main configuration.

0.1 1 10
Aent 61.05 61.29 62.43
Acond 58.35 62.43 57.39
Atewt 62.43 53.74 46.49

Sensitivity analysis of LIMO’s hyperparameters. Table 4| presents a comprehensive analysis of the
impact of the regularization weights Acnt, Acond, and Asez: on model performance. We observe that increasing
the marginal entropy weight A.,; consistently improves classification accuracy, reaching a maximum of
62.43% at Aen: = 10. This trend suggests that stronger marginal entropy regularization—which encourages
balanced class predictions across the dataset—provides beneficial guidance in the transductive setting. In
the case of the conditional entropy weight A.onq, performance is optimal at the intermediate value of 1, while
both lower (Acong = 0.1) and higher (A.ong = 10) values result in notable degradation. This finding indicates
that a moderate degree of conditional entropy minimization is necessary to encourage confident predictions
without leading to overfitting or instability. Lastly, the KL divergence weight A¢cs¢, which controls alignment
with the zero-shot prior, exhibits the highest sensitivity among the three. While small values (Atezt = 0.1)
yield the best performance (62.43%), increasing this weight substantially reduces accuracy—falling to 53.74%
at Aieze = 1 and 46.49% at Aexr = 10. These results underscore the importance of carefully constraining
the influence of the zero-shot prior to preserve the model’s adaptability in low-data regimes.

Fairly comparing LIMO with TransCLIP. To enable a fair comparison between our transductive
method, LIMO, and TransCLIP |Zanella et al.| (2024), we introduce a new variant, termed TransCLIP-LoRA.

10
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Table 5: Comparing LIMO with a TransCLIP variant that fine-tunes CLIP’s text and vision
encoders using the TransCLIP objective and LoRA: Top-1 classification accuracy is reported over 11
datasets. The highest accuracy values are highlighted in bold, and the second highest are underlined.

S
o : \‘é{;\& Q@‘% & g & &>
é%%e ~‘§\ QC’\/?V o%v:S &o‘b b@\ o&g : s o‘gé\ !L&Q\ Q Q\Q\ &
& © & & & Rl Rl &
2 TransCLIP |Zanella et al. 7(2024\ 70.3 70.9 30.0 77.1 71.7 87.0 91.7 90.6 93.5 55.1 78.5 74.2
':uli TransCLIP-LoRA 71.18 72.44 27.83 90.69 73.33 86.35 92.79 85.22 94.52 58.04 76.28 75.33
a LIMO (Ours) 71.08 72.31 33.8 91.68 74.47 86.28 93.78 92.43 94.94 63.32 81.21 7775
2 TransCLIP 70.3 71.9 34.0 79.4 74.0 86.4 91.6 93.6 94.0 61.1 79.1 75.9
% TransCLIP-LoRA 71.99 738 33.3 90.9 7.3 86.86  93.79 88.47 9536  60.56 77.38  77.25
= LIMO (Ours) 71.94 74.08 40.3 93.1 78.61 86.59 94.26 95.99 95.81 67.57 83.97 80.2
B TransCLIP 71.8 74.7 38.6 83.0 79.8 86.9 92.4 944 94.0 65.1 82.1 78.4
E TransCLIP-LoRA 7377 774 47.98 91.01 86.75 87.6 94.89 93.95 96.66  68.24  83.13 8194
- LIMO (Ours) 73.99 77.69 57.54 94.42 87.42 87.39 95.26 98.73 97.05 74.73 89.25 84.86

In this variant, we replace the objective function of LIMO, presented in Eq. (4)), with the objective function
proposed in the TransCLIP paper [Zanella et al.| (2024) while maintaining the same fine-tuning strategy,
LoRA, as used in our approach. The TransCLIP objective function is composed of four components: (i)
a cross-entropy loss applied to labeled samples, (ii) a GMM clustering loss structuring the unlabeled data,
(iii) a KL divergence loss aligning the model predictions with the zero-shot predictions, and (iv) a Laplacian
regularization term promoting smooth predictions across samples with similar feature representations. To
balance their contributions, we assign specific weighting factors to each term; 2 to the cross-entropy loss, 2
to the GMM clustering loss, 1 to the KL divergence term, and 0.05 to the Laplacian regularization term.
Experimental results for this variant are reported in Table

As shown in Table [f] substituting our proposed objective function with the TransCLIP objective leads to a
performance degradation of approximately 2.5% across all evaluated settings. This consistent performance
drop clearly demonstrates the effectiveness of our objective function in achieving superior performances in
transductive few-shot learning. Moreover, the results show that integrating the TransCLIP objective with
LoRA fine-tuning strategy yields an approximate 2% improvement compared to the standard TransCLIP
setting, further confirming the significant benefits of our fine-tuning strategy based on LoRA, which focuses
on adapting the inner representations of the model. Overall, these findings validate the design choices
underlying the proposed method LIMO—specifically, the combination of our information maximization loss
function in Eq. and the LoRA fine-tuning strategy—for achieving optimal performance.

5 Conclusion

In this work, we presented a novel approach to handle transductive learning for vision-language models.
We first introduced a Language-aware Information MaximizatiOn (LIMO) loss function which is based on
strong text-based regularization terms. Second, we demonstrated the potential of fine-tuning a subset of the
model parameters within the transductive paradigm, notably with low-rank matrices (LoRA), a perspective
overlooked by current transductive methods working solely in the embedding space. We evaluated our
proposed LIMO on 11 datasets and showed that it outperforms state-of-the-art transductive and inductive
few-shot learning methods, highlighting new possibilities for combining PEFT and transductive learning in
future research.
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A Ablations on Model Architecture

Table 6: Detailed results of state-of-the-art methods in the few-shot setting for the 11 datasets
with the ViT-B/32 as visual backbone: Top-1 classification accuracy averaged over 3 random seeds
is reported. Bolded values indicate highest accuracy. +'denotes transductive methods, Xdenotes non-
transductive methods.
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Table 7: Detailed results of state-of-the-art methods in the few-shot setting for the 11 datasets
with the ViT-L/14 as visual backbone: Top-1 classification accuracy averaged over 3 random seeds
is reported. Bolded values indicate highest accuracy. +'denotes transductive methods, Xdenotes non-
transductive methods.
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