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Abstract

We introduce a novel dynamic learning-rate scheduling scheme grounded in theory with the goal
of simplifying the manual and time-consuming tuning of schedules in practice. Our approach is
based on estimating the locally-optimal stepsize, guaranteeing maximal descent in the direction
of the stochastic gradient of the current step. We first establish theoretical convergence bounds
for our method within the context of smooth non-convex stochastic optimization, matching state-
of-the-art bounds while only assuming knowledge of the smoothness parameter. We then present
a practical implementation of our algorithm and conduct systematic experiments across diverse
datasets and optimization algorithms, comparing our scheme with existing state-of-the-art learning-
rate schedulers. Our findings indicate that our method needs minimal tuning when compared to
existing approaches, removing the need for auxiliary manual schedules and warm-up phases and
achieving comparable performance with drastically reduced parameter tuning.

1 Introduction

Stochastic gradient-based optimization methods such as SGD and Adam (Kingma & Ba, 2014) are the main workhorse
behind modern machine learning. Such methods sequentially apply stochastic gradient steps to update the trained
model and their performance crucially depends on the choice of a learning rate sequence, or schedule, used throughout
this process to determine themagnitude of the sequential updates. All in all, effectively tuning the learning rate schedule
is widely considered a tedious task requiring extensive, sometimes prohibitive, hyper-parameter search, resulting in a
significant excess of engineering time and compute resources usage in ML training.

A prominent approach to address this issue gave rise to a plethora of adaptive optimization methods (most notably Duchi
et al., 2011 and Kingma & Ba, 2014), where the learning rate parameter is automatically tuned during the optimization
process based on previously received stochastic gradients. In some important applications these methods provide
superior convergence performance, while their theoretical guarantees match the state-of-the-art in the stochastic
convex and (smooth) non-convex optimization settings (Li & Orabona, 2019; Ward et al., 2020; Attia & Koren,
2023). However, despite the adaptivity incorporated into these methods, auxiliary learning rate schedules are often
still required to actually attain their optimal performance (e.g., Loshchilov & Hutter, 2016), and the nuisance of
laborious and extensive manual tuning still remain relevant for these methods as well. Furthermore, and perhaps more
fundamentally, commonly used schedules appear rather arbitrary and manually tailored to the specific task at hand,
and it is desirable to have a more principled, theory-grounded and general-purpose approach to schedule tuning.

In this paper, we introduce a novel dynamic learning-rate scheduling scheme, we call GLyDER,1 with the goal of
automatizing and simplifying the manual and time-consuming tuning of schedules in practice. GLyDER is principled
on an update rule that uses a locally-optimal learning rate, that is, a step-size picked so as to optimize (a bound on)
the achievable single-step (greedy) improvement in function value. This apparatus can be used as an add-on on top of
any first-order optimization method that provides (stochastic) step directions for which locally-adapted learning rates
are desired. Resulting algorithms from this scheme do not require external learning-rate schedules and are shown to
achieve comparable performance, across several tasks and datasets, to state-of-the-art optimizers that rely on carefully
tuned learning rate schedules.

The basic approach behind GLyDER is simple and lies on the classical “descent lemma” (e.g., Bauschke & Combettes,
2011; Beck, 2017), that quantifies a worst-case bound on the achievable single-step improvement in a given direction,
which in turn dictates a choice of a learning rate that optimizes the bound. In GLyDER, the idea is to approximate
this optimal learning rate given that the direction of progress is the current stochastic gradient (possibly mini-
batched, or otherwise modified), rather than the true non-stochastic gradient as in classical uses of the descent lemma.
This approximation requires methods for effectively estimating the true gradient’s norm and its inner product with
the stochastic gradient, based solely on additional samples of stochastic gradients. We give rigorous methods to

1GLyDER stands for Greedy Local Descent optimizER.
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accomplish these tasks, along theoretical analysis and more practical variants used for our actual implementation of
GLyDER which is used in our experiments.

To summarize, our main contributions in this paper are as follows:

• We present a new dynamic scheme for learning-rate scheduling, based on estimating the locally-optimal step-size
in the direction of the current-step stochastic gradient; the ideas underlying this scheme and its precise derivation
are described in Section 2. In contrast to common adaptive stochastic optimization methods, our scheme is able
to adapt the instantaneous learning rate to the current, local conditions, rather than to past observations.

• Weprove theoretical convergence bounds for ourmethod in the smooth, non-convex stochastic optimization setting,
while only requiring knowledge of the smoothness parameter. Our bounds match the state-of-the-art performance
known for perfectly-tuned SGD in the smooth, non-convex setting (Ghadimi & Lan, 2013), and are discussed in
Section 2.

• We propose two practical implementation variants of of the method and experiment with them extensively across
several datasets and optimizers. Our findings, described in Section 4, demonstrate that our method achieves
performance comparable to state-of-the-art learning rate schedulers. Notably, our method requires having to tune
only a single learning rate parameter, in contrast to other schemes that often require extensive parameter tuning,
manually crafted schedules and warm-up phases.

1.1 Related work

Adaptive stochastic optimization. A closely related and extremely influential line of work, with similar motivation
to ours, is that on so-called adaptive optimization methods. This body of research has originated in the online learning
literature and has lead to an abundance of practical and effective optimizers, some of which are used extensively in
modern training pipelines (Duchi et al., 2011; Kingma & Ba, 2014; Loshchilov & Hutter, 2017; Gupta et al., 2018;
Shazeer & Stern, 2018; Anil et al., 2020; Ward et al., 2020). Our study complements this family of algorithms in two
important aspects: (i) our approach is based on optimizing the instantaneous learning rate to the local conditions in
the current step, which is very different from the purpose of adaptive optimizers that adapt the learning rate based on
past gradients; (ii) as already noted above, existing adaptive optimizers often still require auxiliary, manually-tuned
learning rate schedules, and our method can be used in conjunction so as to provide them so as to provide them an
appropriate schedule.

Stochastic line-search methods. Several works (Schaul et al., 2013; Wu et al., 2018; Rolinek & Martius, 2018;
Vaswani et al., 2019; Paquette & Scheinberg, 2020) consider local line search for every iteration in the stochastic
setting. Most notably, Schaul et al. (2013) is perhaps the most closely related to our work, as they also consider a
locally optimal learning rate based on a descent lemma for smooth functions. There are a few major differences: (1)
Our work provide convergence analysis with exact rates that are optimal under certain assumptions, while their work
only show an asymptotic convergence proof; (2) Our work propose an improved estimation of the optimal learning
rate, and in Subsection 3.2 we show empirically the advantage of our estimator; and (3) We also propose a model
independent method to estimate the smoothness parameter, based on Liu et al. (2023), while Schaul et al. (2013) rely
on the structure of the model to estimate the smoothness. In a follow-up to Schaul et al. (2013), Wu et al. (2018)
generalized their work to momentum SGD under the assumption of a convex objective. They also study cases in which
the locally optimal learning rate have short-horizon bias and may not perform well on longer optimization tasks. In
our work we empirically test our method on both short and long tasks (such as large text datasets) and show that it
performs well across tasks.

Parameter-free optimization. There is a vast literature focusing on parameter-free algorithms, that can optimize a
large class of functions with essentially no hyperparameter tuning. Many such works (Orabona & Pál, 2016; Cutkosky
& Orabona, 2018; Foster et al., 2017; Luo & Schapire, 2015; Jacobsen & Cutkosky, 2022) use online learning
techniques to construct algorithms that achieve near-optimal convergence rate in the convex setting, these works are
mostly of theoretical nature. Several works proposed more practical parameter-free algorithm with an empirical study
of their methods (Orabona, 2014; Orabona & Tommasi, 2017; Kempka et al., 2019; Chen et al., 2022). Recently Ivgi
et al. (2023) and Defazio & Mishchenko (2023) have proposed parameter-free algorithms which are similar in flavor
and focus on estimating the distance of the weights from the solution. While Defazio & Mishchenko (2023) focus
on the deterministic case, Ivgi et al. (2023) prove convergence rate with high probability in the stochastic case with
bounded noise. We note that all the above works consider the convex setting, while our work consider smooth and
not-necessarily convex objectives.
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Meta-learning techniques. Several works consider different approaches to “learn the learning rate” in a dynamic
method, while requiring either a few or no parameters to tune (Baydin et al., 2017; Zhang et al., 2019; Zhuang et al.,
2020). Baydin et al. (2017) dynamically update the learning rate by calculating the gradient w.r.t the learning rate
itself. Zhang et al. (2019) proposes a method to “lookahead” several steps using a a different and presumably faster
optimizer, and using this information to calculate an improved descent direction. Zhuang et al. (2020) proposes a
method of predict the next gradient based on previous gradients, and take a step only if the observed gradient is close
to the prediction.

2 Dynamic Step-size Based on Locally Optimal Step Size

In the following section we will first show how we derived the GLyDER stepsize scheduler which is based on finding an
optimal stepsize at each iteration given a stochastic descent direction. We will next show how to efficiently estimate this
optimal stepsize using several stochastic gradients, present the GLyDER stepsize algorithm and show a convergence
result for it.

Problem formulation. Throughout, we assume the following optimization setup for our technical derivations and
theoretical analyses. We consider an objective function 5 : ℝ3 → ℝ which is !-smooth, We assume that at each
point x we have access to the gradient via a noisy oracle g = ∇ 5 (x) + ξ for some noise vector ξ. Our assumptions
on the noise are �[ξ | x] = 0 and �

[
‖ξ‖2 | x

]
≤ f, i.e., it has zero mean and bounded variance conditioned on the

current iteration. This oracle is standard in many machine learning applications where at each iteration a batch of data
is sampled, and the gradient of the loss is calculated with respect to this batch.

2.1 Deriving the GLyDER Stepsize

Our starting point is the following descent lemma for !-smooth functions, which is often used to give optimization
guarantees (see Bauschke & Combettes (2011); Beck (2017)):
Theorem 2.1 (The descent lemma). Let x′ be defined by x′ = x−d for some arbitrary vector d. Then for any !-smooth
function 5 we have

5 (x) − 5 (x′) ≥ 〈∇ 5 (x), d〉 − !
2
‖d‖2. (1)

From the descent lemma we derive the optimal step size in terms of the best lower bound for the change in function
value when moving in an arbitrary direction d, by considering a learning rate that maximizes the r.h.s of Eq. (1). This
provides the following corollary, where by optimal we mean that it maximizes the change in function value when only
adjusting the learning rate and keeping the descent direction constant.
Corollary 2.2. Given a starting point x and an arbitrary direction d, the optimal step size in the direction d (according
to the bound in Thm. 2.1) is: x′ = x − 〈∇ 5 (x) ,d〉

! ‖d‖2 d, and the change in the function value is lower bounded by:

5 (x) − 5 (x′) ≥ 〈∇ 5 (x) ,d〉
2

2! ‖d‖2 .

Consider running SGD for C iterations, and at each iteration sampling a stochastic gradient gC . Corollary 2.2 states that
given gC , the optimal learning rate for this descent direction would be

[C =
〈∇ 5 (xC ), gC 〉
!‖gC ‖2

. (2)

Thus, given a sequence of stochastic gradients g1, . . . , g) , we can define a sequence of learning rates [1, . . . , [) which
are guaranteed to be locally optimal in the sense that at each step C ∈ [)] we choose the optimal learning rate when
taking a step in the direction gC . Also, note that in the noiseless case, i.e. when gC = ∇ 5 (xC ), then the learning rate
is constant and equal to 1

!
which is known to give the optimal convergence rate for gradient descent using the descent

lemma (see e.g. Bubeck et al. (2015)).

Our goal is to find a stationary point of 5 , that is, given n > 0 finding x ∈ ℝ3 with ‖∇ 5 (x)‖2 ≤ n . Note that it is not
possible to provide stronger guarantees such as converging to a global or local minimum without further assumptions
on the function (such as convexity, PL condition Karimi et al. (2016) etc.) In the following theorem we analyze the
convergence rate of the learning rate scheduler from Eq. (2):
Theorem 2.3. Let 5 : ℝ3 → ℝbe an !-smooth function. Suppose we run SGD for) iterations in the following way: We
start at some arbitrary point x0 with | 5 (x0) − 5 (x∗) | ≤ ' where x∗ is a global minimum of 5 . At each iteration C ∈ [)]
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we sample gC = ∇ 5 (xC ) + ξC where �[ξC ] = 0 and �
[
‖ξC ‖2

]
≤ f2 for f > 0. We define xC = xC−1 − 1

!
· 〈∇ 5 (xC ) ,gC 〉‖gC ‖2

gC ,
then:

min
C=1,...,)

�
[
‖∇ 5 (xC )‖2

]
≤ 2!'

)
+ f

√
2!'
)

The full proof can be found in Appendix A.1. The intuition behind the proof is pretty straightforward and requires
iterative use of the descent lemma. The theorem shows that our learning rate scheduler have a couple of very useful
properties:

• The convergence rate to reach a gradient of squared norm smaller than n is $
(
1
/
n2) . Due to previous lower bounds

Drori & Shamir (2020), this is known to be the optimal convergence rate in a noisy regime for smooth functions that
are not necessarily convex.

• The learning rate doesn’t require knowledge of either f or ', and is adaptive to both parameters.
• The convergence rate interpolates between the noisy regime (f > 0) and the noiseless regime (f = 0).

To practically implement the learning rate described in Thm. 2.3 we need to approximate the inner product 〈∇ 5 (xC ), gC 〉
at each iteration. This approximation can be done by sampling a fresh mini-batch of stochastic gradients h1

C , . . . , h=C at
each iteration and estimating the inner product:

〈∇ 5 (xC ), gC 〉 ≈
〈

1
=

=∑
8=1

hC8 , gC

〉
.

However, this approximation has one main caveat: We cannot bound the term 〈∇ 5 (xC ), gC 〉 away from zero, hence it
is not possible to use concentration bounds such as Hoefdding’s inequality to achieve a good relative approximation
where = is constant for all iterations that depends only on the problem’s parameter. To overcome this caveat, in the
next subsection we provide a different analysis which estimate the squared norm of the gradient, instead of its inner
product with the stochastic gradient.

2.2 Approximation of the GLyDER Stepsize

We begin this section with finding the locally optimal learning rate in expectation, which relies on a descent lemma
in expectation. Recall that we consider an !-smooth function 5 (x), and we are given at x a stochastic gradient
g := ∇ 5 (x) + ξ where the noise is with zero mean, and �[‖ξ‖2 | x] ≤ f2. Applying the smoothness condition for a
descent direction [(∇ 5 (x) + ξ) in expectation over the noise ξ we get:

� [ 5 (x − [(∇ 5 (x) + ξ)) − 5 (x) | x] ≤ �
[
−[〈∇ 5 (x),∇ 5 (x) + ξ〉 + [2!

‖∇ 5 (x) + ξ‖2
2

| x
]

= −[‖∇ 5 (x)‖2 + [2!
‖∇ 5 (x)‖2 + f2

2

minimizing the r.h.s over [ yields that the optimal descent rate in expectation is 1
!
· ‖∇ 5 (x) ‖2
‖∇ 5 (x) ‖2+f2 . As in the previous

section, we can show that this learning rate scheduler achieves the optimal convergence rate:
Theorem 2.4. Let 5 : ℝ3 → ℝbe an !-smooth function. Suppose we run SGD for) iterations in the following way: We
start at some arbitrary point x0 with | 5 (x0) − 5 (x∗) | ≤ ' where x∗ is a global minimum of 5 . At each iteration C ∈ [)]
we sample gC = ∇ 5 (xC ) +ξC where�[ξC ] = 0 and�

[
‖ξC ‖2

]
≤ f2 for f > 0. We define xC = xC−1− 1

!
· ‖∇ 5 (xC ) ‖2
‖∇ 5 (xC ) ‖2+f2 gC ,

then:

min
C=1,...,)

�
[
‖∇ 5 (xC )‖2

]
≤ 2!'

)
+ f

√
2!'
)

.

The full proof can be found in Appendix A.2. Note that contrary to Thm. 2.3, here we do need to know f to define the
learning rate, although we still don’t need to know '. Note that also here, if we consider the noiseless case, then we
get a constant learning rate of 1

!
.

The advantage of defining the locally optimal learning rate in this way, is that it can be efficiently estimated by sampling
new gradients. Namely, by sampling stochastic gradients we can derive an unbiased estimator of the squared norm of
the gradient. This is described by the following procedure:
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Suppose that we sample i.i.d stochastic gradients h1
C , . . . , h=C at xC , where h8C = ∇ 5 (xC ) +ξ8C with�[ξC8 ] = 0 and bounded

variance. Then 1
=(=−1)

∑
8≠ 9 〈h8C , h

9
C 〉 is an unbiased estimator of the norm of the gradient. This is because:

�

[
1

=(= − 1)
∑
8≠ 9

〈h8C , h
9
C 〉

]
=

1
=(= − 1)�

[∑
8≠ 9

〈∇ 5 (xC ) + ξ8C ,∇ 5 (xC ) + ξ
9
C 〉

]
=

1
=(= − 1)�

[∑
8≠ 9

〈∇ 5 (xC ),∇ 5 (xC )〉 + 〈∇ 5 (xC ), ξ8C 〉 + 〈∇ 5 (xC ), ξ
9
C 〉 + 〈ξ8C , ξ

9
C 〉

]
=

1
=(= − 1)

∑
8≠ 9

〈∇ 5 (xC ),∇ 5 (xC )〉 = ‖∇ 5 (xC )‖2 , (3)

where we used that the noise is sampled i.i.d with zero mean. Note that to estimate the denominator of the learning
rate, we can either estimate ‖∇ 5 (xC )‖2 and f2 separately, or we could just use 1

=2
∑=
8, 9=1〈hC8 , hC9〉 which is an unbiased

estimator of ‖∇ 5 (xC )‖2 + f2/=.
One of the advantages of this estimator is that it aligns with the goal of the algorithm, to minimize the squared norm
of the gradient. In more details, suppose we want to achieve a squared gradient norm smaller than some n > 0, then
either the norm of the gradient is larger than n , and we can estimate it using a mini-batch of size $

(
1
/
n2) , or it is

smaller than n , which means our algorithm converged to an n-stationary point.

Since this estimation reduces the variance of the noise by a factor of = (i.e. f2/= instead of f2), it is natural to also
sample a mini-batch of size = to determine the descent direction and reduce the variance by the same factor. The reason
for sampling two different sets of stochastic gradients is only for theoretical reasons, to avoid the dependence between
the learning rate calculation and the descent direction. In our experimental results we used the same set of gradients
for both tasks.

2.3 The GLyDER stepsize Algorithm

We now present in algorithm 1 the GLyDER stepsize algorithm and provide convergence guarantees for it. The input
for the algorithm is a starting point x0, the smoothness of the objective function ! and the number of stochastic gradient
= that are sampled at each iteration. The algorithm at each iteration calculates unbiased estimators `C ∼ ‖∇ 5 (xC )‖2 and
WC ∼ ‖∇ 5 (xC )‖2 + f2/=, where ∇ 5 (x) is the gradient (i.e. non-stochastic) of 5 at x. Finally, the algorithm performs
an update in the direction of the sum of the stochastic gradients, and with a step size 1

!
· `C
WC
.

Algorithm 1: Theoretical GLyDER learning rate
Input: x0, =, !
for C = 1, 2, . . . , ) do

Sample stochastic gradients g1
C , . . . , g=C , h1

C , . . . , h=C
Set:
`C := 1

=(=−1)
∑
8≠ 9 〈h8C , h

9
C 〉

WC := 1
=2

∑<
8, 9=1〈h8C , h

9
C 〉

gC =
∑=
8=1 g8C

Update xC = xC−1 − 1
!
· `C
WC

gC

The following theorem shows the convergence of algo-
rithm 1:
Theorem 2.5. Let 5 : ℝ3 → ℝ be an !-smooth and "-
Lipschitz function and let n > 0. Suppose x0 is such that
| 5 (x0) − 5 (x∗) | ≤ ' where x∗ is a global minimum of 5 .
Also assume that the norm of noise vectors are globally
bounded by � > 0. Suppose that we run algorithm 1
with = ≥ 20f2/n , then there exists a universal constant
2 > 0 such that w.p > 1 − 3) exp

(
− n 2=2
f2" 2�2

)
, we get:

min
C=1,...,)

�
[
‖∇ 5 (xC )‖2

]
≤ 2!'

)
+ f
√
=

√
2!'
)

,

where the high probability is w.r.t the noise of the stochastic gradients h8C ’s, and the expectations is w.r.t the stochastic
gradients g8C ’s. In particular, by choosing = = Ω

(
f2"2�2 log(3))

/
n2) , then w.p > Ω(1) the oracle complexity to

achieve minC=1,...,) �
[
‖∇ 5 (xC )‖2

]
≤ n is $

(
f2"2�2!2'2 log(3))

/
n3) .

The full proof can be found in Appendix A.3. The reason that we use two sets of stochastic gradients is to avoid the
dependence for the theoretical analysis. In Section 2.2 we provide the practical algorithm which uses the same set of
gradients for both calculations, and our experiments are done on this practical algorithm. Also note that the algorithm
converges to a gradient with squared norm smaller than n in$

(
1
/
n3) oracle calls. This is not the optimal convergence

rate which we achieved in Thm. 2.3 and Thm. 2.4. The reason is that here we don’t assume to known f, and estimating
it up to an error of$ (n) requiresΩ

(
1
/
n2) oracle calls. We are not aware of another method which achieves the optimal

learning rate without knowledge of f, and with only logarithmic dependence on the input dimension.
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3 Practical Implementation

In the previous section we provided theoretical justification for GLyDER. In this section we discuss several practical
considerations and heuristics which improve its empirical performance.

3.1 Smoothness Estimation

Our learning rate scheduler requires knowing the smoothness of the function. In practice, not only that in general there
is no prior knowledge of this term, the smoothness may also not be bounded. This is in fact the case for modern neural
network which are known to be non-smooth and non-convex. One naive method to approximate the smoothness is to
assume it is globally bounded, and to run a hyperparameter sweep with a goal of finding an upper bound which will
work for the entire optimization process.

A different approach is to use an adaptive method to approximate the smoothness at every iteration. Here we provide
two methods for such an approximation, which are inspired by similar methods from Liu et al. (2023). For this
subsection we assume a standard supervised setting: We have a loss function ℓ(·, ·), a model # (θ, x) (e.g a neural
network) parameterized by θ with input data x. For a batch of samples (x1, H1), . . . , (x<, H<) and parameters θ we can
define the empirical loss as 5 (θ) := 1

<

∑<
8=1 ℓce (# (θ, x8), H8)2. In this setting sampling a stochastic gradient means

sampling a batch of inputs.

Option 1: projection to a 1-dimensional function (1-d projection. For a function multivariate 5 : ℝ3 → ℝ, if we
pick at some point θC a descent direction gC (i.e. by sampling a batch of inputs), finding the best learning [C for this
direction boils down to a one-dimensional function. Thus, the smoothness of our function is defined by the second
derivative of this 1-dimensional function. That is, we can calculate: !C := g>C ∇2 5 (θC )gC ∈ ℝ as the smoothness
bound for iteration C. The second derivative is calculated w.r.t the same batch of inputs that was used to calculate
the gradient. Note that although this term contains the Hessian of 5 , it requires only calculating the projection of the
Hessian in the direction gC . This projection can be calculated in time $ (3), which is similar (up to constant factors) to
the computational cost of calculating the gradient. In theory, the smoothness of the function could significantly change
across this line, and line search could be used to gain a better bound. For practical considerations we do not perform
line search, and take !C as the local smoothness bound.

Option 2: A simplified version of the Gauss-Newton-Bartlett (GNB) estimator. In Liu et al. (2023) (Section 2.3,
Option 2) the authors consider a multi-class classification problem. They consider the cross-entropy loss, where # is
some model (e.g. a neural network) parameterized by θ with input data x, and its output # (θ, x) ∈ ℝ+ are the logits,
where + is the number of possible classes, and H ∈ {1, . . . , +} is the output class. This represents the loss function for
a multi-class classification problem with + classes on a single sample.

For a batch of samples (x1, H1), . . . , (x<, H<) and parameters θ we can define the empirical loss as ! (θ) :=
1
<

∑<
8=1 ℓce (# (θ, x8), H8). We consider the estimator: !C := max {∇θ! (θ) � ∇θ! (θ)}, where � is the Hadamard-

product, and the max function is over the coordinates 3.

We note that both options are easy to calculate. The advantage of the first method is that the reasoning behind it
is clearer and more straightforward, although it does require calculating a projected second derivative, which takes
approximately the same time as calculating the gradient. The second option is faster to calculate, as it requires almost
no extra calculations, but is viable in theory only for the cross-entropy loss. This method can be considered as an easily
calculated heuristic.

3.2 Exponential Averaging and Norm Estimation

Our learning rate scheduler depends on estimating the norm of the real gradient using stochastic gradients. By only
assuming that the noise of the stochastic gradients are independent and with zero mean, we constructed an unbiased
estimator in Eq. (3). But having an unbiased estimator is usually not good enough, we would also like our estimator to
have low-variance. In the following theorem we calculate the variance of this estimator in the general case and under
the an additional assumption that the noise is Gaussian.

2Only in this subsection, we slightly abuse notation and consider the parameters of the objective function as θ instead of x, since
3We note that in Liu et al. (2023), the authors consider a more complicated estimator. Namely, given C = # (θ, x8) ∈ ℝ+ they

consider the categorical distribution Cat(C) (a categorical distribution over the vector of logits C), they sample a label Ĥ8 from this
distribution and calculate the empirical loss using these labels. We use the simpler estimator, which is also easier to calculate,
without sampling labels from the distribution Cat(C). In our empirical evaluation this estimator seems to work well in most tasks,
the reason might be that our goal is much simpler – finding the largest value in the diagonal of the Hessian, instead of estimating the
entire diagonal in Liu et al. (2023)
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Theorem 3.1. Let =, 3 ∈ ℕ with =, 3 > 1. Assume for each 8 ∈ [=] we are given independent noisy estimate
of the gradient, That is, g8 = ∇ + ξ8 for some ∇ ∈ ℝ3 , where �[ξ8] = 0, �[‖ξ8 ‖2] = f2, and g8 ,∇, ξ8 ∈ ℝ3 .
Define ` = 1

=(=−1)
∑
8≠ 9 〈g8 , g 9〉, then we have �[`] = ‖∇‖2 and Var(`) ≤ 4‖∇‖2f2

=
+ f4

=(=−1) . In particular, for

ξ8 ∼ N
(
0, f2

3
�3

)
we have Var(`) = 4‖∇‖f2

=3
+ f4

3=(=−1) .

Figure 1: Comparison of our norm estimator (blue)
with the norm over the mean of the stochastic gra-
dients (magenta), and the full gradient (black). The
estimated noise level (orange) is the subtraction be-
tween the two.

The proof can be found in Appendix B. Note that without further
assumptions on the noise we can only upper bound the variance,
as it will depend on the inner products between the noise vectors
ξ8’s, and on the inner product between the noise vectors, and X
(which represent the gradient). For a Gaussian distribution, which is
spherically symmetric and each coordinate is distributed i.i.d these
inner products can be calculated and we can give an exact expression
of the variance. This expression is smaller than our upper bound by
a factor of 3 (the input dimension).

It is interesting to note that the variance exhibits two phases during
training depending on the norm of the gradient: (1) When ‖∇ 5 (x)‖2
is large, the variance decreases by a factor of $ (1

/
=); (2) When

‖∇ 5 (x)‖2 is very close to zero, the variance decreases by a larger
factor of $

(
1
/
=2) , but the effect of the noise f is also larger. The

variance reduction in the second phase is achieved thanks to the
fact that although we only receive = stochastic gradients, using all
the inner products yields $ (=2) (unbiased) estimators of the norm.
Although these estimators are not independent, they still allow for
variance reduction, at least when the norm is small.

If figure 1 we plot our norm estimator, compared to the norm of the mean over the gradients (which is used as the norm
estimator in Schaul et al. (2013)). We also plot the true gradient, i.e. the gradient w.r.t the entire dataset. Note that
our estimator closely follow the real gradient, while using the mean estimator is biased. The experiment is done on the
CIFAR100 dataset, where each stochastic gradient is drawn independently 5 times, showing the standard deviation of
the estimators. For full experimental details see Appendix D.

Our bounds show that the noise has a very significant effect on the performance of our estimator. A method to reduce
the variance which is commonly used in modern optimization algorithms (e.g. Adam Kingma & Ba (2014)) is to
add exponential averaging. Namely, consider the newly estimated learning rate [C at iteration C which is calculated
in Thm. 2.5. For V ∈ (0, 1) use exponential averaging to get the learning rates: [̂C = (1 − V)[C + V[̂C−1, where [̂C
is the learning rate after exponential averaging. In all of our experiments, we used V = 0.999 as the coefficient for
exponential averaging, which achieved good performance throughout all the tested datasets, algorithms and models.
We note that also other optimization techniques uses exponential averaging (e.g Adam Kingma & Ba (2014)), with a
constant coefficient that achieves good performance across different tasks, thus although there is an added parameter,
in practice we do not tune it in any of our experiments.

3.3 A Practical Implementation of GLyDER

To summarize all the practical considerations discussed in this section, in algorithm 2 we present the full version of
our learning rate scheduler. Note that we use the same set of stochastic gradients to calculate both the descent direction
and learning rate at each iteration, in contrary to the more theoretical algorithm 1.

There are two more minor considerations which we take into account when implementing our learning rate scheduler,
which we discuss more extensively in Appendix C. In a nutshell: (1)We use an efficient implementation of the unbiased
norm estimator, requiring only $ (=) operations instead of $ (=2) when considering all the inner products. (2) We
describe how to use parallel computational processors such as TPUs (Jouppi et al., 2017) to simulate several stochastic
gradients without the need of re-sampling.

Finally, we can use GLyDER as a stepsize scheduler wrapper around any optimization algorithm, beyond vanilla SGD.
We provide the full algorithm and additional details in Appendix C.1. In short, the only change is from the original
algorith is when estimating the smoothness using option 1 from Subsection 3.1 we project onto the descent direction
provided by the optimizer, instead of onto the direction if the gradient.
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4 Experiments

Algorithm 2: Practical GLyDER learning rate
scheduler
Input: x0, =, [0, V
for C = 1, 2, . . . , ) do

Sample stochastic gradients g1
C , . . . , g=C

Set:
`C :=

∑=
8=1 g8C

2 −∑=
8=1

g8C2

WC :=
∑=

8=1 g8C
2

gC =
∑=
8=1 g8C

if WC = 0 or `C ≤ 0 then
Set `C

WC
:= 0

Estimate !C using either option 1 or 2 from
Subsection 3.1

Set: [C := (1 − V)[C−1 + V · 1
!C
· `C
WC

Update xC = xC−1 − [CgC

We compared our "GLyDER" stepsize scheduler to several
standard manually tuned schedulers on a range of different
machine learning tasks. In our experiments we varied both
the models and the training algorithms to illustrate the effec-
tiveness of our scheduler across many different scenarios. Our
experiments are done using the init2winit framework (Gilmer
et al., 2021) which is based on JAX (Bradbury et al., 2018).

4.1 Experimental Details

Methodology and training algorithms. We compared our
GLyDER stepsize scheduler to three standard schedulers: con-
stant, cosine and reversed “squashed” square root (rsqrt) which
is defined as [C = [0 ·

√
B√
C+B where [0 is the initial learning rate

and B is the number of "squash" steps. We also compared
our scheduler using three different training algorithms: SGD,
momentum SGD and Adam (Kingma & Ba, 2014).

On each scheduler, dataset and training algorithm we per-
formed a hyper-parameter search over a large parameter space. After choosing the best-performing hyperparameters
we conducted five new experiments with different random seeds, and report the mean and standard deviation of the
results. For the full hyper-parameter range of the scheduler and optimizers see Appendix D. Training was done using
a TPU Jouppi et al. (2017) containing 8 chips. In practice, for the GLyDER scheduler it means that at algorithm 2 we
received at each iteration = = 8 stochastic gradients which were used to estimate the GLyDER stepsize, while those
gradients were also used to calculate the descent direction.

Datasets. We conducted the experiments on datasets from the fields of vision, NLP and recommendation systems:

1. CIFAR10 and CIFAR100 (Krizhevsky et al., 2009), evaluated by error percentage on the test set.
2. Imagenet (Russakovsky et al., 2015), evaluated by test error on the test set. We trained on the entire dataset

(containing ∼ 1" samples), and all the images are scaled to size 224 × 224.
3. WikiText-2 (Merity et al., 2016) which contains over 2" words extracted from Wikipedia, and is a standard

language modeling benchmark. We evaluated on a left out validation set, and report the validation error, as well as
the perplexity (in the appendix).

4. Criteo 1TB4 which contains feature values and click feedback for millions of display ads. This is a recommendation
task for click-through rate prediction. We report the area under the curve (AUC) metric.

For each dataset we used the default model from the init2winit framework. Notably, we compared the GLyDER
scheduler across different models solving different types of tasks, including: Wide-ResNet (Zagoruyko & Komodakis,
2016), ResNet50 (He et al., 2016), DLRM (Naumov et al., 2019) and LSTM (Wiseman & Rush, 2016). For full details
about the trained models see Appendix D.

4.2 Results

In Table 1 we compare the performance of the GLyDER scheduler using both options from Subsection 3.1 to estimate
the smoothness, i.e. either using the smoothness of the projection to a 1-dimensional function, or the variation of the
Gauss-Newton-Bartlett (GNB) estimator. All the experiments in Table 1 are done with the momentum SGD optimizer.
From the results it can be seen that the GLyDER stepsize scheduler, with either one of the smoothness estimator,
matches the best performing tuned scheduler up to an error of less than 1% across all the datasets. We performed
similar experiments on vanilla SGD and Adam, showing that the GLyDER stepsize also generalize across different
algorithms, for the full results see Appendix E.

In figure 2 we compare the GLyDER scheduler with 1-dimensional projection to the other schedulers for the CIFAR10
and Imagenet datasets. The figure depicts an interesting advantage of the GLyDER stepsize, although it achieves similar

4https://www.kaggle.com/c/criteo-display-ad-challenge
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GLyDER + 1– d proj GLyDER + GNB Constant Cosine rsqrt
CIFAR10 ↓ 3.0% ± 0.1 4.6% ± 0.2 4.7% ± 0.07 3.0% ± 0.1 4.3% ± 0.1
CIFAR100 ↓ 19.7% ± 0.3 22.8% ± 1.3 22.6% ± 0.8 19.2% ± 0.2 21.3% ± 0.7
Imagenet ↓ 24.6% ± 0.1 25.6% ± 1.1 32.3 ± 0.1 23.7% ± 0.08 28.7% ± 0.1
WikiText-2 ↓ 78.3% ± 1.2 76.7% ± 0.03 75.8% ± 0.0 75.9% ± 0.04 75.9% ± 0.0
Criteo ↑ 0.78 ± 0.003 0.69 ± 0.006 0.78 ± 0.001 0.75 ± 0.004 0.7 ± 0.003

Table 1: Comparison of the GLyDER stepsize scheduler with the two options to estimate the smoothness trained using
momentum SGD. For all the datasets except Criteo we report the top-1 error percentage on the test set (i.e. smaller is
better), and for Criteo we report the AUC metric (larger is better).

(a) CIFAR10 – error rate (b) CIFAR10 – stepsizes

(c) Imagenet – error rate (d) Imagenet – stepsizes

Figure 2: Comparison of the error rate and stepsize for the CIFAR10 and Imagenet datasets between the GLyDER
scheduler and other manually tuned schedulers.

performance to the other best performing schedulers, it converges much faster to that solution, around two thirds of
the number of steps it takes to the other schedulers. We emphasize that it is possible to run the other schedulers for
less training steps, but it reduces their performance, specifically the cosine scheduler which matches the performance
of the GLyDER scheduler requires a certain number of steps to reach its optimal solution. Also, note the although the
GLyDER stepsize is very small, it is certainly not constant. In fact, it exhibits a sudden drop in the stepsize during its
run. It is evident that the GLyDER schedulers is adaptive to the task, and is effected by the gradients which can be
seen as an advantage, and it would be interesting to further study this sudden stepsize drop behavior in future works.

5 Discussion and Future Work

We introduced GLyDER, a stepsize scheduler that determines optimal step sizes in the presence of stochastic descent
directions. It attains optimal rate in the smooth (not necessarily convex) setting. We also introduce heuristic techniques
to enhance its performance. Experimental results show that GLyDER performs on par with manually fine-tuned
schedulers.

There are several future research directions which we think could be interesting to study. First, to gain theoretical
understanding on how GLyDER performs beyond SGD, e.g. when adding momentum, or utilizing per-parameter
stepsizes. Second, extending the theoretical understanding of smoothness estimation, not confined solely to the scope
of the GLyDER scheduler, presents a promising area for investigation.. Finally, it would be interesting to further test
and improve the Greed scheduler to other types of tasks, such as fine-tuning, self-supervised learning and different
network architectures.
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Reproducibility statement

All the experimentswere performed using the JAX-based (Bradbury et al., 2018) publicly available init2winit framework
(Gilmer et al., 2021), using the default framework parameters except for the hyper-parameter search for each data-set
and algorithm combination, as noted in Section 4 and detailed in Appendix D. The implementation of algorithm 2 is a
straight-forward optimizer-module addition to init2winit and will be made available upon publication. Can we upload?
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A Proofs from Section 2

A.1 Proof of Thm. 2.3

Using the descent lemma (Thm. 2.1) we get that:

5 (xC ) − 5 (xC+1) ≥
〈∇ 5 (xC ), gC 〉2

2!‖gC ‖2

Taking expectation over the noise, and summing for C = 1, . . . , ) we get:

�[ 5 (x1) − 5 (x) )] ≥
)∑
C=1
�

[
〈∇ 5 (xC ), gC 〉2

2!‖gC ‖2

]
Dividing both sides by ) and using that 5 (x∗) is a global minimum we get that:

1
)
· �[ 5 (x1) − 5 (x∗)] ≥

1
)
·
)∑
C=1
�

[
〈∇ 5 (xC ), gC 〉2

2!‖gC ‖2

]
Which implies that there is C0 ∈ [)] such that:

�

[ 〈∇ 5 (xC0 ), gC0〉2
2!‖gC0 ‖2

]
≤ 2!'

)
(4)
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where we used that ‖ 5 (x1) − 5 (x∗)‖ ≤ '. The noise is independent at every iteration, hence �[gC0 |xC0 ] = �[∇ 5 (xC0 ) +
ξC0 |xC0 ] = �[∇ 5 (xC0 ) |xC0 ] . Applying this we get:(

�[‖∇ 5 (xC0 )‖2]
)2
=

(
�[〈∇ 5 (xC0 ), gC0〉]

)2

=

(
�

[ 〈∇ 5 (xC0 ), gC0〉‖gC0 ‖
‖gC0 ‖

] )2

≤ �
[ 〈∇ 5 (xC0 ), gC0〉2

‖gC0 ‖2

]
· �[‖gC0 ‖2]

≤ 2!'
)
(�[‖∇ 5 (xC0 )‖2] + f2), (5)

where in the first inequality we used Cauchy-Schwartz and in the second inequality we used Eq. (4) and the fact that
�[‖gC0 ‖2] = �[‖∇ 5 (xC0 ) + ξC0 ‖2] ≤ �[‖∇ 5 (xC0 )‖2] +f2 which is true since �[ξC0 ] = 0 and �[‖ξC0 ‖2] ≤ f2. In total,
Eq. (5) gives us a quadratic inequality in �[‖∇ 5 (xC0 )‖2]. Solving this inequality attains:

�[‖∇ 5 (xC0 )‖2] ≤
2!'
)
+ f

√
2!'
)

.

A.2 Proof of Thm. 2.4

We denote ∇C := ∇ 5 (xC ), also denote WC := ‖∇C ‖2
‖∇C ‖2+f2 gC . We denote by�C [·] expectation conditioned over ξ1, . . . , ξC−1,

for C = 1 this expectation is unconditioned. We first have that:

�C [〈WC ,∇C 〉] = �C
[
〈 ‖∇C ‖2
‖∇C ‖2 + f2 (∇C + ξC ),∇C 〉

]
=

‖∇C ‖4
‖∇C ‖2 + f2 + �C

[
‖∇C ‖2

‖∇C ‖2 + f2 〈∇C , ξC 〉
]

=
‖∇C ‖4

‖∇C ‖2 + f2 (6)

where the last equality is since �C [ξC ] = �[ξC ] = 0. We can also bound:

�C [‖WC ‖2] = �C
[
〈 ‖∇C ‖2
‖∇C ‖2 + f2 (∇C + ξC ),

‖∇C ‖2
‖∇C ‖2 + f2 gC 〉(∇C + ξC )

]
=

(
‖∇C ‖2

‖∇C ‖2 + f2

)2

· �C
[
‖∇C ‖2 + 2〈∇C , ξC 〉 + ‖ξC ‖2

]
≤

(
‖∇C ‖2

‖∇C ‖2 + f2

)2

· (‖∇C ‖2 + f2)

=
‖∇C ‖4

‖∇C ‖2 + f2 (7)

Using the descent lemma in expectation over ξC with Eq. (6) and Eq. (7) we get:

�C [ 5 (xC ) − 5 (xC+1)] ≥ �C

[
〈∇C ,

1
!
WC 〉 −

!

2

 1
!
· WC

2
]

=
1
!
�C [〈∇C , WC 〉] −

!

2!2�C [‖WC ‖
2]

≥ 1
!

‖∇C ‖4
‖∇C ‖2 + f2 −

1
2!

‖∇C ‖4
‖∇C ‖2 + f2

=
1

2!
· ‖∇C ‖4
‖∇C ‖2 + f2
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Summing over all the iterations, dividing by ) and taking expectation w.r.t ξ1, . . . , ξ) we get:

1
)
· � [ 5 (x1) − 5 (x) )] =

1
)
· �

[
)∑
C=1

5 (xC ) − 5 (xC+1)
]

=
1
)

)∑
C=1
� [ 5 (xC ) − 5 (xC+1)]

=
1
)

)∑
C=1
� [�C [ 5 (xC ) − 5 (xC+1)]]

≥ 1
)

)∑
C=1
�

[
1

2!
· ‖∇C ‖4
‖∇C ‖2 + f2

]
.

Note that on the right hand side we have mean over ) , and the minimum over C = 1, . . . , ) is smaller than the mean:

min
C=1,...,)

1
2!
· �

[
‖∇C ‖4

‖∇C ‖2 + f2

]
≤ 1
)
· � [ 5 (x1) − 5 (x) )]

≤ 1
)
· � [ 5 (x1) − 5 (x∗)] ≤

'

)

where x∗ is a global minimum of 5 , hence 5 (x) ) ≤ 5 (x∗). Rearranging the inequality we get:

min
C=0,...,)

�

[
‖∇C ‖4

‖∇C ‖2 + f2

]
≤ 2!'

)
(8)

Denote the iteration that attains the minimum as C0, and denote ∇ := ∇C0 . We now have the following:(
�

[
‖∇‖2

] )2
=

(
�

[
‖∇‖2√
‖∇‖2 + f2

·
√
‖∇‖2 + f2

])2

≤ �
[
‖∇‖4

‖∇‖2 + f2

]
· �

[
‖∇‖2 + f2]

≤ 2!'
)

(
�

[
‖∇‖2

]
+ f2

)
where in the first inequality we used Cauchy-Schwartz, and in the second we used Eq. (8). In total, we got a quadratic
inequality on �

[
‖∇‖2

]
. Solving this inequality attains:

�[‖∇‖2] ≤ 2!'
)
+ f

√
2!'
)

.

A.3 Proof of Thm. 2.5

We denote ∇C := ∇ 5 (xC ), and also assume w.l.o.g that ",�, f ≥ 1, otherwise we just replace them in the proofs with
1. Denote the variance of the noise at iteration C by fC := �[‖ξ8C ‖2], note that this term is unknown and bounded above
by f2. To distinguish between the two sets of stochastic gradients the noise vectors as ξ8C , ζ8C for h8C and g8C respectfully.
That is, we write h8C = ∇ 5 (xC ) + ξ8C , g8C = ∇ 5 (xC ) + ζ8C .
First note that the estimators `C and WC can be simplified in the following manner:

`C =
1

=(= − 1)
∑
8≠ 9

〈h8C , h
9
C 〉 =

1
=(= − 1)

©«
 =∑
8=1

h8C

2

−
=∑
8=1
‖h8C ‖2

ª®¬
WC =

1
=2

=∑
8, 9=1
〈h8C , h

9
C 〉 =

1
=2

 =∑
8=1

h8C

2
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We first focus on WC , we can write

1
=2

 =∑
8=1

h8C

2

=

∇C + 1
=

=∑
8=1

ξ8C

2

= ‖∇C ‖2 +
2
=

=∑
8=1
〈∇C , ξ8C 〉 +

1
=

=∑
8=1

ξ8C

2

(9)

We will show that the two last terms in Eq. (9) are close to zero w.h.p. For the first term, we rewrite it as
∑=
8=1〈∇C , 2

=
ξ8C 〉.

For every 8, the random variable 〈∇C , 2
=
ξ8C 〉 has zero mean, since �[ξC

8
] = 0. Also by Cauchy-Schwartz, |〈∇C , 2

=
ξ8C 〉| ≤

2"�
=

. Using Hoeffding’s inequality we get:

%

(�����2= =∑
8=1
〈∇C , ξ8C 〉

����� ≥ n

40

)
= %

(����� =∑
8=1
〈∇C , 2ξ8C 〉

����� ≥ =n40

)
≤ 2 exp

(
− 2n2=2

=(160"�)2

)
= 2 exp

(
− 2n2=

(160"�)2

)
(10)

For the last term in Eq. (9), we will use a matrix version of Bernstein’s inequality, see Theorem 6.1.1 in Tropp et al.
(2015). We have

 1
=
ξ8C

 ≤ �
=
and �

[ 1
=
ξ8C

]
= 0. Denote / =

∑=
8=1

1
=
ξ8C , to use Bernstein’s inequality we need to bound:

a(/) := max

{ =∑
8=1

1
=2�[‖ξ

8
C ‖2]

 ,
 =∑
8=1

1
=2�[ξ

8
Cξ
8>
C ]


}

The first term by our assumptions is bounded by f2
C

=
. The second term can be bounded in the following way: =∑

8=1

1
=2�[ξ

8
Cξ
8>
C ]

 ≤ 1
=2

=∑
8=1

�[ξ8Cξ8>C ]
≤ 1
=2

=∑
8=1
�[

ξ8Cξ8>C ]
Where in the last inequality we used Jensen’s inequality. Each matrix ξ8Cξ

8>
C is rank-1 with an eigenvalue equal to

�[‖ξ8C ‖2]. Hence, in total this term can also be bounded by f2
C

=
. Using matrix Bernstein’s inequality we get:

%
©«
1
=

=∑
8=1

ξ8C

2

≥ n

40
ª®¬ = %

(1
=

=∑
8=1

ξ8C

 ≥ √
n

40

)
≤ (3 + 1) exp

(
− n

80(f2
C /= + �

√
n/3=

)
)

≤ (3 + 1) exp
(
− n=

80f2
C �

)
(11)

Using a union bound on the events in Eq. (10) and Eq. (11), we get that there is a universal constant 21 > 0 such that:

%

(��WC − ‖∇C ‖2�� ≥ n

20

)
= %

©«
������2= =∑

8=1
〈∇C , ξ8C 〉 +

1
=

=∑
8=1

ξ8C

2
������ ≥ n

20
ª®¬

≤ 2 exp
(
− 2n2=

(160"�)2

)
+ (3 + 1) exp

(
− n=

80f2
C �

)
≤ (3 + 3) exp

(
− n2=21

f2
C "

2�2

)
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We will now use a similar method to bound `C . Note that `C have two terms, both multiplied by a coefficient of 1
=(=−1) .

The second term can be written as:

=∑
8=1
‖h8C ‖2 =

=∑
8=1
‖∇C + ξ8C ‖2 = =‖∇C ‖2 +

=∑
8=1
〈∇C , ξ8C 〉 +

=∑
8=1
‖ξ8C ‖2 (12)

By our assumption that = ≥ 2 we have that 1
=(=−1)

∑=
8=1 h8C

 ≤ 2
=2

∑=
8=1 h8C

. Hence, by a similar analysis as above,
there is a constant 22 > 0 such that:

%
©«
������ 1
=(= − 1)

©«
 =∑
8=1

h8C

2

− =‖∇C ‖2
ª®¬ − ‖∇C ‖2

������ ≥ n

60
ª®¬ ≤ (3 + 3) exp

(
− n2=22

f2"2�2

)
(13)

To bound the second of Eq. (12) we use that 〈∇C , ξ8C 〉 ≤ �" , ‖ξ8C ‖ ≤ � and Hoeffding’s inequality to get:

%

(����� 1
=(= − 1)

=∑
8=1
〈∇C , ξ8C 〉

����� ≥ n

60

)
≤ 2 exp

(
− n

2=(= − 1)2
(60�")2

)
(14)

For the third term of Eq. (12) we also use Hoeffding’s inequality:

%

(����� 1
=(= − 1)

=∑
8=1
‖ξ8C ‖2 −

f2
C

=

����� ≥ n

60

)
≤ exp

(
− n

2 (= − 1)2
=(60�)2

)
(15)

Combining Eq. (13), Eq. (14) and Eq. (15) we get that there is a constant 23 > 0 such that:

%

(����`C − ‖∇C ‖2 + f2
C

=

���� ≥ n

20

)
≤ (3 + 5) exp

(
− n2=23

f2
C "

2�2

)
Finally, we combine both probability bounds on `C1 and `C2 to get that there is some constant 2 > 0 s.t w.p >
1 − 3 exp

(
− n 2=2
f2" 2�2

)
we have both:

����`C − ‖∇C ‖2 + f2
C

=

���� ≤ n

20
(16)��WC − ‖∇C ‖2�� ≤ n

20
(17)

Note that inside the exponent we replaced fC with f, since this is a lower bound on the probability and fC ≤ f.
We would like to condition on the above events, however these events also depend on the given ∇C for iteration C,
while ∇C depends on all the noise vectors from previous iterations. To this end, we denote by �C [·] the expectation
conditioned on the noise vectors ξ81, . . . ξ

8
C , ζ1, . . . , ζC−1 for every 8 ∈ [=] and on the events in Eq. (16) and Eq. (17).

Specifically note that we conditioned on the noise vectors ξ8C including the current iteration, so that we could also
condition on the two events above, while on the noise vectors ζ8C we haven’t conditioned on the current iteration, since
we would use that it is drawn independently of all the previous noise vectors with zero mean.
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We also denote UC := `C
WC

gC , and we use the assumption that = ≥ 20f2

n
to get that:

�C [〈UC ,∇C 〉] = �C
[
〈
`C1
`C2

gC ,∇C 〉
]

≥ �C
〈
‖∇C ‖2 − f2

C

=
− n/20

‖∇C ‖2 + n/20

(
∇C +

1
=

=∑
8=1

ζ8C

)
,∇C 〉


≥ �C

〈
‖∇C ‖2 − n/10

‖∇C ‖2 + f2
C

=
+ n/20

(
∇C +

1
=

=∑
8=1

ζ8C

)
,∇C 〉


≥ 18

21
�C

〈
‖∇C ‖2

‖∇C ‖2 + f2
C

=

(
∇C +

1
=

=∑
8=1

ζ8C

)
,∇C 〉


=

18
21
· ‖∇C ‖4

‖∇C ‖2 + f2
C

=

+ 18
21=

=∑
8=1
�C


‖∇C ‖2

‖∇C ‖2 + f2
C

=

〈∇C , ζ8C 〉


=
18
21
· ‖∇C ‖4

‖∇C ‖2 + f2
C

=

(18)

where we used that �C [ζ8C ] = �[ζ8C ] = 0. We also have that:

�C [‖UC ‖2] = �C

[
〈 `C
WC

(
∇C +

1
=

=∑
8=1

ζ8C

)
,
`C

WC

(
∇C +

1
=

=∑
8=1

ζ8C

)
〉
]

=

(
`C

WC

)2
· �C

‖∇C ‖2 +
2
=

=∑
8=1
〈∇C , ζ8C 〉 +

1
=

=∑
8=1

ζ8C

2
≤ ©«
‖∇C ‖2 − f2

C

=
+ n/20

‖∇C ‖2 − n/20
ª®¬

2

·
(
‖∇C ‖2 +

f2
C

=

)
≤

(
‖∇C ‖2 + n/20

‖∇C ‖2 + f2

=
− n/10

)2

·
(
‖∇C ‖2 +

f2
C

=

)
≤

(
21
18

)2
· ©« ‖∇C ‖2

‖∇C ‖2 + f2
C

=

ª®¬ ·
(
‖∇C ‖2 +

f2
C

=

)
=

(
21
18

)2 ‖∇C ‖4

‖∇C ‖2 + f2
C

=

(19)

Combining Eq. (18) and Eq. (19) and the descent lemma we get that:
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�C [ 5 (xC ) − 5 (xC+1)] ≥ �C

[
〈∇C ,

1
!
UC 〉 −

!

2

 1
!
· UC

2
]

=
1
!
�C [〈∇C , UC 〉] −

!

2!2�C [‖UC ‖
2]

≥ 18
21!

‖∇C ‖4

‖∇C ‖2 + f2
C

=

− 441
648!

‖∇C ‖4

‖∇C ‖2 + f2
C

=

≥ 1
6!
· ‖∇C ‖4

‖∇C ‖2 + f2
C

=

≥ 1
6!
· ‖∇C ‖4

‖∇C ‖2 + f2

=

where in the last inequality we used that fC ≤ f. We now follow in the same manner as in Thm. 2.3 where we replace
f2 by f2

=
. Namely, we sum over all the iteration C ∈ [)], divide by ) and take expectation w.r.t all the noise vectors

ξ8C , ζ
8
C for C ∈ [)], 8 ∈ [=] to get:

1
)
· � [ 5 (x1) − 5 (x) )] =

1
)
· �

[
)∑
C=1

5 (xC ) − 5 (xC+1)
]

=
1
)

)∑
C=1
� [ 5 (xC ) − 5 (xC+1)]

=
1
)

)∑
C=1
� [�C [ 5 (xC ) − 5 (xC+1)]]

≥ 1
)

)∑
C=1
�

[
1

6!
· ‖∇C ‖4

‖∇C ‖2 + f2

=

]
.

On the right hand side of the above inequality we have mean over ) , and the minimum over C = 1, . . . , ) is smaller
than the mean:

min
C=1,...,)

1
6!
· �

[
‖∇C ‖4

‖∇C ‖2 + f2

=

]
≤ 1
)
· � [ 5 (x1) − 5 (x) )]

≤ 1
)
· � [ 5 (x1) − 5 (x∗)] ≤

'

)

where x∗ is a global minimum of 5 , hence 5 (x) ) ≤ 5 (x∗). Rearranging the inequality we get:

min
C=1,...,)

�

[
‖∇C ‖4

‖∇C ‖2 + f2

=

]
≤ 6!'

)
. (20)

Denote the iteration that attains the minimum as C0, and denote ∇ := ∇C0 . We now have the following:

(
�

[
‖∇‖2

] )2
=

©«�


‖∇‖2√
‖∇‖2 + f2

=

·
√
‖∇‖2 + f

2

=


ª®®¬

2

≤ �
[
‖∇‖4

‖∇‖2 + f2

=

]
· �

[
‖∇‖2 + f

2

=

]
≤ 6!'

)

(
�

[
‖∇‖2

]
+ f

2

=

)
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where in the first inequality we used Cauchy-Schwartz, and in the second we used Eq. (20). In total, we got a quadratic
inequality on �

[
‖∇‖2

]
. Solving this inequality attains:

�[‖∇‖2] ≤ 6!'
)
+ f
√
=

√
6!'
)

.

In particular, by our choice of = = Ω

(
f2

n

)
we get that after ) = $

(
1
n

)
iterations we achieve �[‖∇‖2] ≤ n .

Recall that this convergence result is conditioned on the events in Eq. (16) and Eq. (17), which happens w.p. >
1 − 3) exp

(
− n 2=2
f2" 2�2

)
. In total, we get the convergence result w.h.p. by choosing = = Ω

(
f2" 2�2 log(3)

n 2

)
, where we

achieve �[‖∇‖2] ≤ n by receiving a total of $
(
f2" 2�2 log(3)

n 3

)
noisy gradients.

B Proof from Section 2.2

B.1 Proof of Thm. 3.1

We first have that:

�[`] = 1
=(= − 1)

∑
8≠ 9

�[〈g8 , g 9〉]

=
1

=(= − 1)
∑
8≠ 9

�[〈∇ + ξ8 ,∇ + ξ 9〉]

= ‖∇‖ + 1
=(= − 1)

∑
8≠ 9

�[〈ξ8 , ξ 9〉] = ‖∇‖

where we used that the ξ8’s are independent with zero mean. For the variance calculation, we have:

Var(`) = Var

(
1

=(= − 1)
∑
8≠ 9

〈g8 , g 9〉
)

=
1

=2 (= − 1)2
Var

(∑
8≠ 9

〈∇ + ξ8 ,∇ + ξ 9〉
)

=
1

=2 (= − 1)2
Var

(
=(= − 1)‖∇‖ +

∑
8≠ 9

〈∇, ξ8〉 + 〈∇, ξ 9〉 + 〈ξ8 , ξ 9〉
)

=
1

=2 (= − 1)2
Var

(
2(= − 1)

=∑
8=1
〈∇, ξ8〉 +

∑
8≠ 9

〈ξ8 , ξ 9〉
)

Here, we used that ∇ is a constant (non-random) vector. We calculate this variance by extending it as an expectation:

Var(`) = 1
=2 (= − 1)2

(
�


(
2(= − 1)

=∑
8=1
〈∇, ξ8〉 +

∑
8≠ 9

〈ξ8 , ξ 9〉
)2

−
(
�

[
2(= − 1)

=∑
8=1
〈∇, ξ8〉 +

∑
8≠ 9

〈ξ8 , ξ 9〉
])2 )

We will calculate each term of the above separately. For the second term, note that �[〈∇, ξ8〉] = 0, and for 8 ≠ 9 :
�[〈ξ8 , ξ 9〉] = 0. Hence, by the linearity of the expectation, the second term is equal to zero. The first term (without
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the coefficient) is equal to:

�


(
2(= − 1)

=∑
8=1
〈∇, ξ8〉 +

∑
8≠ 9

〈ξ8 , ξ 9〉
)2

=�

4(= − 1)2
(
=∑
8=1
〈∇, ξ8〉

)2 + �

(∑
8≠ 9

〈ξ8 , ξ 9〉
)2 +

+ �
4(= − 1)

(
=∑
8=1
〈∇, ξ8〉

)
· ©«

∑
:≠ 9

〈ξ: , ξ 9〉
ª®¬
 (21)

For the first term in Eq. (21) we have:

�

4(= − 1)2
(
=∑
8=1
〈∇, ξ8〉

)2 = 4(= − 1)2�

=∑
8=1

=∑
9=1
〈∇, ξ8〉 · 〈∇, ξ 9〉


= 4(= − 1)2�

[
=∑
8=1
〈∇, ξ8〉2

]
≤ 4(= − 1)2

=∑
8=1
�

[
‖∇2‖ · ‖ξ8 ‖2

]
(22)

= 4=(= − 1)2‖∇‖2f2

where we used Cauchy-Schwartz and that the ξ8’s are independent with zero mean, hence �[〈∇, ξ8〉 · 〈∇, ξ 9〉] = 0 for
8 ≠ 9 . For the second term in Eq. (21) we have:

�


(∑
8≠ 9

〈ξ8 , ξ 9〉
)2 = �

[(∑
8≠ 9

〈ξ8 , ξ 9〉
)
·
( ∑
:≠"

〈ξ: , ξ" 〉
)]

=
∑
8≠ 9

∑
:≠"

�
[
〈ξ8 , ξ 9〉 · 〈ξ: , ξ" 〉

]
=

∑
8≠ 9

�
[
〈ξ8 , ξ 9〉2

]
≤

∑
8≠ 9

�[‖ξ8 ‖2 · ‖ξ 9 ‖2] (23)

= =(= − 1)f4

For the third term in Eq. (21) we get:

�

4(= − 1)
(
=∑
8=1
〈∇, ξ8〉

)
· ©«

∑
:≠ 9

〈ξ: , ξ 9〉
ª®¬


=4(= − 1)
=∑
8=1

∑
:≠ 9

�
[
〈∇, ξ8〉 · 〈ξ: , ξ 9〉

]
= 0

where again we used the the ξ8’s are independent with zero mean. Combining the three terms above, we get that:

Var(`) ≤ 4
=
‖∇‖2f2 + 1

=(= − 1)f
4

In particular, if we assume that ξ8 ∼ N
(
0, f2

3
�3

)
, then instead of the inequalities in Eq. (22) and Eq. (23) we can

derive equalities. For Eq. (22) we have:
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4(= − 1)2�
[
=∑
8=1
〈∇, ξ8〉2

]
= 4=(= − 1)2‖∇‖f

2

3

where we used that ξ8 have a spherically symmetric distribution, hence 〈∇, ξ8〉 have the same distribution for any fixed
∇, then can assume w.l.o.g that ∇ = ‖∇‖ · e1. For Eq. (23) we have

∑
8≠ 9

�
[
〈ξ8 , ξ 9〉2

]
=

∑
8≠ 9

�


(
3∑
:=1

b8,:b 9 ,:

)2
=

∑
8≠ 9

�

[
3∑
:=1

b2
8,:b

2
9 ,:

]
=

∑
8≠ 9

3∑
:=1

�[b2
8,: ]�[b

2
9 ,: ]

=
f4

3=(= − 1)
where we used that each coordinate is distributed i.i.d. Summing everything together, we have that:

Var(`) = 4‖∇‖f2

=3
+ f4

3=(= − 1)

C Additional Details for the Practical Implementation of GLyDER

Efficient implementation of the inner products. Note that to efficiently estimate the norm using Eq. (3) with =
stochastic gradients we need to do $ (=2) inner products. Instead, we can use the formulas: =∑

8=1
g8C

2

−
=∑
8=1

g8C2
=

∑
8≠ 9

〈g8C , g
9
C 〉 ,

 =∑
8=1

g8C

2

=

=∑
8, 9=1
〈g8C , g

9
C 〉

which requires performing only $ (=) operations. We note that these estimators could also be used in algorithm 1
and the analysis would remain the same, however we decided to present it as inner products to make the presentation
clearer.

Also note that the estimator of those terms (as done in Thm. 2.5) may be negative, although they should be non-negative
as they estimate the norm of the gradient and the variance of the noise. To overcome this deviation, we clip the learning
rate at 0, i.e. if the term is negative we define the learning rate at this iteration to be 0.

Utilizing parallel computational units. Common modern machine learning libraries (e.g. PyTorch Paszke et al.
(2019), Tensorflow Abadi et al. (2016)) calculate the gradient for an entire batch of samples, instead of separately for
each sample. This means, that in practice even if we are given a batch of samples, we receive only a single stochastic
gradient which is an aggregation (sum or mean) of the gradient of the loss on each sample.

A common practice in modern machine learning application is using parallelized computation, where each compu-
tational node receive only a part of the batch. This is done e.g. when using TPUs (Jouppi et al., 2017), which is a
commonly used processing unit for training neural networks. We can model it as if we are given samples x1, . . . , x<,
and we have : � < processing units, each given <

:
samples (assume for simplicity that <

:
is an integer). The processing

units calculate in parallel the stochastic gradients h1, . . . , h: , each w.r.t its own batch of samples, and aggregates them.
To estimate the learning rate, we can use the h8’s in Eq. (3). Note that according to Thm. 3.1, using these gradients
will have the same bound on the variance (up to a constant) than calculating the gradient w.r.t each sample separately
and estimating the norm using < stochastic gradients instead of : .

Initial learning rate. Our learning rate scheduler in theory does not require an initial learning rate. However, adding
exponential averaging to reduce the noise does require an initial learning rate, otherwise the first iterations (which
may be very noisy) will have a very significant effect on performance of the algorithm. We add a tunable parameter
[0 which will be the initial learning rate. We emphasize that this is the only parameter in our learning rate scheduler
which is being tuned.
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C.1 Extension of GLyDER to Other Optimizers

We provide an extension of the GLyDER stepsize scheduler to general optimization algorithms in algorithm 3, where
we focus only on the first option for smoothness estimation in Subsection 3.1, i.e. projection to a 1-dimensional
function. Our assumption of the algorithm is that at each iteration C the algorithm outputs a descent direction dC . This
descent direction might not be the gradient of the objective, although it often depend on the gradient in some manner.
Typical examples include momentum SGD, where the descent direction is the gradient plus some momentum term
which depends on the gradients from previous iterations. Other examples include per-parameter algorithms such as
Adam or Adagrad, where the descent direction is calculated using the gradient of each parameter separately.

We additionally assume that we have access to the stochastic second derivative of the objective 5 (·) at xC−1 projected on
a given direction. We now explain why this is a reasonable assumption which is applicable to practically all use-cases
in supervised learning: At each iteration in supervised learning under a stochastic setting the algorithm receives a
batch of labeled samples, and calculates the gradient based on the loss on those samples. In other words, the objective
function is the loss on those batch of samples, and the stochastic gradient is the gradient of this loss function. Thus,
calculating the second derivative of the objective 5 (·) is done in a similar way, and w.r.t the batch of samples. We
emphasize that calculating the second derivative projected on a given direction can be done in time complexity similar
to that of calculating the gradient itself.

Algorithm 3: GLyDER scheduler for general optimization algorithms
Input: x0, =, [0, V
for C = 1, 2, . . . , ) do

Sample stochastic gradients g1
C , . . . , g=C

Set:
`C :=

∑=
8=1 g8C

2 −∑=
8=1

g8C2

WC :=
∑=

8=1 g8C
2

gC =
∑=
8=1 g8C

if WC = 0 or `C ≤ 0 then
Set `C

WC
:= 0

Receive a descent direction dC
estimate !C using a projection to a 1-dimensional function, projected on the direction dC
Set: [C := (1 − V)[C−1 + V · 1

!C
· `C
WC

Update xC = xC−1 − [CdC

C.2 GLyDeR Stepsize Examples

In figure 3 we show the learning rate from algorithm 2 when training on the CIFAR100 dataset, for different initial
learning rates. We observe a "warmup-like" behavior in the first iterations, and then a decrease where the speed and
intensity of the decrease depends on the initial learning rate. This behavior might be due to the exponential averaging.

D Experimental Details

In the following section we will detail the full experimental details for all the experiments performed in the paper.
We emphasize that beyond the stepsize scheduler and choice of optimization algorithm, we used the default hyper-
parameter choice from the init2winit framework on all the experiments. All the parameters are chosen as to optimize
the performance on each task separately.

Datasets

CIFAR10/100. We used a wide-RedNet architecture, batch size of 128, and trained for 300 epochs.

Imagenet. We used a ResNet50 architecture with batch size of 512, and trained for 100 epochs.

WikiText-2 We used an LSTMmodel, with an embedding dimension of 200, batch size of 32 and trained for 500000
steps.
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Figure 3: The greedy learning rate scheduler trained on CIFAR100 for different initial learning rates. Left: Smoothness
estimation using projection to a 1-dimensional function (option 1). Right: Smoothness estimation using GNB
estimation (option 2).

Criteo We used a DLRM model with and bottom MLP dimensions of (512, 256, 128) and top MLP dimensions of
(1024, 1024, 512, 256, 1). The embedding dimension is 128, batch size of 524, 288 and trained for 1.3 epochs.

Optimizers

For momentum SGD we used a momentum parameter of 0.9. For Adam we used V1 = 0.9, V2 = 0.999 and n = 10−7.
For vanilla SGD there we no hyper-parameters beyond these of the stepsize scheduler. For all the experiments and all
the schedulers we used the exact same parameters.

Hyper-parameter search

Initial stepsize: We employ a set of 20 different stepsizes, evenly distributed in a logarithmic scale spanning from
10−3 to 102 in base 10. These 20 stepsizes were used for all the schedulers and algorithms.

Squash steps for rsqrt: We employed the following squash steps for the rsqrt scheduler:
0.5, 1, 5, 10, 15, 50, 100, 200, 500, 1000.

Number of epochs: We refrained from conducting a hyper-parameter search for the number of epochs, since altering
the training duration can substantially impact the impartiality of the outcome. However, we note that we used the
default number of epoch from the init2winit framework, which is optimized for the default scheduler used in each
specific dataset, in our cases either cosine or rsqrt. Hence, in practice for each dataset we used the number of epochs
which is optimized to work on one of the schedulers which is compared to GLyDER.

E Additional Experiments

In addition to the experiments shown in Table 1, we have performed similar experiments when training with Adam
and vanilla SGD. The experiments are shown in Table 2 and Table 3. The GLyDER scheduler is comparative with the
other manually tuned schedulers up to a small error. Note that there is no one scheduler which outperforms all the
others, e.g. cosine decay performs well on most tasks but also under-performs on a few of them (e.g. Criteo with SGD
and CIFAR100 with Adam). Thus, choosing the right scheduler for the task can be seen as an extra hyper-parameter
that requires tuning.

In Table 4 we provide the perplexity of the experiments done with the WikiText-2 dataset, over all the schedulers and
optimization algorithms.
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GLyDER + 1– d proj GLyDER + GNB Constant Cosine rsqrt
CIFAR10 ↓ 4.2% ± 0.03 4.4% ± 0.2 4.5% ± 0.3 3.0% ± 0.2 4.4% ± 0.1
CIFAR100 ↓ 19.6% ± 0.2 22.6% ± 0.6 23.9% ± 0.6 18.8% ± 0.1 21.5% ± 0.2
Imagenet ↓ 24.8% ± 0.5 34.9% ± 0.5 32.0% ± 0.2 23.6% ± 0.03 28.8% ± 0.3
WikiText-2 ↓ 78.9% ± 0.9 79.9%±0.1$ 75.9% ± 0.0 76.0% ± 0.02 75.9% ± 0.1
Criteo ↑ 0.76 ± 0.003 0.68 ± 0.005 0.74 ± 0.001 0.72 ± 0.003 0.7 ± 0.003

Table 2: Similar to Table 1, except that here the experiments are done using vanilla SGD.

GLyDER + 1– d proj GLyDER + GNB Constant Cosine rsqrt
CIFAR10 ↓ 3.6% ± 0.5 4.3% ± 0.1 8.2% ± 0.5 5.3% ± 0.3 4.6% ± 0.2
CIFAR100 ↓ 19.3% ± 0.4 20.5% ± 0.3 27.7% ± 0.3 21.5% ± 0.1 21.7% ± 0.5
Imagenet ↓ 41.5% ± 0.5 29.6% ± 0.07 43.7% ± 0.7 29.1% ± 0.09 28.3% ± 0.2
WikiText-2 ↓ 96.1% ± 2.0 77.8% ± 0.4 77.0% ± 0.02 77.3% ± 1.1 76.6% ± 0.09
Criteo ↑ 0.78 ± 0.0 0.78 ± 0.03 0.78 ± 0.0 0.78 ± 0.0 0.79 ± 0.004

Table 3: Similar to Table 1, except that here the experiments are done using the Adam optimizer.

GLyDER + 1– d proj GLyDER + GNB Constant Cosine rsqrt
SGD 245 ± 32 277 ± 2 151 ± 0.6 153. ± 0.9 152 ± 2.4
Momentum SGD 177 ± 2 172 ± 1 148 ± 0.4 149 ± 0.4 1532 ± 0.2
Adam 5659 ± 509 256 ± 21 2002 ± 48 3567 ± 72 211 ± 2.1

Table 4: Perplexity for the experiments with the WikiText-2 dataset.
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