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ABSTRACT
Educational Data Mining is an area of growing interest,
given the increase of available data and generalization of
online learning environments. In this paper we present a
first approach to integrating Representation Learning tech-
niques in Educational Data Mining by adding autoencoders
as a preprocessing step in a standard performance prediction
problem.

Preliminary results do not show an improvement in per-
formance by using autoencoders, but we expect that a fine
tuning of parameters will provide an improvement. Also, we
expect that autoencoders will be more useful combined with
different kinds of classifiers, like multilayer perceptrons.

1. INTRODUCTION
The area of Educational Data Mining (EDM) has grown

rapidly in the last years, given the popularization of Massive
Open Online Courses (MOOCs) like in Coursera or EdX,
and the use of tutoring systems. In this area there are a
varied set of challenges to adapt traditional teaching models
to new environments and scales, like in the case of online
learning. Moreover, there is a growing interest to integrate
into the learning process the information provided by these
new educational platforms. Data is collected automatically,
usually in big amounts of low level activity logs. Integrating
this data is a challenge because the amount of data and its
low level of abstraction hinder its interpretation and poste-
rior application [8].

Some of the most popular tasks in EDM are dropout pre-
diction [5], student modeling and knowledge tracing [10] [7],
prediction of student performance [13] [6], and modeling of
forum activity [3].

To the extent of our knowledge, many of the most suc-
cessful approaches to these tasks [6] [8] [3] rely on the use of
hand crafted features constructed aggregating lower level in-
formation, such as the total number of visits to a particular
page or average performance on a given exercise. Some ap-
proaches resort to latent concepts that are also hand-crafted

[9]. This process adds prior knowledge from experts to the
raw log data as bias to guide the model to select decision
criteria. However, this method has some disadvantages: the
features extracted from a course may not be applicable to
different platforms, for example, knowledge inferred from a
hierarchical structure particular to a given course cannot be
extrapolated to a course with a different structure. More-
over, the design of the features can be labor-intensive and
require the help of an expert. Both these problems are dis-
cussed in [15] and [2].

Our long-term goal is to apply Representation Learning
techniques [1] to automatically discover factors of variation
in data and render them interpretable for consumption of
instructional designers. An efficient representation can ev-
idence factors that explain the latent causes of data dis-
tribution, bringing a better understanding of why students
behave as they do in the courses.

As a first approach to this problem, we have applied the
most fundamental Representation Learning techniques to a
standard Educational Data Mining problem, and we have
analyzed the results to guide future work. We found this
task has some challenging aspects where Representation Learn-
ing can prove specially useful to discover latent factors. On
the one side, the data is highly sparse because not all stu-
dents have attempted all problems. A more dense represen-
tation can highlight patterns more easily. On the other side,
there is a strong temporal component of the problem, given
that students improve during time if they practice, or forget
concepts if they don’t.

2. PREDICTION OF STUDENT PERFOR-
MANCE ON MATHEMATICAL PROB-
LEMS

As a testbed for different approaches to Representation
Learning in EDM, we have used the challenge proposed in
the KDDCup 2010 [12].

2.1 Task description
The task for KDDCup challenge 2010 consisted in predict-

ing if a student is going to correctly solve a problem for the
first time, based on the records of all previous interactions
with the tutoring system. The expected predictions are real
numbers between 0 and 1, and the evaluation metric was
the root mean squared error (RMSE).

Two datasets, from two different tutoring systems but
with the same structure, were released for development: Al-
gebra 2008-2009 and Bridge to Algebra 2008-2009. They
sum up to 29 million attempts of 9,000 students solving
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problems. Each row includes identification for student and
problem, time and duration of interaction, the position of
the problem in the course hierarchy and Knowledge Com-
ponents related to the problem. Additionally, the number
of times the students has previously seen the problem or the
Knowledge Component is also available in data. In the test
dataset, columns with temporal information have been pur-
posely deleted because they are highly correlated with the
target to predict.

In our experimental setting, for each experiment, we ob-
tained results with 5 samples of 500,000 records of the Al-
gebra part of the dataset.

2.2 Previous work
The winning team in the competition [6] used a large en-

semble of classifier and aggregated features designed by six
independent teams.

Other very interesting approach that won the third place
[14] uses a model similar to traditional collaborative filter-
ing, incorporating Matrix Factorization. The students are
represented as users and the problems are represented as
items, thus predicting if a student will resolve correctly a
problem can be seen as predicting if a user will be inter-
ested in a given item. Matrix Factorization is a Represen-
tation Learning method, but we think Autoencoders may
provide a more adequate representation because they are
more general models.

The fourth place was won by [9], with an approach of mod-
eling students and learned skills (or knowledge components
in this case) as a Hidden Markov Model.

The SPARFA approach [7] induces the states of a Markov
Model to model student’s behaviour, like the one used in
[9]. [10] also induces a graph-like representation of student
knowledge using Long-Short Term Memory Networks.

2.3 Experimental Setting
We assess the impact of preprocessing data with Autoen-

coders [11] in the classification performance. We compare
this approach with the most popular approach to the prob-
lem, Matrix Factorization [14] [13], described above and im-
plemented as in [17], which can be considered the state-of-
the-art for this task. Since we did not have access to the
challenge evaluation dataset, we built our own following the
method in https://pslcdatashop.web.cmu.edu/KDDCup/rules_

data_format.jsp.
As base classifiers, we used Näıve Bayes and Logistic Re-

gression (with a regularization parameter of the L2 norm of
0.01 and a sigmoid activation). For our first approach, we
implemented autoencoders using the Keras library [4]. In
these first experiments, we used adam optimizer and rep-
resentation sizes of 50 to 500. We also evaluated denoising
autoencoders [16], with a noise factor of 0.1.

The baseline for this task, the average performance of
all students by problem, reaches a 0.33 RMSE. Matrix fac-
torization introduces a slight improvement, obtaining 0.31
RMSE. Logistic Regression without autoencoders obtains
0.33, while adding an autoencoder or denoising autoencoder
as a preprocess produces a decrease in performance, ranging
from 0.34 to 0.54, depending on representation size, the best
size being 100. In the case of Näıve Bayes, the performance
of the classifier alone is 0.39 RMSE, but in this case adding
an autoencoder does produce an increase in performance,
achieving 0.34.

3. CONCLUSIONS AND FUTURE WORK
We have presented a first approach to integrating Repre-

sentation Learning techniques in Educational Data Mining
by adding autoencoders as a preprocessing step in a stan-
dard performance prediction problem.

The analysis of preliminary results shows that using au-
toencoders as a preprocess without a fine-tuning of parame-
ters does not improve performance of a Logistic Regression
classifier. It does improve the performance of a Näıve Bayes
classifier, but that does not reach the baseline performance.

We expect that autoencoders will be more useful for clas-
sifiers that are able to shape more complex decision bound-
aries, like multilayer perceptrons. We are also exploring dif-
ferent configurations of parameters and expect to gain some
improvement in performance there.

In future work we will be using other projection meth-
ods as a preprocess. We are also interested in incorporating
hand-crafted features and assess their impact in the result-
ing projections. We are particularly interested in the inter-
pretability of the obtained projection spaces, and hope that
hand-crafted features may be a good starting point.
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