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Abstract. This paper introduces a method for realistic kinetic ty-
pography that generates user-preferred animatable “text content”. We
draw on recent advances in guided video diffusion models to achieve
visually-pleasing text appearances. To do this, we first construct a kinetic
typography dataset, comprising about 600K videos. Our dataset is made
from a variety of combinations in 584 templates designed by professional
motion graphics designers and involves changing each letter’s position,
glyph, and size (i.e., flying, glitches, chromatic aberration, reflecting
effects, etc.). Next, we propose a video diffusion model for kinetic ty-
pography. For this, there are three requirements: aesthetic appearances,
motion effects, and readable letters. This paper identifies the requirements.
For this, we present static and dynamic captions used as spatial and
temporal guidance of a video diffusion model, respectively. The static
caption describes the overall appearance of the video, such as colors,
texture and glyph which represent a shape of each letter. The dynamic
caption accounts for the movements of letters and backgrounds. We add
one more guidance with zero convolution to determine which text content
should be visible in the video. We apply the zero convolution to the text
content, and impose it on the diffusion model. Lastly, our glyph loss, only
minimizing a difference between the predicted word and its ground-truth,
is proposed to make the prediction letters readable. Experiments show
that our model generates kinetic typography videos with legible and
artistic letter motions based on text prompts.

Keywords: Kinetic Typography ·Video Diffusion ·Visual Text Generation

1 Introduction

Kinetic typography is an artistic motion graphics design combining text and
animations [13]. Based on the word’s meaning, motions are generated to convey
information in videos. The main goal is eye-catching and to improve message
retention. With the rise of video media, it has become an essential element in
TV programs, commercials, music videos and film leaders.

Kinetic typography controls letters’ shape (glyph), color and texture over
time, and transforms their positions. Professional motion graphic designers
⋆ Corresponding author
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(a) Designer’s workflow (b) Our KineTy model

Fig. 1: An overview of our KineTy pipeline, which is motivated by the designer’s
workflow. Our key idea is to generate eye-catching and aesthetic animatable words
based on user instructions.

use commercial software like ‘Adobe After Effects’ to make and render kinetic
typography videos. The conventional pipeline is as follows [14, 50]; (1) Define
a text box in a workspace called composition and enter a text (ı.e. word or
message). (2) Edit the static text by tuning its font, color and texture (3) Build
the background if needed (4) Apply motion effects for all text and background (5)
Repeat, optimize, and fine-tune the whole process until it satisfies user intention.
This process is time-consuming and labor-intensive. It takes three hours for simple
motions to several days for sophisticated effects per single kinetic typography
video [14,26]. To efficiently do this, designers may need to consider either various
design references or pre-defined design options called templates.

With the advancement of generative models, there have been attempts to
produce dynamic typography. The literature on typography generation has
mostly focused on creating static single-letter images. Starting from transforming
the shape of the object into a single letter [23, 39, 52, 56], there have been
works to create multiple letters and multiple words by introducing a concept of
layout [10, 11, 74]. Furthermore, DynTypo [37] and Shape-Matching GAN++ [72]
adopt style-transfer techniques to produce animatable effects on a single letter.
They focus on only animatable effects without any actual motions of letters.

Meanwhile, the recent advancement of the video generation model has been
actively studied with the success of text-guided video diffusion models, especially
user’s description conditions video frames [7,16,18,20,49]. Although these models
have opened up the possibility of creating kinetic typography, there is a critical
issue that the video generations show a weak understanding of the letters’ shapes
and motions.

In this paper, we propose the Kinetic Typography diffusion model (called
KineTy model) that generates kinetic typography from user-provided text prompts.
Inspired by the video diffusion model, we allow users to input comprehensive
descriptions for color, font, size, position and motion effects of letters. To better
represent text motions, we first introduce our kinetic typography video dataset.
600K videos are rendered by combining randomly generated text contents with
584 templates made by professional motion graphic designers. These videos are
labeled with static and dynamic captions that describe the video with respect to
its appearance and motion characteristics, respectively.

Next, we present KineTy model that effectively synthesizes videos from the
text prompt. Here, we reevaluate how to effectively condition the caption guidance
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into the video diffusion model at a fundamental level. We enforce that each effect is
incorporated by separately inserting static and dynamic captions into the spatial
attention and temporal attention, respectively. To strengthen these attentions,
we apply a zero convolution [76] into the word caption, and add it to them. We
use a mask loss term only for the generated video by masking out the background
contents, which makes the text contents more readable.

Experimental results shows that our KineTy robustly generates kinetic typog-
raphy video with multi-letter legibility, while accurately representing captions.
Furthermore, extensive and meticulous user studies support our claim that KineTy
produces more aesthetic outcomes than general-purpose video generations.

2 Related Work

2.1 Typography Generation

The key of typography is to make readable and visually-appealing text contents
to readers. Most research in this field has focused on transferring the style of a
single-letter design, including elements like color, glyph, font and effects, to other
letters [1, 2, 5, 8, 9, 15, 30–34,40,42, 45, 53, 57, 60, 62, 64, 70, 75]. Additionally, there
have been works on transferring an image style to the text contents [73]. Similarly,
research on scene text editing, which changes text content while maintaining its
own style in a scene, is also underway [27,43,54,69], whose extended version to
video is available in [51]. In addition to changing text contents, color editing [47]
and text segmentation [59,68] are proposed.

With the recent success of the high-fidelity text-to-image diffusion model [46],
typography generation has gained interest. Works in [23,52,56] apply image styles
into the target letter in an unsupervised manner.

There are concurrent works that display multi-letters, beyond the single-letter
generation. They follow the multi-step approach that firstly generates layouts
at specific positions, arrange them with multi-letters or multi-words with the
same fonts and colors, and contextually infers the background [10,11,24,25,48,
61,67,74,77]. However, these models are not specialized for typography. Since all
letters are generated together, it is not editable for the letters, which makes it
difficult to animate and add movement to each character.

2.2 Typography Video Generation

As we mentioned above, this work is the first attempt to generate kinetic ty-
pography. Although no existing works directly align with this, there are some
works related to typography videos [26,28,29,38,63,65]. Here, we would like to
introduce two methods related to ours.

DynTypo [37] proposes a dynamic typography model that transfers the
dynamic effect with realistic movements like fire and water on a specific uppercase
English letter to others. Shape-Matching GAN++ [72] transfers an image style
into a target letter by matching these shapes with structures of the target letter.
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Table 1: A summary of the kinetic typography datasets.

Dataset Domain #Samples Video Static
Caption

Dynamic
Caption

Multi-
letter

Text
Appearance

Background Text
Movements

Multi-Content [2] Typography 10K - - - - ✓ - -
TextLogo3K [61] Typography 3K - - - - ✓ - -

TE141K [71] Typography 141K - - - ✓ ✓ ✓ -
TextSeg [68] Text Segmentation 4K - - - ✓ ✓ ✓ -

LAION-Glyph-10M [74] Text-to-Image 10M - ✓ - ✓ ✓ ✓ -
MARIO-10M [11] Text-to-Image 10M - ✓ - ✓ ✓ ✓ -
AnyWord-3M [54] Text-to-Image 3M - ✓ - ✓ ✓ ✓ -
CATER-GEN [21] Image-to-Video 35K ✓ - ✓ N/A N/A △ N/A
WebVid-10M [3] Text-to-Video 10M ✓ ✓ △ N/A N/A ✓ N/A
Vimeo25M [58] Text-to-Video 25M ✓ ✓ △ N/A N/A ✓ N/A

Ours Kinetic Typography 600K ✓ ✓ ✓ ✓ ✓ ✓ ✓

However, the position and glyph of the letter are still fixed, with no actual
movement between frames. Even under the condition of a single uppercase letter,
representing various static and dynamic effects through text prompts remains a
challenging issue.

By substituting the motion description with external user input, the task
becomes more tractable. A work, Wakey-Wakey [66], transfers the source GIF
(Graphics Interchange Format) motion to the target text. Here, graphic designers
manually assign additional corresponding key points to achieve motion transfer.
However, this process still requires direct human intervention.

2.3 Text-to-Video Diffusion Models

The video diffusion model produces a visually-plausible and photo-realistic video
based on text conditioning [7, 12,16, 18,20,36,49, 58]. The main challenge in the
video diffusion model is to maintain the temporal coherency between frames.
The pioneer works for video diffusion is to add temporal blocks to the text-to-
image model and to learn temporal coherency between video frames [16, 20,49].
Another type of relevant studies use pretrained models to leverage the temporal
block [6, 7, 18]. In particular, Guo et al . [18] propose a motion module as the
temporal block. It is designed as a plug-and-play module. After joint training
with the pre-trained weight of stable diffusion [46], the module enables any
text-to-image model to generate the video.

Existing typography has been mainly studied using static single letters. The
similar work to kinetic typography is also single letters, with only variation
of motion effect and almost no letter’s movement exists. To initiate kinetic
typography generation, we present our KineTy dataset and model that allows
dynamic motion, effects and glyph deformation of multi-letters, which will be
explained at the next section.

3 Kinetic Typography Dataset

We describe how to build the KineTy dataset. Unlike previous datasets that only
cover single-lettered images [71], our KineTy dataset has not only visual effects
on multiple letters, but also their animations. We first provide detailed process
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The word "LgLed" in shiny purple letters against smoothly transitions of a soft 
pink to white background.
The word "LgLed" formes with a glossy, liquid effect, where each letter 
appears in sequence from left to right to gradually complete the word.

𝒞𝒞
 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝒞𝒞
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

The word "HHltR" in a layered text effect, with shades of purple and blue 
giving it a vibrant and dimensional appearance on a white background.
The video illustrates the word "HHltR" materializing in layers, with each letter 
sequentially overlapping and enhancing the previous ones to gradually 
construct the complete word.

𝒞𝒞
 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝒞𝒞
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

The word "ADI" prominently displayed in bold, 3D-styled letters set against an 
orange textured background.

The word "ADI" gets bigger.

𝒞𝒞
 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝒞𝒞
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

The word "FRLNQVOlZ" with a stylized pink colored glitch effect on a dark 
background.
The word "FRLNQVOlZ" starts from a scattered formation and converging to 
form the word clearly.

𝒞𝒞
 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝒞𝒞
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

The word "INSGZG" in bold letters casting a long shadow on a grey 
background.
The word "INSGZG" is revealed in sequential order with each character 
appearing in order until the full word is displayed.

𝒞𝒞
 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝒞𝒞
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

A colorful, distorted graphic with the word "CmfyTSr" in stylized lettering on a 
dark background.
The video depicts a fluid-like stream that gradually forms the word "CmfyTSr" 
with each letter materializing in a smooth flowing sequence giving the 
impression of a liquid in motion.

𝒞𝒞
 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝒞𝒞
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

Fig. 2: Examples of our KineTy dataset. Our dataset provides high-quality kinetic
typography video created by professional motion graphic designers, along with captions
that describe the visual appearance and motion effects. To aid visualization, we provide
three frames from each video clip.

to render kinetic typography videos using templates made by professional editors
in Sec. 3.1. Next, we introduce an way to describe their appearance and motions
through text prompts in Sec. 3.2. Lastly, we explain how to make ground-truth
kinetic typography video for strictly fair comparisons in Sec. 3.3. We summarize
the difference between ours and existing datasets in Tab. 1.

3.1 Video Rendering

Employing templates for video rendering. The template is a pre-designed
project file which contains a visual effect on letters. Many editors prefer to use
the templates because it saves their time and labor cost in practice. Following
the best practice, we utilize 584 kinetic typography templates from professional
graphic designers for our dataset construction, as visualized in Fig. 2.
Set of multiple letters. Next, we utilize the kinetic typography templates and
randomly replace the text contents for augmentation. We employ multiple letters,
in contrast to existing typography datasets with static single-letters [2, 31, 70].
Text contents are randomly generated by arranging up to 12 letters sampled from
a set of 52 letters, including both uppercase and lowercase alphabets. Through
this, we can expect rich letter-by-letter effects with various arrangements, while
also keeping consistent styles across the multiple letters.
Speculation. We render videos with 1,920×1,080 resolution for 3 sec., and 1,000
random words from 584 templates. Subsequently, all videos are downsampled to
512×288 resolution with 8fps for training. It takes a month to render the whole
dataset with four i9 13900KF CPUs and an NVIDIA 2080ti GPU.
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71.9%

26.2%

1.9%

(a) Static appearance (b) Dynamic motion

■ Fill only
■ Fill & Outline
■Outline only

Text type

71.9%

26.2%

1.9%

Background

■No
■ Pattern
■ Solid
■ Texture
■Gradient

40.1%

28.9%

15.9%

12.0%

3.1%

Text effect

■No
■ Bebel
■Glow
■ Shadow
■ Reflection
■ Transform

57.7%
27.6%

7.7%

2.9%

2.7%1.8%

Text fill

■No
■ Solid
■Gradient
■ Texture
■ Pattern70.8%

1.9%16.8%

7.7%

2.8%

Text outline

■No
■ Solid
■Gradient

72.9%

21.7% 5.4%

Sequence

■Once
■ Sequential
■ Random

48.3%
43.0%

8.7%
Motion type

■ Entrance
■ Emphasis
■Movement

93.8%

5.0%
1.2%

Entrance

■ Zoom
■ Float
■ Appear
■ Fly
■Wipe
■ etc.

30.2%

27.4%9.1%

8.2%

7.8%

17.3%

Movement

■ Line
■ Turn
■Circle

75.0%

12.5%

12.5%

Emphasis

■ Pulse
■ Fill
■ Spin
■Wave
■ Teeter
■ etc.

42.9%

28.6%

7.1%

7.1%
7.1%

7.1%

Fig. 3: Statistics of our proposed dataset.

3.2 Video Captioning.

Static and dynamic effect separation. In the next step, we caption the
rendered kinetic typography for text-to-video generation. The professional editors
usually design the static appearances at first, and then apply dynamic effects.
Following this practice, we use two type of captions: static and dynamic captions,
and labeled them accordingly.
Static effect captioning. To label static captions, we focus on letter’s appear-
ance which contains spatial information of typography. As shown in Fig. 2, the
static captions Cstatic describe the color of the letters and the background, the
glyph of the letters (e.g., outlined with yellow color or bold font), the characteris-
tics of the background (e.g., textured and shiny background) and the arrangement
of the letters (e.g., in a diagonal way) based on the last frame of the video where
all the letters are displayed.
Dynamic effect captioning. Similarly, we concentrate on the temporal change
of motions for each frame to write dynamic captions. Dynamic captions Cdynamic
describe the motion part of the video, such as whether each letter appears in
sequential or random order, can be rotated, or has a fade-in effect. For better
systematic process, we initially label the videos with the GPT-4Vision model [41],
and then manually verify and refine them to fix missing and wrongly labeled
components.
Statistics. The statistics of our dataset is summarized in Fig. 3. There are three
main categories for the static appearance in Fig. 3 (a): Text type, text effect and
background. Here, the text fill effects are dominant in the text type because it is
the most obvious way to clearly show the text content. Especially, professional
designers tend to prefer using solid colors, rather than text outlines. The reason
why 57.7% of our dataset has no text effect is the readability of text contents.
Since kinetic typography makes dynamic motions of the contents, users do not
need for fancy visual effects on it.

In addition, we categorize dynamic motions into two-fold in Fig. 3 (b): motion
type, including entrance, emphasis and movement, and sequence type: Our dataset
supports various effect of entrance and emphasis to deliver striking messages. In
contrast, the line has the majority in the movement because users’ intention is
usually conveyed after all letters in a scene are arranged in a line. In the same
vein, when words come inside all at one and appear one-by-one in sequence, it is
readable. They thus have the high portion in the sequence category.
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Static caption, 𝐶𝑠𝑡𝑎𝑡𝑖𝑐

Dynamic caption, 𝐶𝑑𝑦𝑛𝑎𝑚𝑖𝑐

Word caption, 𝐶𝑤𝑜𝑟𝑑

Input Video

Encoder
ℰ

Decoder
𝒟

GT
𝐿𝑔𝑙𝑦𝑝ℎ

⨀

⨀

Output

t=T

Temporal blockSpatial block(Frozen) ⨀ Element-wise multiplication

𝓏𝑀
0:𝑇

𝐶word

ℎ

Cross 
Attn.𝐶𝑑𝑦𝑛𝑎𝑚𝑖𝑐

Cross 
Attn.

Self 
Attn.

Zero
Conv.

ℎ’ ℎ’’

𝐶word

ℎ

Cross 
Attn.𝐶static

Cross 
Attn.

Self 
Attn.

Zero
Conv.

ℎ’ ℎ’’⨁

⨁

Fig. 4: An architecture of our KineTy model.

3.3 Ground-truth Video Generation

Unlike generating random synthetic words in a training phase, we use real-world
letters for evaluation by leveraging the templates. We can render ground-truth
videos corresponding to user-input captions.

For evaluation, individual letters are selected for each alphabet letter from A
to Z, and the first letters are capitalized for checking case sensitivity (e.g ., Apple,
Ball, ..., Zebra). These 26 words are used for rendering 584 templates, so that a
total of 15,184 videos are used for the evaluation.

4 Kinetic Typography Diffusion Model

In this section, we present our model for creating kinetic typography videos based
on textual prompts. The key concept is to show animateble visual effects on
texts, and our challenges in this work are summarized as: (1) the effect should be
visually-pleasing and eye-catching to viewers; (2) the transition between frames
should be smooth and align with the captions; (3) the text must be readable.

We begin by defining a kinetic typography generation problem in Sec. 4.1.
We then describe how to model static and dynamic captions that efficiently guide
appearance and motions in Sec. 4.2. We lastly discuss how to improve the glyph
legibility with respect to the model design and its learning strategy in Sec. 4.3.
Implementation details are provided in Sec. 4.4.

4.1 Preliminary

Conditional Latent Diffusion Models. Diffusion models train the data
distribution by progressively refining a noisy initial state zM ∼ N (0, 1) into
the target data representation z0 for M diffusion steps. Recent advancements,
particularly in Latent Diffusion Models (LDMs) [46], enhance the efficiency by
encoding an image x into a compact latent representation z0 = E(x) using an
encoder E , and is transformed back to the image x̃ = D(z0) using a decoder
D. These adding noise and its subsequent removal are done with U-Net-style
denoising network ϵπ. In addition, a condition y is mapped to the hidden state h
of ϵπ via attention:

Attnθ(h, y) = Softmax
(
Qθ(h)Kθ(y)

⊤
√
d

)
· Vθ(y)

s.t. Qθ(h) = Wθ,Q · h, Kθ(y) = Wθ,K · y, Vθ(y) = Wθ,V · y,
(1)
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where Wθ,Q, Wθ,K and Wθ,V denote the learnable parameters for queries, keys
and values. d is the number of dimensions of the keys. The objective function for
the denoising network ϵπ is formulated as:

Lldm = EE(x),y,ϵ∼N (0,1),m

[∥∥ϵ − ϵπ(zm,m, y)
∥∥2
2

]
, (2)

where ∥ · ∥2 is the L2 distance and diffusion step m ∈ {1, ...,M} is uniformly
sampled during training.
Extending image diffusion models to video. Extending the capability of
text-to-image diffusion models to video generation has been more feasible. By
incorporating a temporal self-attention called motion module [18], it learns a
temporal coherency between T frames in a latent sequence z0:T0 , which corresponds
to the video sequence x̃0:T = D(z0:T0 ). This allows diffusion models to generate
smoothly changed sequential images over time, whose temporal self-attention can
be defined as follows:

Attnϕ(h0:T ,h0:T ) = Softmax
(
Qϕ(h

0:T )Kϕ(h
0:T )⊤√

d

)
· Vϕ(h0:T ). (3)

4.2 Spatial and Temporal Guidance

Static caption incorporation. Motivated by the best practice of professional
designers who handle appearance and motion effects separately, we divide the
caption into static and dynamic elements.

When existing text-to-image models learn the distribution of image data,
they are conditioned on texts related to the image’s appearance. In the same
manner, our model is also guided by captions describing the appearance of the
text contents and background in each frame of video. Using Eq. (1), we define a
spatial attention block with a self-attention followed by a cross-attention with a
static caption Cstatic as:

h′ 0:T =
{
Attnϑ

(
Attnθ(ht,ht), τ(Cstatic)

)}T−1

t=0
, (4)

where τ(·) is the CLIP text encoder [44].
Dynamic caption incorporation. A previous work [18] uses a motion module
that only utilizes a self-attention between frames to learn the temporal consistency.
On the other hand, in kinetic typography, it is essential to accurately display
the dynamic motion effects of each letter in a video, following user’s textual
description. To do this, we extend Eq. (3) by adding the cross-attention with a
dynamic caption as follows:

h′ 0:T = Attnψ
(
Attnϕ(h0:T ,h0:T ), τ(Cdynamic)

)
, (5)

Through this process, the model becomes capable of maintaining temporal
consistency as well as direct control over dynamic movements.
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4.3 Enhancing Glyph Legibility.

Readability improvement. As a next step, we aim to make the legibility of
our model better. To do this, we first classify descriptions for text contents and
prompt because diffusion models often have a difficulty in distinguishing them.
In this work, we put down a delimiter between each character for text contents.

Let a text content L = {l1, l2, ..., lL} contain L letters. To condition each
letter separately, we join each letter li in the text content with a delimiter symbol
‘|’. Further, we add a symbol ‘ˆ’ behind upper case letters because the clip encoder
does not care of upper cases. To the end, when the word L denotes “Apple”, L′ is
represented as “Â |p|p|l|e”. We denote the whole L as L′ for better representation.
Attention on text contents. It can be challenging for the attention module
to guide both text contents and effects at once, while disentangling the text
content information in CLIP feature space. What is worse, the text content
can be overwhelmed by relatively long appearance and motion effects in CLIP
text encoder. To tackle this problem, we introduce an additional cross-attention
branch to the text content. Inspired by ControlNet [76], we regard the text
content as conditions through the zero convolution operation. Starting with the
definition of word caption Cword via a prompt template like “The word {L′}”, we
extend Eq. (4) by adding the cross-attention module between the word caption
and hidden feature, weighted by the zero-initialized convolutions ρ as follows:

h′′ 0:T
static =

{
Attnϑ

(
h′, τ(Cstatic)

)
+ ρυ

(
Attnυ

(
h′, τ(Cword)

))}T−1

t=0
,

where h′ = Attnθ(ht,ht).
(6)

This allows the network to gradually evaluate the usefulness of this additional
caption based on the condition. In the same way, we incorporate the word caption
into the temporal cross-attention in Eq. (5) as:

h′′ 0:T
dynamic = Attnψ

(
h′, τ(Cdynamic)

)
+ ρφ

(
Attnφ

(
h′, τ(Cword)

))
,

where h′ = Attnϕ(h0:T ,h0:T ).

(7)

Glyph loss. To train our model, we use a common loss function Lldm. Addi-
tionally, we impose an extra penalty on the letter regions to enforce a sharp and
correct glyph of text contents. We first use a binary mask B for the letters in the
last frame V T from a text segmentation model [68]. The mask is then blurred to
cover its surrounding effects. We then define a glyph loss based on LLDM with
the additional pixel-wise weighting strategy using the blurred mask as follows:

Lglyph = EE(x),y,ϵ∼N (0,1),m

[∥∥B ⊙
(
ϵ − ϵπ(z

T
m,m, y)

)∥∥2
2

]
, (8)

where ⊙ is the element-wise multiplication.
With the glyph loss, we enhance the legibility of text contents, enabling the

precise creation of multi-letter formations. Through the linear combination of
both loss terms, we can formulate the final loss function as L = Lldm + αLglyph.
Here, we empirically set α to 0.01.
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4.4 Implementation Details

To train our model, we use a two-step training strategy similar to that of human
trainees [14]. First, we pre-train the network to generate spatial appearances
using only static caption and last video frame pairs. Here, we detach the temporal
attention modules to make them work as text-to-image diffusion models during
30 epochs with a batch size of 200. Next, we train the full model while freezing
the spatial attention using whole video frames and captions for an epoch with
a batch size of 8. For training, we resize the height H and width W of the
video into 256×256 with T = 24 frames. The training is performed with AdamW
optimizer [35], with a diffusion step M of 1000 and a learning rate of 0.0001,
which usually takes about 20 hours for training on 8 NVIDIA A100 GPUs. The
inference time is about 20 seconds when the number of sampling steps is 25.

5 Experiments

In this section, we conduct comprehensive experiments to verify the effectiveness
of our model for kinetic typography. We first describe the experimental setup
in Sec. 5.1. We then provide comparison results with relevant typography and
video generation models, and report user-study to highlight the practical applica-
bility of our model in Sec. 5.2. We lastly carry out an extensive ablation study
to validate the effect of each component in our model in Sec. 5.3

5.1 Experimental Setup

Comparison methods. We compare ours with state-of-the-art generative mod-
els, which consist of 3 two-stage methods and 2 one-stage methods. The two-stage
methods are based on combinations of text-to-image models, including DS-
Fusion [52], GlyphControl [74] and Text-Diffuser [11], and an image-to-video
model, SparseCtrl [17]. DS-Fusion outputs a stylized letter based on the given
style phrase and a letter. Since our caption is a sentence, we extract a style
keyword from it and consider it as a style phrase. Note that DS-Fusion is able
to generate one letter at a time, so we concatenate each letter to make a full-
text content. GlyphControl takes an instruction to generate a glyph image for
text contents, then uses the image as a condition for the final output image.
Text-Diffuser first finds a proper layout for words and produce the output based
on a caption and the layout. Since the comparison methods yield images, we
combine them with an image-to-video model, SparseCtrl, to compare with ours.
SparseCtrl uses a caption and a guidance such as sketches, depth maps and
images to generate a stylized video.

On the other hand, one-stage-methods, AnimateDiff [18] and Lavie [58], are
based on text-to-video models. AnimateDiff extends pre-trained text-to-image
diffusion models with a motion module, and trains only the motion module to
make fully use of the massive information of video dataset. Lavie leverages a
temporal self-attention block to enhance a temporal consistency between frames
while keeping the generation performance.
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Table 2: Quantitative evaluation of two-stage generation methods, and one-stage
text-to-video generation methods. Bold: Best, Underline: Second-best.

Model
Entrance Emphasis Motion Average

FVD↓ IS↓ CLIP↑OCR↑ FVD↓ IS↓ CLIP↑OCR↑ FVD↓ IS↓ CLIP↑OCR↑ FVD↓ IS↓ CLIP↑OCR↑
DS-F[52]+Sparse[17] 1636.3 5.71 0.69 0.58 3184.9 5.97 0.73 0.58 1236.5 5.42 0.76 0.56 1843.10 5.66 0.70 0.58
Glyph[74]+Sparse[17] 2415.6 4.30 0.76 0.68 2667.1 5.06 0.76 0.75 1468.6 4.48 0.84 0.80 2361.98 4.46 0.76 0.69
T-Diff[11]+Sparse[17] 2937.2 5.61 0.78 0.90 3107.5 5.16 0.79 0.89 1208.2 4.06 0.82 0.95 2815.6 5.35 0.78 0.90

AnimateDiff[18] 1613.8 4.71 0.59 0.01 2106.0 4.56 0.66 0.03 2160.6 4.51 0.67 0.07 1727.55 4.68 0.61 0.01
Lavie [58] 825.1 2.25 0.82 0.54 1835.4 3.83 0.83 0.41 505.44 3.33 0.85 0.35 956.97 2.68 0.82 0.49

Ours 147.4 1.79 0.87 0.71 177.52 1.75 0.88 0.54 36.16 1.62 0.94 0.98 125.90 1.77 0.88 0.76

Static caption:       The word 'Dog' in bold, green-striped letters against a textured coral background. 
Dynamic caption: The sequential addition of letters one by one to spell out the word 'Dog'. 

Static caption:       The word 'Mermaid' in a blurred, tunnel-like visual effect, creating a sense of depth and distortion on a dark background. 
Dynamic caption: The word 'Mermaid' gradually comes into focus, with each letter appearing in a random order, intensifying the sense of depth and creating a captivating reveal. 

Static caption:       The word 'Watermelon' in white letters against a black background, accompanied by two smiling emoji faces with heart eyes. 
Dynamic caption: Each character of the word 'Watermelon' appears sequentially, with various smiling emojis popping up randomly around the text. 

(a) DS-Fusion
+ SparseCtrl

(b) GlyphControl
+ SparseCtrl

(c) Text-Diffuser
+ SparseCtrl

(d) Lavie (e) Ours

Fig. 5: Qualitative results from the comparison models and ours. Obviously, the results
from ours reflect the contents of captions better than the others.

For a fair comparison, we utilize the official source codes and pre-trained
weights provided by the authors. For more analysis, we categorize the motion
effects into three groups, ‘Entrance’, ‘Emphasis’ and ‘Motion’, and conduct
experiments to check the quality of each result.
Evaluation metrics. Since the final products of kinetic typography depend on
the designer’s preferences, we adopt four feature-based metrics rather than photo-
consistency measures like PSNR. (1) Fréchet Video Distance (FVD) qualifies a
similarity between two videos by comparing their feature representations extracted
from a pre-trained deep neural network [55]. (2) Inception Score (IS) evaluates the
quality and diversity of images generated by a model [4]. (3) CLIPScore measures
the semantic alignment between generated images and their textual descriptions,
using the CLIP model [19, 22, 44]. (4) Optical Character Recognition (OCR)
checks the clarity of the output by comparing recognized text to a reference text
using the F1-score.

5.2 Evaluation Results

Quantitative results. As shown in Tab. 2, our KineTy model achieves the
better performance than the comparison methods in the most metrics on all the
categories. The comparison methods, despite their impressive performance in
general image and video generation, show unsatisfactory performance in creating
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The word E C C V" | | | "The word K i n e T y" || "|||

Fig. 6: Visualization of attention maps between letters from a caption and feature map
of a hidden layer.

(a) Initial kinetic typography video (b) Changing text color

(c) Changing text font (d) Changing background

(e) Changing motion effect (f) Final product

Fig. 7: The demonstration of the editable capability of our KineTy model after gener-
ating initial kinetic typography.

kinetic typography. The reasons are mainly two-folds: (1) Text-to-video models
are not specialized for kinetic typography and often fail to exactly distinguish the
text content in the long captions. Different from them, we additionally feed Cword
which imposes a high attention to the text content in the video. (2) They have
challenges in creating letter-level motions. Since they are unaware of each letter
in the text content, all the letters move as a whole or inconsistently. We handle
this issue by providing a delimiter between each letter and using zero-convolution
in Fig. 6.

Our model shows promising results in generating legible text content, but it
sometimes falls short in OCR accuracy. This is because the two-stage methods
algorithmically generate a glyph image of a text content, and then deform glyphs
conditioned on the glyph image. As a result, they have the better performance
in OCR metrics than ours and one-stage methods. Nevertheless, our method
outperforms in the most cases, demonstrating the effectiveness of our method in
generating the clear text content and motion effects.
Qualitative results. In Fig. 5, we display three examples of the comparison
methods. Compared to ours, the two-stage methods do not understand the user’s
instruction with respect to either the whole caption or the letter’s movement.
Here, we need to know how to perform our KineTy model. Figure 6 visualizes
the attention map between the caption and features from the hidden state on the
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Table 3: The result of user-study. The score ranges from 1 ∼ 6 for Study 1 & 2, and 0
∼ 1 for Study 3. Bold: Best, Underline: Second-best.

User
Study

Dynamic
Effect

General Expert
DS-F
+Sparse

Glyph
+Sparse

T-Diff
+Sparse

Animate
Diff Lavie Ours DS-F

+Sparse
Glyph
+Sparse

T-Diff
+Sparse

Animate
Diff Lavie Ours

Study 1

Entrance 3.384 3.687 3.891 2.406 3.153 4.478 3.481 4.025 4.131 1.019 3.081 5.263
Emphasis 3.562 3.713 4.119 2.563 2.725 4.319 3.625 4.175 4.225 1.050 2.625 5.300
Motion 2.363 4.138 4.113 3.338 2.375 4.675 1.700 3.550 4.000 4.000 2.000 5.750

Average 3.318 3.713 3.923 2.518 3.036 4.494 3.335 3.995 4.090 1.325 2.905 5.350

Study 2

Entrance 3.514 3.775 3.941 2.413 3.270 4.088 3.650 4.081 4.244 1.019 3.106 4.900
Emphasis 3.531 3.881 4.075 2.269 3.050 4.194 3.725 4.150 4.050 1.025 2.675 5.375
Motion 2.838 3.950 3.875 3.250 2.850 4.238 2.150 4.000 4.450 3.450 1.950 5.000

Average 3.439 3.799 3.948 2.460 3.220 4.135 3.485 4.060 4.255 1.265 2.970 4.995

Study 3

Entrance 0.628 0.620 0.652 0.063 0.169 0.725 0.844 0.856 0.887 0.019 0.138 0.969
Emphasis 0.581 0.606 0.638 0.088 0.106 0.781 0.750 0.700 0.900 0.000 0.000 1.000
Motion 0.075 0.713 0.750 0.362 0.288 0.781 0.000 0.900 0.900 0.500 0.250 1.000

Average 0.553 0.626 0.658 0.096 0.174 0.744 0.730 0.835 0.880 0.065 0.135 0.975

corresponding images. Thanks to the cross-attention between the word caption
and the noisy latent, and the deliminator to separate the words, our model
successfully embeds features for each letter in the noise.

Lastly, to show the generality of our KineTy model, we conduct an additional
experiment. After generating an initial kinetic typography, our KineTy model
allows users to modify its style and motions such as the content color, background,
font and motion, and even to combine them. As demonstrated in Fig. 7, ours
can render the modified outcomes corresponding to the additional captions.
User Study. To assess the practical utility of our results in the field of ki-
netic typography, we conduct a user study using Amazon MTurk. We ask 20
questionnaires to 50 participants. Since their familiarity of typography can vary
significantly, we divide them into two groups: experts and non-experts, consisting
of 10 and 40 individuals, respectively. The study involves three sections: (1)
caption alignment; (2) kinetic typography suitability; (3) Word readability. We
make two video clips by randomly choosing two words for each effect. In total,
we make 20 clips for this user study.

In the first study, we measure how well ours and the comparison methods
generate videos that align with provided captions. The participants see 6 videos
from different models with the same corresponding caption in a random order.
They are asked to rank the videos from 1 to 6, and the rankings are subsequently
converted into scores, ranging from 6 (Best alignment) to 1 (Worst alignment).
The following study evaluates how proper the generated videos are for motion
graphic applications. Since some participants might be unfamiliar with kinetic
typography, all participants watch 4 example videos from online in advance. After
that, they check six videos in a random order and rank them. Scores were assigned
based on these rankings, from 6 (the most proper) to 1 (the least proper). The
last study assesses how readable the outcomes are. After watching 6 videos, the
participants are needed to vote for videos with readable text contents. Of course,
multiple voting is available.

The performance of each method is measured based on scores for the first
two studies, and on the selection ratio for third one. As demonstrated in Tab. 3,
our approach shows the promising performance across all studies. The results
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Table 4: The result of ablation study. Bold: Best, Underline: Second-best.

Model
Entrance Emphasis Motion Average

FVD↓ IS↓ CLIP↑OCR↑ FVD↓ IS↓ CLIP↑OCR↑ FVD↓ IS↓ CLIP↑OCR↑ FVD↓ IS↓ CLIP↑OCR↑
Ours 147.4 1.79 0.87 0.71 177.52 1.75 0.88 0.54 36.16 1.62 0.94 0.98 125.90 1.77 0.88 0.76

−Effect separation 789.8 2.75 0.74 0.49 880.1 2.88 0.75 0.49 607.1 2.54 0.82 0.23 729.8 2.73 0.75 0.48
−Cword 239.1 1.77 0.86 0.70 247.1 1.73 0.87 0.54 62.7 1.60 0.95 0.95 201.8 1.74 0.87 0.74
−Lglyph 188.9 1.77 0.86 0.70 226.8 1.75 0.88 0.55 50.1 1.59 0.93 0.98 160.8 1.75 0.88 0.75

highlight our model’s practical usability in creating kinetic typography, especially
for the domain experts who give our model the highest scores.

5.3 Ablation Study

Without caption separation. First of all, we train our network without dividing
static and dynamic caption. The performances drop significantly for every metrics
in Tab. 4. Since we train the text-to-image backbone using only static captions,
dynamic captions are considered as noisy input. Similarly, the motion module,
used to train dynamic motions, is effective when the simple motion guidance is
given, compared to using static and dynamic caption together.
Text contents incorporation. We observe that text-to-image diffusion models
often fail to catch up on text contents in the prompt when a long description
is given. We thus use Cword as an additional input to give a strong attention to
each letter. As shown in Tab. 4, without Cword, the performance degradation is
observed as expected.
Without glyph loss. Lastly, we evaluate the performance without Lglyph. The
inferior FVD scores come from the blur effect at the edge of the word along with
color bleeding effects.

6 Conclusion

In this paper, we propose a generative kinetic typography model, named KineTy.
To achieve this, we first build a large-scale kinetic typography dataset by col-
lecting 584 templates from professional designers, and use them to train our
diffusion-based network. To effectively handle the text prompt, we split it into
static and dynamic captions. They are used to directly guide the spatial and
temporal cross-attention for better appearance and motion effects, respectively.
Our glyph loss also strengthens the legible and artistic letter generation. We lastly
demonstrate that our KineTy produces the visually compelling and semantically
coherent kinetic typography videos. The extensive user studies further validate
the effectiveness of our model with respect to its practical utility.
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