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Abstract001

With growing concerns about climate change,002
effectively promoting pro-environmental be-003
havior becomes a pressing societal challenge.004
While traditional publicity strategies are usu-005
ally general, targeting diverse citizen profiles006
and behavioral motivations with different strate-007
gies, sounds to be much more appropriate. In008
this paper, we propose MA-MGD, a Multi-009
Agent Based Message Generation and Delivery010
Framework, which use multi-agent system to011
generate personalized publicity strategy for cit-012
izen with different profiles and behavioral moti-013
vations, in a context of environment protection014
promotion. The system consists of citizen pro-015
filing, simulation testing and iterative feedback016
to promote environment-friendly living styles017
and low-carbon behavioral changes. Deployed018
on the AgentSociety platform, the system tar-019
gets 200 virtual citizens in a simulated Beijing020
environment and dynamically delivers personal-021
ized messages and posters through multi-agent022
collaboration, to promote environment protec-023
tion. Experimental results demonstrate that,024
compared to static or template-based methods,025
MA-MGD significantly improves message ra-026
tionality, carbon awareness, and low-carbon027
travel intent. Our findings highlight the poten-028
tial of LLM-based multi-agent frameworks in029
enabling cost-effective, adaptive, and behav-030
iorally impactful environmental interventions.031

1 Introduction032

Climate change and environmental degradation033

pose increasingly severe threats to global sustain-034

ability. In response, fostering public environmental035

awareness and promoting pro-environmental behav-036

iors have become urgent priorities for policymakers037

and communities alike. Previous efforts(Qi et al.,038

2018; Du et al., 2019; Kong et al., 2023; Fu et al.,039

2024) have focused primarily on monitoring and040

early warning of ecological pollution, with the aim041

of conveying environmental risks through quantita-042

tive data to raise public awareness of environmental043

problems, which is not sufficient. In addition, other 044

traditional publicity approaches, such as standard- 045

ized announcements and generic campaigns, often 046

fail to effectively engage diverse audiences. They 047

tend to overlook differences in individual psychol- 048

ogy, demographic characteristics, and behavioral 049

patterns, resulting in limited success in driving be- 050

havioral change(Mendiola and Hechanova, 2025). 051

Therefore, there is an urgent need for a personal- 052

ized publicity approach that integrates the above 053

factors to enable precise communication and dy- 054

namic feedback, thus effectively promoting envi- 055

ronmental awareness and behavioral change. 056

Traditional large language models(LLMs) pri- 057

marily focus on text-based dialogue and often strug- 058

gle with complex tasks. With technological ad- 059

vancements, agent technology has emerged as a 060

key tool and pathway to innovating and expand- 061

ing the application scope of large-language mod- 062

els. Through agent-based systems, large models 063

can better realize LLMs’ potential across a broader 064

range of domains. Among them, multimodal agents 065

and tool use have enabled practical breakthroughs 066

in real-world applications. Ghost in the Minecraft 067

(Zhu et al., 2023) demonstrates the potential of 068

language models in handling long-term and com- 069

plex tasks by integrating a text-based knowledge 070

base with long-term memory management. In an 071

open-world game environment, the agent success- 072

fully acquires all items in the full technology tree, 073

achieving a 47.5% improvement in task success 074

rate. Auto-GPT style agent (Yang et al., 2023b) in- 075

troduces the Additional Opinions algorithm, which 076

enhances online decision-making through super- 077

vised and imitation learning without fine-tuning the 078

base model. It significantly outperforms traditional 079

methods on tasks such as WebShop and ALFWorld. 080

AVLEN(Paul et al., 2022) establishes a multimodal 081

hierarchical reinforcement learning framework, en- 082

abling agents to autonomously navigate based on 083

audio and visual cues. It also supports requesting 084
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natural language assistance from humans, resulting085

in significantly improved navigation performance086

in complex environments with background noise.087

Agents(Li et al., 2024; Qian et al., 2024; Zhou et al.,088

2024; Hong et al., 2024; Huang et al., 2024) have089

already demonstrated exceptional performance and090

broad compatibility across a wide range of tasks.091

To enhance the effectiveness of environmen-092

tal publicity, we propose a multi-agent system093

for targeted message delivery based on an itera-094

tive supervised feedback mechanism(MA-MGD).095

Specifically, MA-MGD identifies target audiences096

precisely, dynamically adjusts content generation097

strategies, and demonstrates significantly better098

behavioral guidance outcomes compared to tradi-099

tional template-based approaches through system-100

level validation. It not only advances the applica-101

tion of personalized agent interactions in the do-102

main of environmental governance but also pro-103

vides a generalizable and reusable framework for104

integrating multi-agent systems with social behav-105

ior interventions.106

Our main contributions are summarized as fol-107

lows:108

• We propose MA-MGD, a Multi-Agent Based109

Message Generation and Delivery Framework.110

It enables a closed-loop process from citizen111

profile construction and audience selection to112

custom content generation and iterative feed-113

back optimization.114

• MA-MGD introduces a closed-loop "simula-115

tion testing + iterative feedback" mechanism116

to enhance the effectiveness of information117

campaigns.118

• Extensive qualitative and quantitative ex-119

periments are conducted on the AgentSoci-120

ety(Piao et al., 2025) platform, demonstrating121

the high efficiency and effectiveness of the122

framework.123

2 Related Work124

2.1 Single-Agent Systems125

Single-agent systems have traditionally served as126

the foundational architecture for artificial intelli-127

gence applications, where a single model or entity128

interacts with the environment, makes decisions,129

and optimizes actions based on its internal state or130

learned policy. These systems have been success-131

fully deployed in a variety of domains, including132

game playing (Mnih et al., 2015; Shao et al., 2019; 133

Brown et al., 2020), robotics(Levine et al., 2016; 134

Gu et al., 2017; Bruce et al., 2017; Tang et al., 135

2025) , dialog systems(Zhang et al., 2019), and 136

even environmental modeling(Qi et al., 2018; Fu 137

et al., 2024). In such settings, the single-agent 138

paradigm simplifies control and decision making 139

by centralizing intelligence within one agent, en- 140

abling stable performance in relatively closed or 141

deterministic environments. 142

2.2 Multi-agent systems 143

Multi-agent systems (MAS)(Yang et al., 2025; Yu 144

et al., 2025; Ye et al., 2025; Haase and Pokutta, 145

2025), have emerged as a powerful alternative to 146

traditional single-agent architectures, offering de- 147

centralized coordination, parallel reasoning, and 148

task specialization across diverse agents. Unlike 149

single agents, which struggle to scale in complex, 150

interactive settings, MAS enable dynamic role allo- 151

cation and real-time feedback integration—features 152

critical for domains like urban simulation, edu- 153

cation, and environmental governance(Balaji and 154

Srinivasan, 2010; Stone and Veloso, 2000). Re- 155

cent advances in large language models (LLMs) 156

have further empowered MAS, giving rise to intel- 157

ligent agent teams that can collaborate, plan, and 158

adapt autonomously. For instance, MetaGPT(Hong 159

et al., 2024) coordinates agents in software engi- 160

neering workflows, Auto-GPT(Yang et al., 2023a) 161

and ChatDev(Qian et al., 2024) demonstrate iter- 162

ative decision-making via agent communication, 163

and AgentSociety(Piao et al., 2025) showcases how 164

generative agents simulate human behavior at scale 165

in social-environmental interventions. Addition- 166

ally, Generative Agents(Park et al., 2023) in Small- 167

ville highlight how agents equipped with memory 168

and planning can create believable long-term so- 169

cial interactions, reinforcing MAS as a promising 170

framework for modeling and influencing real-world 171

collective behavior. 172

3 Method 173

3.1 Simulated scenario 174

The city simulated in AgentSociety is based on Bei- 175

jing, constructed using real-world geographic infor- 176

mation to create a virtual environment that includes 177

various functional urban areas such as residential 178

zones, commercial districts, office areas, and trans- 179

portation hubs. The simulation features 200 virtual 180

citizens, each with a unique personal profile that 181
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Day One: Publicity Phase
……

Travel

Day Two: Carbon Accounting

Figure 1: Two-Day Environmental Publicity Process on the AgentSociety Platform

includes attributes such as age, gender, educational182

background, occupation, and marital status, as well183

as personalized background stories and lifestyle184

habits. These citizens make different behavioral185

choices based on their individual characteristics186

and level of environmental awareness. AgentSoci-187

ety runs a two-day simulation: the first day focuses188

on promoting low-carbon lifestyles through various189

agent-driven strategies, and the second day tracks190

carbon emissions. Lower costs and emissions indi-191

cate more effective publicity methods. More details192

are given in Appendix A .193

3.2 Citizen Profiling194

To develop more targeted publicity strategies in-195

stead of one-fits-all dissemination, we conduct citi-196

zen surveys and constructed detailed user profiles.197

Specifically, we start with the profiles of 200 sim-198

ulated citizens and categorize them into five rep-199

resentative categories (Table 1), each reflecting a200

primary behavioral driving force. We primarily as-201

sign citizens to these five archetypes based on their202

responses to an environmental awareness question-203

naire. More details are given in Appendix B.204

3.3 Agent Framework205

The general agent framework that we designed is206

shown in the figure2. To effectively reduce public-207

ity costs, the system first selects appropriate target208

citizens for communication. A simulated assess-209

ment is first conducted to identify citizens with rel-210

atively low environmental awareness, who are then211

selected as the targets for subsequent tailored pub-212

licity interventions aimed at improving their envi-213

ronmental consciousness. For citizens with low en-214

vironmental awareness, two intervention methods215

are designed: (1)Multi-agent iterative modification216

and targeted message push, and (2) Multi-agent 217

iterative modification and targeted poster push. 218

Multi-agent iterative modification and targeted 219

message push. 220

As shown in Figure 3, we build a multi-agent 221

system to support the full process of targeted mes- 222

sage delivery and iterative content optimization. 223

The system first identifies citizens with relatively 224

low environmental awareness based on the results 225

of a simulated assessment and obtains their corre- 226

sponding ID list. Then it retrieves detailed profile 227

information for each individual based on these IDs, 228

providing data support for subsequent personalized 229

publicity. In each round, we randomly select 5 in- 230

dividuals from the target group for interaction. The 231

entire process consists of 32 rounds, theoretically 232

covering up to 32 × 5 = 160 citizens. 233

Based on the collected citizen profiles, we con- 234

struct a Citizen Attitude Simulation Agent to model 235

potential changes in citizens’ environmental aware- 236

ness and attitudes after receiving the publicity, 237

thereby providing a feedback mechanism for con- 238

tent optimization. Meanwhile, the Citizen Dialogue 239

Generation Agent generates targeted environmental 240

messages tailored to each individual’s background 241

information, aiming to enhance the receptiveness 242

and persuasiveness of the communication. In ad- 243

dition, the Dialogue Revision Agent dynamically 244

adjusts and refines the publicity content by incorpo- 245

rating historical message records and the trajectory 246

of attitude changes. After N rounds of iteration be- 247

tween the Dialogue Revision Agent and the Citizen 248

Attitude Simulation Agent, the system generates 249

a more refined and effective version of the cus- 250

tomized message, which is then formally delivered 251

to the target citizen to achieve precise intervention. 252

Multi-agent iterative modification and targeted 253
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Table 1: Five major citizen archetypes.

User Archetype Driving Force Key Characteristics Communication Strategy

Policy Followers Rule compliance “Follow directives”, “Regula-
tions”

Refer to policies and social re-
sponsibilities

Interest-Driven Economic benefits “Save money”, “Rewards” Emphasize cost savings and incen-
tives

Social-Driven Group conformity “Peer influence”, “Follow the
crowd”

Highlight neighbors’ or commu-
nity participation

Wavering Pragmatists Convenience and cost “Easy”, “Time/money saving” Offer low-threshold, convenient
options

Value-Driven Vanguards Intrinsic moral values “Responsibility”, “Volunteering” Encourage them to become advo-
cates or promotion agent

Simulated Citizen with personal records Environmental Exam

Citizen with low environmental awareness Other good citizen

First Epoch

Develop publicity strategies
No need to develop 
a publicity strategy

1. Multi-agent iterative modification and 
targeted message push
2. Multi-agent iterative modification and 
targeted poster push

Each Epoch

Figure 2: Architecture Overview of the multi-agent system for targeted information framework based on user
profiling(MA-MGD)

poster push.254

As shown in Figure 4, this diagram illustrates255

the use of a multi-agent system for targeted poster256

delivery and iterative optimization. After obtain-257

ing the list of citizens to be targeted (those with258

low environmental awareness scores), we retrieve259

their corresponding AOI IDs (Area of Interest iden-260

tifiers) based on their residential locations. Due to261

budget constraints, a total of only 33 posters can262

be deployed, which matches the number of action263

rounds.264

After obtaining the AOI IDs, we retrieve the IDs265

of residents living in the corresponding areas and266

select the target individuals for publicity. Their267

detailed profiles are then accessed to generate cus-268

tomized posters based on this information. To en-269

sure that the poster content maintains a high level of270

rationality, the system incorporates a Poster Ratio-271

nality Scoring Agent, which works in coordination 272

with the Poster Revision Agent. Together, they 273

perform multiple rounds of iterative refinement on 274

the poster content until its rationality reaches an 275

acceptable level. The finalized poster versions are 276

then generated and displayed. 277

More details of the method are given in Ap- 278

pendix C 279

4 Experiment 280

4.1 Evaluation metrics 281

The model used in this study is Qwen2.5-14B- 282

Instruct(Yang et al., 2024). Since this study is con- 283

ducted on the AgentSociety(Piao et al., 2025) plat- 284

form, the platform requires environmental promote 285

agents to maximize the effectiveness of environ- 286

mental publicity under the constraint of a limited 287

resource budget. The evaluation system is based 288
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Citizen Dialogue
Generation Agent

Dialogue Revision Agent

Citizen Attitude 
Simulation Agent

Revise

Feedback

N iteration

multi-agent iteration

personal recordsCitizen with low environmental awareness
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Figure 3: Structural Diagram of Multi-Agent Iterative
Modification and Targeted Message Push

personal records Citizen with low environmental awareness

Poster Generation 
Agent

Multi-agent iteration

Poster Evaluation 
Agent

Revise

Feedback

N iteration
Record

Poster Editing 
Agent

Poster Evaluation Guidelines

Multi-agent iterative 
modification and 
targeted poster push

Generate poster

Figure 4: Structural Diagram of Multi-Agent Iterative
Modification and Targeted Poster Push

on three core metrics:289

• Publicity Score: Evaluates the impact of en-290

vironmental promotion on residents’ environ-291

mental awareness, based on data collected292

from surveys (0–50 points).293

• Carbon Emission Score: Assesses citizens’294

specific transportation choices and calculates295

the corresponding carbon emissions (0–50296

points).297

• Publicity Rationality: Dynamically monitors298

the rationality of publicity content delivered299

by environmental promotion agents, including300

one-on-one messages, posters, and announce-301

ments (scored as a multiplier between 0 and302

1).303

In the AgentSociety platform, environmental304

publicity is carried out through three main ap-305

proaches: one-on-one message delivery, targeted306

poster placement, and city-wide announcements. 307

One-on-one messaging does not consume any 308

funds but is limited to a maximum of 5 citizens 309

per round. Poster placement can reach all residents 310

within a specified Area of Interest (AOI) and costs 311

3000 units of funds per poster. Announcements 312

are broadcast to all citizens at once, with each an- 313

nouncement costing 20,000 units of funds. 314

The final score is as following: 315

Final Score = (P-Score+C-Score)×Rationality 316

Publicity Score. The publicity score is assessed 317

based on citizens’ awareness of and behavioral 318

changes toward low-carbon lifestyles, quantified 319

through a standardized questionnaire that measures 320

their level of environmental consciousness. 321

Carbon Emission Score. The carbon emission 322

score evaluates the actual effectiveness of envi- 323

ronmental publicity by monitoring citizens’ real 324

transportation behaviors and calculating the corre- 325

sponding changes in carbon emissions. 326

Publicity Rationality. The publicity rationality 327

metric leverages an AI evaluation system to con- 328

tinuously monitor all publicity content generated 329

by the environmental promotion agent, ensuring its 330

credibility and appropriateness. 331

More details of the evaluation metrics are given 332

in Appendix D 333

4.2 Cost-effectiveness Comparison of 334

Publicity Methods 335

In AgentSociety, we employ Large Language Mod- 336

els (LLMs) to automatically evaluate the rational- 337

ity of publicity materials. However, due to the 338

generative and evaluative nature of LLMs, their 339

scores tends to be conservative, making it difficult 340

to achieve extreme high scores. Specifically, the 341

rationality score of the publicity materials is calcu- 342

lated as follows: 343

0.1×M-Score + 0.3× P-Score + 0.6×A-Score
100

(1) 344

Where M score is the message score, P score is 345

the poster score, and A score is the announcement 346

score. 347

In the experiment, we find that regardless of the 348

iterative optimization strategy applied, the individ- 349

ual scores given by the LLM typically fall between 350

85 and 95. Even in the best-case scenario, it is 351

difficult to exceed the upper limit of 100 points. 352
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Therefore, in practical applications, whether the353

drop in rationality caused by certain publicity meth-354

ods is acceptable needs to be weighed against the355

improvement in environmentally friendly behavior356

they bring.357

To further analyze the impact of different com-358

binations of publicity methods on rationality, we359

use an ideal individual rationality score of 88 as the360

baseline and simulate the overall rationality scores361

under various strategy combinations.362

Table 2: Rationality Scores under Different Publicity
Strategy Combinations

Publicity Strategy Rationality
Score

Message only 98.8
Message + Poster 95.2
Message + Poster + Announcement 88.0
Poster only 96.4
Announcement only 92.8
Message + Announcement 91.6

The results shown in table 2 indicate that using363

only the message-based communication strategy364

yields the highest overall rationality score. In con-365

trast, when all three publicity methods are used366

together, the rationality score is the lowest. This367

suggests that although multi-channel publicity may368

enhance the breadth and depth of information dis-369

semination, it can also lead to a decline in overall370

rationality due to the limitations of independent371

scoring across different media.372

Based on this analysis, we conduct ablation ex-373

periments in the following sections to evaluate the374

effects of individual and combined publicity strate-375

gies. We further explore how to maximize the ra-376

tionality score while ensuring the effectiveness of377

publicity.378

4.3 Ablation study379

Ablation study of publicity material generation380

methods. The results of the ablation experiment381

on publicity material generation are shown in Table382

3. As the data indicates, different generation meth-383

ods exhibit significant differences in both publicity384

rationality and their impact on pro-environmental385

behavior. Under the baseline condition (i.e., no386

publicity), although the rationality score is per-387

fect, the scores for promoting low-carbon travel388

and carbon emission awareness are relatively low, 389

suggesting that the absence of publicity material 390

negatively affects residents’ behavior. When using 391

fixed-text publicity, the rationality remains near op- 392

timal, but its effectiveness in enhancing residents’ 393

low-carbon awareness is limited. With the intro- 394

duction of resident categorization strategies and the 395

exclusion of groups resistant to change, the overall 396

effectiveness improved, indicating that personal- 397

ized publicity enhances information acceptance. 398

Although the single-shot generation method per- 399

formed relatively well in conveying carbon emis- 400

sion knowledge, it remained suboptimal in guiding 401

actual behavioral change. In contrast, the itera- 402

tive refinement approach achieved the best results 403

across all metrics—particularly excelling in pro- 404

moting low-carbon travel willingness and improv- 405

ing carbon emission awareness—with a final total 406

score of 73.28, significantly outperforming other 407

methods. This demonstrates that continuously op- 408

timizing and adjusting publicity content can more 409

effectively achieve low-carbon promotion goals. 410

Ablation study on the Selection of Publicity 411

Strategies. 412

To investigate the impact of different publicity 413

methods on residents’ environmental awareness 414

and behavior, we conduct the following experi- 415

ment, with the results shown in Table 4. We first 416

test releasing announcements alone and find that 417

although this approach helps improve the overall 418

carbon emission questionnaire scores (carbon emis- 419

sion result) among residents, its effectiveness is 420

limited. This is mainly because announcements 421

reach all residents, including those with relatively 422

weak environmental awareness. In contrast, when 423

we generate personalized messages based on each 424

resident’s profile and pair them with corresponding 425

posters, the survey scores (survey result) increase 426

noticeably, but the carbon emission questionnaire 427

scores show little change. 428

Although announcements can to some extent 429

improve knowledge about carbon emissions and 430

increase survey scores, their overall effectiveness 431

in promotion drops significantly, resulting in no 432

notable improvement in the total score. These ob- 433

servations highlight the importance of using a com- 434

bination of publicity tools and suggest that different 435

publicity methods need to be optimized for specific 436

objectives. 437

According to the generated planning logs, most 438

agents tend to choose non-travel behaviors such 439

as "Stay at home" and "Eat at home", influenced 440

6



Table 3: Fusion Experiment Results of Publicity Material Generation Methods

Generation Method Rationality Low-carbon Score Emission Score Total Score
No Publicity (Baseline) 1 60.00 71.49 65.74
Fixed Text Template 0.99 60.00 75.46 66.93
Resident Categorization with-
out the Unemployed

0.99 68.93 74.51 70.83

Single-shot Generation 0.99 62.63 78.50 69.65
Iterative Refinement 0.99 70.35 77.96 73.28

Table 4: Ablation Study on Publicity Strategy Selection

Publicity Strategy Rationality Low-carbon Travel Emission Awareness Total Score
Message 0.9882 70.35 77.96 73.28
Poster 0.9586 70.00 75.05 69.52
Announcement 0.9300 65.02 71.98 63.77
Message + Poster 0.9494 69.18 79.58 70.61
Message + Announce-
ment

0.9184 72.52 78.76 69.47

Announcement + Poster – – – –
Message + Announce-
ment + Poster

0.8830 71.00 80.00 66.66

by a combination of contextual factors including441

time of day, occupation, and other background vari-442

ables. This behavioral pattern is often reinforced443

by favorable weather conditions and the absence of444

urgent needs, further enhancing the rationality and445

attractiveness of staying at home.446

Since the majority of plans do not trigger actual447

travel behaviors, the system’s traffic logging mecha-448

nism remains inactive, resulting in a travel distance449

of zero for most individuals and, consequently, zero450

actual carbon emissions. As a result, the overall451

carbon emissions are contributed solely by a small452

subset of individuals who do engage in travel, and453

it is only those people whose travel modes may be454

influenced by environmental attitudes.455

This indicates that although the environmental456

publicity mechanism in the model can adjust resi-457

dents’ environmental attitudes, its actual regulatory458

effect on carbon emissions is relatively limited in459

this round of experiments due to the prevailing460

trend of stay-at-home behavior. Ultimately, the461

overall carbon emission scores remain within a nar-462

row fluctuation range between 63 and 69.463

Ablation Study on Iterative Refinement Ap-464

proach.465

To further optimize the effectiveness of publicity466

material generation, we conduct an ablation study467

on the iterative refinement approach, examining468

the impact of different iteration counts on public-469

ity rationality, willingness for low-carbon travel, 470

and carbon emission awareness. The experimental 471

results are presented in Table 5. 472

As shown in Table 5, when the number of iter- 473

ations is set to 2, the model achieves the highest 474

scores in both the carbon emission questionnaire 475

and the total score, indicating optimal overall per- 476

formance. However, as the number of iterations 477

increases to 3 or more, although the publicity ratio- 478

nality remains stable or even slightly improves, the 479

scores related to carbon emissions and the overall 480

score show a slight decline. This suggests that ex- 481

cessive iterations may lead to content redundancy 482

or deviation from user preferences, thereby reduc- 483

ing the effectiveness of the publicity. 484

Therefore, conducting 2 iterations proves to be 485

the optimal choice under the current experimen- 486

tal settings, as it maintains high rationality while 487

maximizing residents’ acceptance of environmen- 488

tal information and their behavioral response. 489

Comprehensive Ablation Study. 490

In addition to the systematic experiments on pub- 491

licity methods and iterative strategies described 492

above, we also explore several other approaches 493

and summarize the key results in Table 6 as part of 494

a comprehensive ablation study, aiming to further 495

evaluate the overall effectiveness of the publicity 496

strategy. 497

The experimental results show that under the 498
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Table 5: Ablation Study on Iterative Refinement Approach

Refinement Strategy Rationality Low-carbon Travel Emission Awareness Total Score
Single iteration 0.99 62.63 78.50 69.65
2 iterations 0.99 62.63 78.86 69.91
3 iterations 0.99 62.63 78.13 69.55
5 iterations 0.99 62.63 78.10 69.54

Table 6: Comprehensive Ablation Study

Publicity Method Rationality Low-carbon Travel Emission Awareness Total Score
No Publicity (Baseline) 1 60.00 71.49 65.74
Iterative Rationality Op-
timization

0.99 66.88 77.56 71.23

Random Citizen Selec-
tion
(No Simulation Test)

0.99 68.87 76.25 71.47

Targeted Citizen Selec-
tion
(With Simulation Test)

0.99 70.35 77.96 73.28

baseline condition without any publicity, the av-499

erage total score of residents is 65.74, indicating500

relatively limited performance. However, with the501

introduction of publicity mechanisms—especially502

when combining simulation testing with targeted503

citizen selection—the overall score significantly in-504

creases to 73.28, representing the best performance505

among all methods.506

Through systematic ablation experiments and507

comparative analysis of various publicity strategies508

and generation methods, we comprehensively eval-509

uate the effectiveness of different approaches in510

enhancing residents’ environmental awareness and511

promoting behavioral change. The results indicate512

that the publicity strategy combining simulation513

testing with an iterative refinement mechanism out-514

performs all others across multiple metrics.515

Specifically, compared to the baseline without516

any publicity (total score is about 65.74), the adop-517

tion of targeted publicity methods significantly im-518

proves residents’ awareness and willingness to en-519

gage in low-carbon travel. Among all tested ap-520

proaches, the combination of “simulation-based521

targeting + message refinement with 2 iterations”522

achieves the highest overall score of 73.28, strik-523

ing a well-balanced performance across rationality,524

low-carbon travel score, and carbon emission ques-525

tionnaire score.526

Conclusion 527

In this study, we propose MA-MGD, a multi-agent 528

system that leverages citizen profiling, simulation 529

testing, and iterative feedback to personalize envi- 530

ronmental publicity and promote low-carbon be- 531

haviors. Through extensive experiments conducted 532

on the AgentSociety platform, our results demon- 533

strate that targeted communication—especially 534

when combined with two rounds of message refine- 535

ment—significantly improves both environmental 536

awareness and pro-environmental behavior, outper- 537

forming static and generic strategies across multi- 538

ple evaluation metrics. Furthermore, the ablation 539

studies confirm that optimal publicity outcomes 540

depend not only on the choice of medium but also 541

on the dynamic tailoring of content to individual 542

motivations. This work opens new avenues for 543

applying large language models to real-world envi- 544

ronmental governance through adaptive, scalable, 545

and human-centered communication strategies. 546

Limitations 547

While our proposed MA-MGD framework demon- 548

strates significant improvements in personalized 549

environmental publicity, it still faces several limita- 550

tions: 551

• Simulation Constraints. All experiments are 552

conducted within a virtual environment based 553

on AgentSociety(Piao et al., 2025). Although 554
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the simulation includes realistic geographic555

and demographic data, it cannot fully capture556

the unpredictability and complexity of real-557

world human behaviors, such as emotional558

fluctuations or spontaneous reactions.559

• Multi-channel Conflict in Rationality Scor-560

ing. Although combining messages, posters,561

and announcements broadens dissemination,562

the rationality score often decreases due to563

independent scoring mechanisms for each564

medium. This suggests potential incompatibil-565

ity among modalities in the current evaluation566

scheme.567

• Diminishing Returns from Iterative Refine-568

ment. Our ablation study reveals that ex-569

cessive iterations (e.g., more than two) in570

message optimization can lead to redundant571

content or deviations from user preferences,572

slightly reducing overall effectiveness. Better573

feedback refine approaches are expected.574
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A Appendix A: Detailed Information on 743

Simulation Scenarios 744

A.1 Introduction 745

All experiments in this study are conducted on the 746

AgentSociety(Piao et al., 2025) platform. With the 747

escalating global environmental crisis, promoting 748

low-carbon lifestyles has become an essential mis- 749

sion for urban sustainability. Cities, as the epicenter 750

of human activities, play a pivotal role in encour- 751

aging eco-friendly behavioral shifts. This mission – 752

challenges participants to design an intelligent En- 753

vironmental Promotion Agent that interacts with 754

simulated urban citizens, with the aim of raising 755

awareness of low-carbon habits and guiding behav- 756

ioral changes through strategic communication and 757

public messaging. 758

A.2 Simulation Overview 759

City and Residents. 760

• City: A simulated environment based on real 761

geographic data of Beijing, containing multi- 762

ple Areas of Interest (AOIs) such as residential 763

zones, commercial districts, office spaces, and 764

transportation hubs. 765

• Citizens: 200 virtual residents, each character- 766

ized by attributes such as age, gender, educa- 767

tion, profession, marital status, residence and 768
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workplace (linked to AOI), as well as unique769

background stories and habitual patterns.770

Simulation Timeline.771

1. Day 1 – Promotion Stage: The Environ-772

mental Promotion Agent performs personal-773

ized communication, poster placements, and774

city-wide announcements to promote eco-775

conscious values.776

2. Day 2 – Carbon Emission Stage: Citizens re-777

sume daily routines. Their choices regarding778

mobility (walking, public transport, or private779

cars) are monitored to compute carbon emis-780

sions and reflect the agent’s influence.781

Available Toolkits for the Agent.782

• LLM Tool (self.llm): Send prompt to a lan-783

guage model (e.g., Qwen, OpenAI) to generate784

responses or analyze profiles.785

• Sensing Tool (self.sense): Retrieve environ-786

ment/citizen info such as current time, citizen787

profiles, AOI metadata, and communication his-788

tory.789

• Communication Tool790

(self.communication): Send personal-791

ized messages to individual citizens (max 5 per792

round).793

• Poster Tool (self.poster): Place promo-794

tional posters in AOIs (cost: 3000 units per795

poster).796

• Announcement Tool (self.announcement):797

Broadcast messages city-wide (cost: 20000798

units per announcement).799

B Appendix B800

As shown in Table 7.801

C Appendix C: Workflow of the802

Environmental Promotion Agent803

Explain the workflow of MA-MGD in conjunction804

with code functions.805

1. Initialization. At startup, the Promotion Agent806

initializes internal state trackers:807

• self.talled: citizens who have already808

been contacted.809

• self.posted: index for areas where posters810

have already been displayed.811

• self.learned: citizens whose environmen- 812

tal awareness has been successfully improved. 813

2. Education and Publicity Loop (forward 814

method). 815

Executed every simulation round, this is the main 816

behavioral logic. 817

1. Retrieve full citizen profiles via 818

getCitizenProfile(). 819

2. Remove those already in talled or learned. 820

3. Randomly select 5 citizens from the remain- 821

ing pool. 822

4. For each selected citizen: 823

• Construct a personal profile including oc- 824

cupation, age, marital status, education, 825

commuting distance, and background 826

story. 827

• Use a language model (LLM) to generate 828

multi-turn persuasive conversation pro- 829

moting behavior like “walk 3KM or bike 830

6KM even if you own a car”, “use fan 831

and curtain instead of AC”, “sort garbage 832

strictly”. 833

• If the citizen’s attitude (obtained via 834

getAttitude) includes desirable key- 835

words (e.g., “walk”, “energy saving”), 836

mark as learned. 837

• Deliver the conversation response via 838

sendMessage() and record in talled. 839

3. Survey-Based Attitude Assessment 840

(sim_survey method) If no citizens have 841

yet been “learned”, a baseline survey is triggered: 842

• A 10-question multiple choice survey is gener- 843

ated to assess daily environmental behaviors. 844

• Answers are simulated by the LLM based on 845

citizens’ profile and background. 846

• Each answer is scored: 847

– A: 100, B: 75, C: 50, D: 25 848

• Average score ≥ 87.5 or specific patterns 849

(e.g., ≥ 85 and Q1 ̸= “D”) mark a citizen 850

as “learned”. 851

4. Poster Generation and Evaluation Optionally, 852

the promotion agent can create posters targeting 853

specific regions (AOIs): 854
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Table 7: Typology of Resident Motivation and Tailored Communication Strategies

Persona Core Motivation Behavioral Traits and Key-
words

Tailored Communication Strat-
egy

Policy Followers Rule Compliance Not strongly motivated by
environmental protection but
willing to follow official rules.
Keywords: “policy require-
ments”, “response to directives”,
“compliance-driven”.

Authority Strategy: Emphasize
regulatory norms and institutional
legitimacy by citing official no-
tices, community regulations, and
government guidance.

Interest-Driven Economic Benefit Participation based on expected
economic return such as subsi-
dies, discounts, rewards. Key-
words: “sensitive to incentives”,
“worth doing”, “cost-effective”.

Incentive Strategy: Quantify po-
tential savings or economic bene-
fits. e.g., “You can save XX yuan
on gas if you take the bus today”,
“Earn points and redeem gifts by
participating in recycling”.

Social-Driven Social Recognition Behavior influenced by social
circles, likely to follow the
crowd. Keywords: “peer pres-
sure”, “neighborhood trend”, “ev-
eryone’s doing it”.

Social Strategy: Use group psy-
chology. e.g., “XX neighbor
joined our recycling challenge!”,
“Over 50% of households in our
community have started waste
sorting.”

Wavering Pragmatists Convenience and Cost Support environmental protection
but actions depend on conve-
nience and effort. Keywords:
“easy and quick”, “too trouble-
some”, “inconvenient”, “hesi-
tant”.

Convenience Strategy: Empha-
size simplicity and ease of imple-
mentation. e.g., “The bin is just
downstairs”, “Smart bins make
sorting effortless”, “Free ride-
sharing parking spots available.”

Value-Driven Vanguards Intrinsic Values Driven by personal conviction
and ethical commitment, they are
proactive environmentalists. Key-
words: “environmental responsi-
bility”, “personal belief”, “value-
driven”.

Resonance Strategy: Appeal
to higher-order values and iden-
tity. e.g., “Your actions inspire
others”, “Stand as an example
for future generations”, “Promote
shared environmental ideals”.

1. Select a new region using select_aoi().855

2. Generate a poster via LLM based on the ag-856

gregated citizen profiles in that area.857

3. Evaluate the poster’s credibility and858

reasonableness using another LLM prompt.859

4. If evaluation passes threshold (e.g., credibility860

> 85 and reasonableness > 90), post it using861

putUpPoster().862

5. Citizen-Initiated Message Handling863

• Upon receiving a message from a citizen, in-864

voke communication_response().865

• A LLM-generated reply is formulated with a866

persuasive tone to encourage behavior change.867

• The reply is sent back to the citizen via868

sendMessage().869

D Appendix D: Detailed Information on870

Evaluation metrics871

To comprehensively assess the effectiveness of the872

Environmental Promotion Agent in guiding citizen873

awareness and promoting low-carbon behaviors, 874

the evaluation framework consists of three major 875

components. The final score is computed as: 876

Final Score = Awareness Score 877

+ Carbon Reduction Score 878

× Content Rationality (2) 879

Awareness Score (0–50 points) 880

This metric evaluates the agent’s ability to influ- 881

ence the environmental awareness of urban citizens. 882

The evaluation is based on post-simulation stan- 883

dardized surveys conducted among all residents. 884

Evaluation Aspects: 885

• Transportation Preferences: Willingness to 886

adopt greener travel modes such as walking 887

and public transit. 888

• Energy-Saving Habits: Behavioral changes 889

in everyday energy usage. 890

• Eco-Friendly Consumption: Consideration 891

of environmental impact during shopping de- 892

cisions. 893
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Scoring Method: Survey responses are quanti-894

fied on a standardized scale and averaged across all895

citizens.896

Score Range: 0–50 points897

Carbon Reduction Score (0–50 points).898

This score measures the agent’s influence on ac-899

tual behavior change in terms of carbon emissions,900

primarily through citizens’ transportation choices901

during the simulation.902

Carbon Emission Coefficients:903

• Walking: 0 kg CO2/km904

• Public Transport: 0.016 kg CO2/km905

• Private Vehicle: 0.040 kg CO2/km906

Scoring Formula:907

Baseline Emission = Total Distance × 0.040,

Actual Emission =
∑
mode

(Distance × Emission Coefficient),

Carbon Score =

(
Baseline − Actual

Baseline

)
× 100.

(3)

908

909

Score Range: 0–50 points910

Content Rationality (0–1).911

This multiplier evaluates the credibility and ap-912

propriateness of all promotional content generated913

by the agent, including personalized messages,914

posters, and announcements. It is assessed in real-915

time by an AI-based evaluator.916

Evaluation Dimensions:917

• Credibility: Is the content fact-based and sci-918

entifically grounded?919

• Reasonableness: Is the messaging appropri-920

ate without exaggeration or offensiveness?921

Weighted Aggregation:922

Content Rationality =
0.1× Smsg + 0.3× Sposter + 0.6× Sannounce

100
(4)923

Where:924

• Smsg: Mean credibility and reasonableness925

score of messages926

• Sposter: Mean score for posters927

• Sannounce: Mean score for announcements928

Weight Justification:929

• Announcement (60%): Broadest coverage930

and greatest impact931

• Poster (30%): Regional influence 932

• Message (10%): Personalized but limited 933

reach 934

Score Range: 0–1 (applied as a multiplier) 935

Example Calculation. If an agent achieves: 936

• Awareness Score = 45 937

• Carbon Score = 40 938

• Content Rationality = 0.9 939

Then the final score is computed as: 940

Final Score = (45 + 40)× 0.9 = 76.5 941
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