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Abstract

In model-based reinforcement learning, most algorithms rely on simulating trajec-
tories from one-step models of the dynamics learned on data. A critical challenge of
this approach is the compounding of one-step prediction errors as the length of the
trajectory grows. In this paper we tackle this issue by using a multi-step objective
to train one-step models. Our objective is a weighted sum of the mean squared error
(MSE) loss at various future horizons. We find that this new loss is particularly
useful when the data is noisy (additive Gaussian noise in the observations), which is
often the case in real-life environments. We show in a variety of tasks (environments
or datasets) that the models learned with this loss achieve a significant improvement
in terms of the averaged R2-score on future prediction horizons. To our surprise,
in the pure batch reinforcement learning setting, we find that the multi-step loss-
based models perform only marginally better than the baseline. Furthermore, this
improvement is only observed for small loss horizons, unlike the trend present with
the R2-score on the respective datasets.

1 Introduction

Figure 1: Schematic representation of
the multi-step prediction framework.

In reinforcement learning (RL) we learn a control agent
(or policy) by interacting with a dynamic system (or en-
vironment), receiving feedback in the form of rewards.
Although successful in various applications (Silver et al.,
2017; 2018; Mnih et al., 2015; Vinyals et al., 2019), RL
remains largely confined to simulated environments and
does not extend to real-world engineering systems. Model-
based reinforcement learning (MBRL), can potentially
narrow the gap between RL and applications thanks to
a better sample efficiency.

MBRL algorithms alternate between two steps: i) model
learning, a supervised learning problem to learn the dy-
namics of the environment, and ii) policy optimization,
where a policy and/or a value function is updated by sampling from the learned dynamics. MBRL
is recognized for its sample efficiency, as policy/value learning is conducted from imaginary model
rollouts, which are more cost-effective and readily available than rollouts in the true dynamics (Jan-
ner et al., 2019).
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While MBRL algorithms have achieved significant success, they are prone to compounding errors
when planning over extended horizons (Lambert et al., 2022). To tackle this problem, our approach
involves adjusting the training objective of these models to focus on optimizing for long-horizon
error (Fig. 1). This strategy is especially beneficial in presence of additive noise in observations, a
context that mirrors real-world scenarios. Interestingly, we find that despite improving the predictive
error of models, this approach does not necessarily result in significantly better model-based policies
(especially for longer loss horizons).

The formal definition of the multi-step loss is given in Section 2. We then present the experimental
setup and results in Section 3. In the appendices section, we provide a detailed related work
(Appendix A), a theoretical analysis of the multi-step loss in tractable systems (Appendix B), and
the details of our experiments (Appendix C, D, and E).

2 The multi-step loss

In MBRL, it is common to use a parametric model p̂θ that predicts the state1 one-step ahead
ŝt+1 ;̂pθ(st, at). We train this model to optimize the one-step predictive error L

(
st+1, p̂θ(st, at)

)
(MSE or NLL for stochastic modeling) in a supervised learning setting. To learn a policy, we use
these models for predicting h steps ahead by applying a procedure called rollout.

In practice, a rollout corresponds to generating ŝt+j ;̂pθ(ŝt+j−1, at+j−1) recursively for j =
1, . . . , h, to collect a trajectory τ = (s0, a0, ŝ1, a1, ..., ŝj , aj , ...), where (at, . . . , at+h−1) = at:t+h−1 =
aτ is either a fixed action sequence generated by planning or sampled from a policy at+j ;π(st+j)
for j = 1, . . . , h, on the fly. We denote p̂j

θ(st, at:t+j−1) = p̂θ

(
ŝt+j−1, at+j−1

)
for j = 1, . . . , h, the

prediction after j recursive applications of the model.

Using p̂h
θ (st, at:t+h−1) to estimate st+h is problematic for two reasons:

• A distribution mismatch occurs between the inputs that the model was trained on (st+1 ;

p(st, at)) and the inputs the model is being evaluated on (ŝt+1 ;̂pθ(st, at)) Talvitie (2014;
2017).

• The predictive error (and the modeled uncertainty in the case of stochastic models) will
propagate through the successive model calls, leading to compounding errors (Lambert
et al., 2022; Talvitie, 2014; Venkatraman et al., 2015).

To mitigate these issues, we study models that, given the full action sequence at:t+h−1, learn to
predict the state st+h by recursively predicting the intermediate states st+j , for j = 1, . . . , h. We
address this problem through the use of a weighted multi-step loss that accounts for the predictive
error at different future horizons.

Definition (Weighted multi-step loss). Given horizon-dependent weights α = (α1, . . . , αh) with∑h
i=1 αi = 1, a one-step loss function L, an initial state st, an action sequence aτ = at:t+h−1, and

the real (ground truth) visited states sτ = st+1:t+h, we define the weighted multi-step loss as

Lh
α

(
sτ , p̂θ(st, aτ )

)
=

h∑
j=1

αjL
(
st+j , p̂j

θ(st, at:t+j−1)
)
.

The dependency of Lh
α on h is omitted in the rest of the paper when h is clear from the context.

Furthermore, the loss L used in the multi-step loss Lα will always be the MSE.

A multi-step loss with equal weights has been previously used in the literature (Lutter et al.,
2021; Byravan et al., 2021; Xu et al., 2018). However, we are not aware of any other work that

1In this section, we do not make the distinction between states s and observations o as the definition of the
multi-step loss is independent of the underlying MDP.
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thoroughly study the more general weighted case of the multi-step loss, nor it’s relevance for
noisy observations (typically, this corresponds to homoscedastic Gaussian noise in the observations:
ot = st + ϵt with ϵt ∼ N (0, σ2) and σ ∈ R). Indeed, predicting at different timesteps can be seen
as a multi-task problem due to the system’s periodicity and the growing scale of the long-horizon
error. Therefore, we suggest the weighting mechanism as a mean to balance the training objective.

3 Experiments & results

In this section, we evaluate the performance of models trained with the multi-step loss Lα for
different values of the maximal horizon h ∈ {2, 3, 4, 10} and different noise levels of the dynamics
σ. For the weights α = (α1, . . . , αh), we consider an exponential parametrization (with a single
parameter β) to reduce the size of the search space: αi = ( 1 − β

1 − βh+1 )︸ ︷︷ ︸
normalization constant

·βi for i ∈ {1, . . . , h}.

For the evaluation of the models we consider both a static and a dynamic setup. The static evaluation
denotes the evaluation of dynamics models in terms of predictive error in held-out test datasets. For
the dynamic evaluation we will consider the offline MBRL setting (Levine et al., 2020) where the
goal is to learn a policy from a given dataset without interacting further with the environment.
The static evaluation is done on three classical RL environments (Cartpole swing-up, Swimmer and
Halfcheetah) and various datasets (eight in total) collected with different behavior policies (random,
medium, full_replay and mixed_replay) on these environments. The dynamic evaluation is done
on the Cartpole swing-up environment where the rewards are fully determined by the observations.
The details of these tasks are provided in Appendix C. For all these tasks, we use the same neural
network model. Implementation details for the model are given in Appendix D.

3.1 Static evaluation with the R2 metric

In this section, we consider a long-horizon aggregated R2 score R2(H) as our metric (details provided
in appendix E.1.1). For the weights of the loss, we perform a grid search over β values, selecting the
value giving the best R2(H) averaged over 3 cross-validation folds.
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Figure 2: The series of bar plots display the relative improvement with respect to the h = 1 baseline,
in the test R2(50) metric for various environments, and datasets. Performance is evaluated over loss
horizons h with the relative improvement measured on a logarithmic scale. The relative noise scale,
ranging from 0.0 to 0.05, is color-coded and represents a ratio of the range of the state space, for
each dataset. The error bars indicate the 95% confidence intervals (mean ± 1.96 · standard error)
obtained with the three cross-validation folds.

As can be seen from Fig. 2 For most of the datasets (all the Cartpole and Swimmer datasets, and
Halfcheetah random and medium_replay) the benefit of using the multi-step loss when there is noise
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is significant and for most of them (all the Cartpole datasets, Swimmer random and Halfcheetah
random) the larger the noise the higher the benefit. The impact of the horizon h of the loss is less
clear although for some datasets increasing the horizon h as the noise increases also helps. This
result is more mitigated on Halfcheetah medium which we suggest is due to the optimization process
or the capacity of the model.

3.2 Dynamic evaluation: offline MBRL

We consider the offline setting where given a set of N trajectories D = {(si
t, ai

t, si
t+1, . . .)}N

i=1, the goal
is to learn a policy maximizing the return in a single shot, without interacting with the environment.

We use a Dyna-style agent that learns a parametric model of the policy based on data generated
from the learned dynamics model p̂θ. Specifically, we train a Soft Actor-Critic (SAC) (Haarnoja
et al., 2018) with short rollouts on the model à la MBPO Janner et al. (2019), a popular MBRL
algorithm. We then rely on model predictive control (MPC) at decision-time where the action search
is guided by the SAC policy. The details of this agent are given in Appendix C.3.

The experiments are run on the Cartpole mixed_replay dataset without and with small noise (scale
of 1%). The reason is that the range of episode returns spanned by this dataset makes us hope that it
is possible to learn a model that is good enough to learn a successful policy (for which episode returns
are higher than 800). The distribution of the returns on the random and full replay datasets makes
it more challenging to learn a successful policy. The goal here is not to study a new offline MBRL
algorithm, avoiding unknown regions of the state-action space, but studying the improvement that
can be obtained with the multi-step loss when varying the horizon h. Finally, in order to isolate the
effect of dynamics learning, we assume that the reward function is a known deterministic function
of the observations (which is another reason why we only consider cartpole for dynamic evaluation).
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Figure 3: Returns of the agents trained
on multi-step models in the Cartpole
mixed_replay task. The error bars indicate
the 95% confidence intervals (mean ± 1.96 ·
standard error).

As it is acknowledged that static evaluation metrics
may not always align with the final return of agents
(Lambert et al., 2021), we include the performance of
the models trained on the 10-step loss with weights
tuned to maximize the return, using the same grid
search as for the R2 (labeled h=10 - return).

Without noise. Fig. 3 shows the return obtained
by different models on the Cartpole mixed_replay
task. Against a strong baseline (h = 1), it is ob-
served that the multi-step models exhibit marginally
superior performance, especially for h values of 2 and 4. However, this trend is not maintained for
h = 10, indicating that larger horizons may not be beneficial in this context, despite the improvement
in the static metric (R2 score).

With noise. In the presence of noise, we observe that the performance of all models, including
the baseline, significantly decreases. Notably, the optimal multi-step models do not demonstrate
any improvement in this setting.

4 Discussion & Conclusion

In the previous experiments, we show that although h = 10-models improve over the smaller horizons
in the R2 metric, this does not translate to better agents in the Cartpole mixed_replay task even
when the weights are tuned on the return. Potential explanations of this finding include: the
well-known objective mismatch in MBRL, the optimization difficulty induced by the autoregressive
nature of the model, and the weights search space exponentially-growing with the horizon.

In this paper, we study a weighted multi-step loss that leads to models exhibiting significant im-
provements in the R2 score over popular RL environments with noisy dynamics. The insights from
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dynamic evaluation present a more complex picture. We found that longer horizons in the loss
present a more challenging problem in the scope of Offline MBRL. To fully understand the observed
behaviour, possible follow-up ideas include extending the dynamic evaluation to more RL environ-
ments, using a hyperparameters search engine for a more exhaustive weight search, and applying the
multi-step prediction framework to other autoregressive models such as Recurrent Neural Networks
or Transformers.
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A Related Work

The premises of multi-step dynamics modeling can be tracked back to early work about temporal
abstraction (Sutton et al., 1999; Precup et al., 1998) and mixture of timescale models in tabular
MDPs (Precup & Sutton, 1997; Singh, 1992; Sutton & Pinette, 1985; Sutton, 1995). These works
study fixed-horizon models that learn an abstract dynamics mapping from initial states to the states
j steps ahead. A different approach consists in optimizing the multi-step prediction error of single-
step models that are used recursively, which we study here. This approach has been studied for
recurrent neural networks (RNNs) and is referred to as teacher forcing (Lamb et al., 2016; Bengio
et al., 2015; Huszár, 2015; Pineda, 1988; Williams & Zipser, 1989). The idea consists in augmenting
the training data with predicted states. More recent works have built on this idea (Abbeel et al.,
2005; Talvitie, 2014; 2017; Venkatraman et al., 2015). These methods, albeit optimizing for future
prediction errors, assume the independence of the intermediate predictions on the model parameters,
making them more of a data augmentation technique than a proper optimization of multi-step errors.

The closest works to ours which also consider the intermediate predictions to be dependent on the
model parameters are Lutter et al. (2021), Byravan et al. (2021) and Xu et al. (2018). These works
all use an equally-weighted multi-step loss whereas we emphasize on the need of having a weighted
multi-step loss. Nagabandi et al. (2018) only use an equally-weighted multi-step loss for validation,
which is also common in the time series literature (Tanaka et al., 1995; Fraedrich & Rückert, 1998;
McNames, 2002; Ben Taieb & Bontempi, 2012; Ben Taieb et al., 2012; Chandra et al., 2021). Lutter
et al. (2021) and Xu et al. (2018) find that only small horizons (h = 2, 3, 5) yield an improvement
over the baseline, which we suggest is due to using equal weights in the multi-step loss. Byravan
et al. (2021) successfully use h = 10 with equal weights in the context of model-predictive control
(MPC). However, they consider it as a fixed design choice and might have tailored their approach
accordingly.

9



Reinforcement Learning Conference (August 2024)

B Understanding the multi-step loss: two case studies

B.1 Uni-dimensional linear system
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Figure 4: The loss function and its derivative
for different values of θ and α, in absence of
noise (σ = 0). In this figure, θtrue is fixed to
a randomly selected value, θtrue = 0.78. The
roots of the derivative are highlighted with
stars.

The first case consists in studying the solutions of
the multi-step loss for h = 2 in the case of an uncon-
trolled linear (discrete) dynamical system with addi-
tive Gaussian noise, and a linear model. With such
a simple formulation, we benefit from the fact that
the optimization is tractable and closed-form solu-
tions can be obtained for each α ∈ [0, 1]. We start
by defining the system and the model.

Definition (Uni-dimensional linear system with
additive Gaussian noise). For an initial state s0 ∈ R
and an unknown parameter θtrue ∈ (−1, 1) (for sta-
bility) we define the transition function and observa-
tions as

st+1 = θtrue · st

ot+1 = st+1 + ϵt+1 with ϵt+1 ∼ N (0, σ2) and σ ∈ R

Definition (Linear model). For an initial state
s0 ∈ R and a parameter θ ∈ R that we learn by
minimizing the multi-step loss for h = 2, we define the linear model as ŝt+1 = p̂θ(st) = θ · st

In this setup, the multi-step loss for h = 2 boils down to a polynomial in the model’s parameter θ:
Lα

(
oτ , p̂θ(st)

)
= α(θst − ot+1)2 + (1 − α)(θ2st − ot+2)2

where oτ = (ot+1, ot+2). The aim of our study is to analyze the statistical properties of θ̂(α) ∈
argminθ Lα

(
oτ , p̂θ(st)

)
for different values of α and different values of the observational noise scale2

σ.

Fig. 4 shows the loss function curve and its critical points for different values of α. The minimizers
θ̂(α) can be obtained by solving the polynomial equation dLα/dθ = 0. When α ∈ (0, 1), we compute
the roots of the cubic polynomial equation using Cardano’s formulas. These latter include at least
one real root (α ≥ 0.3 in Fig. 4) and two (potentially real) conjugate complex roots (α < 0.3 in
Fig. 4).

In the rest of the experiments, we fix a dataset of initial states S0 and sample K times a two-step
transition, yielding a dataset D = (S0, Oj

1, Oj
2)j=1,...,K . This dataset showcases different realizations

of the observational noise, which is sampled i.i.d. from a Gaussian distribution N (0, σ2).
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Figure 5: The impact of α and σ on the dis-
tance between θtrue and θ̂.

We then compare the distance between the minimiz-
ers of the loss function with different values of α
and the true parameter θtrue. When there is more
than one root, we assume access to the sign of θtrue

so that we can choose the correct estimator θ̂(α).
Fig. 5 shows that as the noise increases, the vanilla
MSE loss estimator (α = 1) is not the best estimator
with respect to the distance to the true parameter
θtrue. Interestingly, the best solution is obtained for
α ∈ (0, 1).

2noise and noise scale are used interchangeably. In practice, σ is computed as a percentage (e.g. 2%) of the state
space width.
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Figure 6: The left panel shows the density distribution of θ̂ − θtrue for a fixed σ of 1.0. The middle
panel delineates the bias of the estimator, defined as E[θ̂] − θtrue, across varying levels of σ, and
weights α ∈ {0, 0.5, 1} indicated by color. The right panel presents the variance of the estimator,
V ar[θ̂], as a function of σ for the same set of α values. The shaded regions represent the 95%
bootstrap confidence intervals across ten θtrue values and 100 Monte Carlo simulations.

To understand the observed results, we compute the
closed-form solutions of the multi-step loss in the case of α = 0 and α = 1:

Proposition (α = 1). Given a transition (st ̸= 0, ot+1) from the linear system and a linear model
with parameter θ, the minimizer of the α = 1 multi-step loss can be computed as:

θ̂1 = ot+1

st
= θtrue + ϵt+1

st

Proposition (α = 0). Given a transition (st ̸= 0, ot+1, ot+2) from the linear system, a linear
model with parameter θ, the sign of the true parameter (for instance θtrue > 0), and assuming its
existence ( ot+2

st
> 0), the minimizer of the α = 0 multi-step MSE loss can be computed as:

θ̂0 =
√

ot+2

st
=

√
θ2

true + ϵt+2

st

Remark For ease of notation in proposition (α = 0) and proposition (α = 1), we compute the
solutions given only one transition (st, ot+1, ot+2). In practice, one minimizes the empirical risk
based on a training dataset of size N : D = {(si,t, oi,t+1, oi,t+2)}i=1:N , in which case the closed-form
solutions become: 

θ̂1 = θtrue +
∑N

i=1
ϵi,t+1∑N

i=1
si,t

θ̂0 =
√

θ2
true +

∑N

i=1
ϵi,t+2si,t∑N

i=1
s2

i,t

On the one hand, we observe that while θ̂1 is an unbiased estimator of θtrue (Eϵt+1∼N (0,σ2)[θ̂1] =
θtrue), its variance grows linearly with the noise scale: Varϵt+1∼N (0,σ2)[θ̂1] = σ2

s2
t

. On the other hand,
θ̂0 is a potentially biased estimator, but with a smaller variance if θtrue ≫ 1 ( ϵt+2

4θ2
trues2

t
≈ 0). In this

case we can use a first-order Taylor expansion to approximate Var[θ̂0] = Varϵt+2∼N (0,σ2)[θ̂0]:

Var[θ̂0] = Var
[√

θ2
true + ϵt+2

st

]
≈ θ2

trueVar
[
1 + ϵt+2

2θ2
truest

]
= σ2

4θ2
trues2

t

≤ Var[θ̂1]
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For intermediate models (α ∈ (0, 1)), and in general when the conditions of the last result do not
necessarily hold, we use Monte Carlo simulations to compare the variance of θ̂α∈{0,0.5,1}. Fig. 6
shows the variance reduction brought by the multi-step loss when α = 0.5. It is also noticeable that,
up to the noise scales considered in this experiment, α = 0 generates a large bias (which matches
the theoretical insights), while no significant bias is observed for the estimator with α = 0.5. We
conclude that in the case of a noisy linear system, the multi-step MSE loss minimizer with α = 0.5
is a statistical estimator that (empirically) has a smaller variance and a comparable bias to the
one-step loss minimizer. It is worth noticing that when the noise is non-zero the best solution for
the one-step MSE is obtained for α ∈ (0, 1) and not α = 1 (which corresponds to optimizing exactly
the one-step MSE).

In this linear case, we had access to closed-form solutions. However, Fig. 4 shows that choosing
the multi-step MSE loss as an optimization objective introduces additional critical points where a
gradient-based optimization algorithm might get stuck. We now empirically study the optimization
process in the case of a two-parameter neural network.

B.2 Two-parameter non-linear system
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Figure 7: The validation one-step MSE L1
(in yellow), the validation two-step MSE L0
(in green) and the average of these two MSEs
(dashed black line) for different values of α.
The error bars represent the 95% bootstrap
confidence intervals across 2 optimizers, 3 ini-
tialization distributions, 10 initial points, 3
noise levels, and 10 Monte Carlo simulations.

As an attempt to get closer to a realistic MBRL setup
where neural networks are used for dynamics learn-
ing, we study a non-linear dynamical system using a
two-parameters neural network model:

Definition (Two-parameter non-linear sys-
tem with additive Gaussian noise). For an
initial state s0 ∈ R and unknown parameters
θtrue = (θtrue

1 , θtrue
2 ) ∈ R2 we define the transition

function and observations as

st+1 = θtrue
1 · sigmoid(θtrue

2 · st)
ot+1 = st+1 + ϵt+1 with ϵt+1 ;N (0, σ2) and σ ∈ R

Definition (Two-parameters neural network
model). A single-neuron two-layer (without
bias) neural network. We denote its parameters
θ = (θ1, θ2) ∈ R2:

ŝt+1 = p̂(st) = θ1 · sigmoid(θ2 · st)

Fig. 7 shows that even in the presence of noise, com-
pared to the linear case, the best value of α for the
one-step MSE is α = 1. This can be explained by the
use of lower levels of noise in the simulations than the
linear case. The intermediate models obtained for α ∈ {0.25, 0.5, 0.75} represent a trade-off between
the one-step and two-step MSEs. The average of the two MSEs, which we use in the experiment
section to assess the overall quality of our models over a range of horizons, achieves its minimum
for α = 0.75. Notice that the validation losses are only used for evaluation, and do not match the
training loss which depends on α.

C The evaluation setup

C.1 Environments
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(a) Cartpole (b) Swimmer (c) Halfcheetah

Figure 8: The environments: Cartpole swing-up,
Swimmer and Halfcheetah.

In the present study, we examine three distinct
environments within the scope of continuous
control reinforcement learning, as delineated in
Fig. 8, each exhibiting varying degrees of com-
plexity. The complexity of a given environment
is primarily determined by the dimension of the
state space ds, and the dimension of the action
space da. Notably, Cartpole swing-up is a classic
problem in the field where the task is to swing
up a pole starting downwards, and balance it
upright. The other considered tasks are Swimmer and Halfcheetah, which are two locomotion tasks,
aiming at maximizing the velocity of a virtual robot along a given axis. Swimmer incorporates fluid
dynamics with the goal of learning an agent that controls a multi-jointed snake moving through wa-
ter. On the other hand, Halfcheetah simulates a two-leg Cheetah with the goal of making it run as
fast as possible. For the latter environments, we use the implementation of OpenAI Gym (Brockman
et al., 2016), and the implementation of Deepmind Control (Tassa et al., 2018) for Cartpole. Both
libraries are based on the Mujoco physics simulator (Todorov et al., 2012). A detailed description
of these environments is provided in Table 1.

Table 1: The environments characteristics. ds: the dimension of the state space, da: the dimension
of the action space, xt: position along the x-axis, ẋt: velocity along the x-axis, ∥at∥2

2: the action at

magnitude, θ: the angle of the pole (only for Cartpole).

environment ds da task horizon reward function

Cartpole swing-up 5 1 1000 1+cos θt
2 × 1+e

−0.25 log(10)x2
t

2 ×
(

1 −
a2

t
5

)
× 1+e

−0.04 log(10)ẋ2
t

2

Swimmer 8 2 1000 ẋt − 0.0001 × ∥at∥2
2

Halfcheetah 17 6 1000 ẋt − 0.1 × ∥at∥2
2

C.2 Datasets

In this section, we introduce the different datasets that are used to evaluate the multi-step models.
These datasets are collected using some behavior policies that are unknown to the models.

Table 2 illustrates the features of datasets across the three environments: Cartpole Swing-up, Swim-
mer, and Halfcheetah. These environments vary in dataset size and behavioral policies. In the Cart-
pole Swing-up setting, each of the three datasets (random, mixed_replay, and full_replay) includes
50 episodes, which are split into training, validation, and testing subsets. The and full_replay depict
complete learning trajectories of an unstable model and a state-of-the-art (sota) model-based Soft
Actor-Critic (SAC) respectively (Janner et al., 2019), and integrated with shooting-based planning
Appendix C.3. For the Swimmer environment, both the random and full_replay datasets consist
of 50 episodes each. The random dataset is derived from a random policy, whereas the full_replay
dataset is generated using a model-based SAC with planning. For both the Cartpole Swing-up and
Swimmer environments, the datasets were self-collected due to the absence of a unified benchmark
that includes datasets from both tasks.

To enhance our understanding of the differences among these datasets, we present the distribution of
returns for each dataset in Fig. 9. It is important to note that the variance in returns within a dataset
serves as an indicator of the extent of the state space covered by that dataset. Specifically, datasets
collected using a fixed policy exhibit a notably narrow distribution, predominantly concentrated
around their mean values, as exemplified by the Halfcheetah random and medium datasets. This
characteristic of the datasets significantly influences the out-of-distribution generalization error in
offline MBRL, which represents a major challenge in this context.
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Table 2: The datasets characteristics. mf : model-free, mb: model-based, random → π: all episodes
collected to learn the policy π. The datasets size is given in episodes (of 1000 steps each).

environment dataset size (train/valid/test) behavior policy

Cartpole swing-up
random 50 (36/4/10) random policy

mixed_replay 50 (36/4/10) random → unstable mb SAC + planning
full_replay 50 (36/4/10) random → mb SAC + planning

Swimmer random 50 (36/4/10) random policy
mixed_replay 50 (36/4/10) random → unstable mb SAC + planning

Halfcheetah
random (D4RL) 100 (76/4/20) random policy
medium (D4RL) 100 (76/4/20) mf sac at half convergence

medium_replay (D4RL) 200 (156/4/40) random → mf sac at half convergence
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cartpole

0 50 100 150 200 250 300 350
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0 1000 2000 3000 4000 5000
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Figure 9: A comparison of the distribution of returns across the considered datasets.

C.3 Agent: SAC + planning

Soft Actor-Critic (SAC) (Haarnoja et al., 2018) is an off-policy algorithm that incorporates the
maximum entropy framework, which encourages exploration by seeking to maximize the entropy of
the policy in addition to the expected return. SAC uses a deep neural network to approximate the
policy (actor) and the value functions (critics), employing two Q-value functions to mitigate positive
bias in the policy improvement step typical of off-policy algorithms. This approach helps in learning
more stable and effective policies for complex environments, making SAC particularly suitable for
tasks with high-dimensional, continuous action spaces.

In addition to Dyna-style training of the SAC agent on the learned model with short rollouts a
la MBPO (Janner et al., 2019), we use Model Predictive Control (MPC). MPC is the process of
using the model recursively to plan and select the action sequence that maximizes the expected
cumulative reward over a planning horizon H. The set of K (population size) action sequences
{(ak

t:t+H)k∈{1,...,K}} is usually generated by an evolutionary algorithm, e.g. Cross Entropy Method
(CEM) (Chua et al., 2018). In this study, the pre-trained SAC guides the MPC process by generating
candidate action sequences from the learned stochastic policy.

D Implementation details

For all the models, we use a neural network composed of a common number of hidden layers and two
output heads (with Tanh activation functions) for the mean and standard deviation of the learned
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probabilistic dynamics (The standard deviation is fixed when we want to use the MSE loss). We use
batch normalization (Ioffe & Szegedy, 2015), Dropout layers (Srivastava et al., 2014) (p = 10%), and
set the learning rate of the Adam optimizer (Kingma & Ba, 2015) to 0.001, the batch size to 64, the
number of common layers to 2, and the number of hidden units to 256 based on a hyperparameter
search executed using the RAMP framework (Kégl et al., 2018). The evaluation metric of the
hyperparameter optimization is the aggregated one-step validation R2 score across all the offline
datasets. The neural networks are trained to predict the difference between the next state and the
current state ∆t+1 = st+1 −st. More precisely, the baseline consists in the single-step model trained
to predict the difference ∆t+1 using the one-step MSE. The other multi-step models, take their own
predictions as input to predict the difference ∆t+h = st+h − ŝt+h−1 at horizon h

For the offline RL experiments, we use SAC agents from the StableBaselines3 open-source library
(Raffin et al., 2021) while keeping its default hyperparameters. In the offline setting, we train the
SAC agents for 500, 000 steps on a fixed model by generating short rollouts of length 100 from states
of the the dataset selected uniformly at random. At evaluation time, the MPC planning is done by
sampling 500 action sequences from the SAC policy, and rolling out short rollouts of horizon 20 for
return computation. This return is then bootstrapped with the value function learned by SAC.

E Details of the experiments

E.1 Static evaluation

E.1.1 The R2(H) metric

The commonly used metrics for the static evaluation are the standard mean squared error (MSE)
or the explained variance (R2) which we prefer over the MSE because it is normalized and can be
aggregated over multiple dimensions. In our attempt to reduce compounding errors in MBRL, we
are especially interested in the long-term predictive error of models. For each horizon h, the error
is computed by considering all the sub-trajectories of size h from the test dataset. The predictions
are computed by calling the model recursively h times (using the ground truth actions of the sub-
trajectories) and the average R2 score at horizon h (featuring the predictions p̂h

θ (st, at:t+h) and
groundtruth states st+h), R2(h), averaged over the sub-trajectories is computed. We then report
the average R2 score, R2(H), over all prediction horizons from 1 to H: R2(H) = 1

H

∑H
h=1 R2(h).

E.1.2 R2(100) table

The static evaluation has been conducted by training models on the multi-step loss for different
values of h ∈ {2, 3, 4, 10} and β ∈ {0.1, 0.3, 0.5, 0.75, 1.0, 1.5, 2.0, 3.0, 5.0, 20.0}. Table 3 shows the
corresponding test R2(100) scores and their standard deviations after the symbol ±. For each
horizon h, we show the best value of the β parameter, as it’s different across environments, datasets,
and noise scales.

E.1.3 The weight profile and the effective horizon

We can define the effective horizon he that reflects the prediction horizon at which we effectively
optimize the prediction error: given a weighted multi-step loss Lα with nominal horizon h and
weights α, the effective horizon he is defined as he =

∑h
i=1 αi · i.

For a given model trained using the multi-step loss, the optimal effective horizon is an indication
of the time scale needed for optimal performance. However, models that have a different nominal
horizon h and the same effective horizon he do not necessarily have the same performance. Precisely,
the loss with the larger nominal horizon is setting small weights on the furthest horizons, which has
a direct impact on the loss landscape and consequently on the optimization process.

Table 4 shows the optimal effective horizon he, and the exponentially parametrized weight profiles
(characterized by the decay parameter β), for different values of the horizon h and the noise scale σ.
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Environment Dataset Noise scale One-step Multi-step
h=2 [β] h=3 [β] h=4 [β] h=10 [β]

Cartpole swing-up

random
0 972 +- 4 975 +- 1 [0.1] 977 +- 2 [0.3] 980 +- 1 [0.1] 986 +- 1 [0.75]
0.01 864 +- 5 930 +- 1 [2.0] 950 +- 2 [2.0] 946 +- 3 [1.0] 954 +- 4 [0.75]
0.02 508 +- 16 690 +- 15 [2.0] 769 +- 7 [2.0] 812 +- 7 [1.5] 836 +- 7 [0.75]

mixed_replay
0 812 +- 106 915 +- 22 [0.75] 921 +- 32 [2.0] 925 +- 24 [0.5] 931 +- 20 [0.75]
0.01 541 +- 51 574 +- 26 [0.1] 659 +- 44 [3.0] 653 +- 51 [1.5] 679 +- 38 [0.75]
0.02 428 +- 9 335 +- 4 [2.0] 459 +- 71 [0.75] 481 +- 12 [1.0] 457 +- 38 [0.75]

full_replay
0 705 +- 52 828 +- 6 [2.0] 843 +- 42 [2.0] 858 +- 32 [0.75] 880 +- 21 [0.5]
0.01 714 +- 7 709 +- 10 [0.1] 718 +- 6 [1.5] 722 +- 33 [0.75] 683 +- 32 [0.1]
0.02 530 +- 14 551 +- 34 [0.1] 527 +- 21 [1.5] 530 +- 46 [0.1] 541 +- 24 [0.1]

Swimmer

random
0 983 +- 1 974 +- 3 [0.1] 978 +- 0 [0.1] 975 +- 1 [0.1] 974 +- 2 [0.1]
0.01 934 +- 6 941 +- 0 [0.1] 941 +- 2 [0.1] 942 +- 1 [0.5] 943 +- 2 [0.5]
0.02 865 +- 14 869 +- 17 [0.1] 880 +- 8 [0.5] 892 +- 4 [0.5] 891 +- 4 [0.5]

mixed_replay
0 609 +- 46 680 +- 184 [20.0] 734 +- 18 [20.0] 875 +- 25 [3.0] 735 +- 120 [0.75]
0.01 874 +- 14 904 +- 16 [0.5] 901 +- 16 [3.0] 936 +- 5 [0.1] 920 +- 8 [0.75]
0.02 850 +- 13 893 +- 8 [1.0] 878 +- 6 [0.3] 886 +- 4 [1.0] 883 +- 8 [0.75]

Halfcheetah

random
0 755 +- 3 746 +- 7 [0.1] 775 +- 3 [0.1] 765 +- 9 [0.5] 766 +- 5 [0.3]
0.01 737 +- 4 732 +- 27 [0.1] 756 +- 9 [0.1] 763 +- 6 [0.1] 725 +- 5 [0.5]
0.02 704 +- 3 711 +- 17 [0.1] 709 +- 23 [0.1] 701 +- 3 [0.5] 731 +- 0 [0.3]

medium
0 516 +- 19 268 +- 51 [0.1] 547 +- 10 [0.3] 562 +- 63 [0.3] 640 +- 13 [0.3]
0.01 691 +- 11 634 +- 20 [0.1] 674 +- 28 [0.1] 695 +- 3 [0.1] 710 +- 4 [0.1]
0.02 718 +- 4 422 +- 242 [0.1] 675 +- 15 [0.1] 690 +- 1 [0.1] 702 +- 13 [0.1]

medium_replay
0 541 +- 54 446 +- 70 [3.0] 589 +- 15 [0.75] 632 +- 7 [0.75] 771 +- 12 [0.5]
0.01 709 +- 12 725 +- 4 [0.1] 737 +- 7 [0.1] 737 +- 16 [0.1] 773 +- 9 [0.3]
0.02 687 +- 26 723 +- 16 [0.1] 731 +- 6 [0.1] 765 +- 18 [0.3] 750 +- 7 [0.3]

Table 3: R2(100) for different environments, datasets, and noise scales. We highlight entries that
have significantly larger score. In addition, to the mean pm standard deviation of the reported
metric, the table also shows the best β selected for each loss horizon h.

Table 4: Best he(β) values found with a grid search for each horizon and each noise scale. The
values are averaged over the eight datasets.

horizon h

2 3 4 10

σ (%) he (β)
0.0 1.30 (0.81) 1.48 (0.45) 1.58 (0.41) 2.09 (0.46)
0.01 1.26 (0.56) 1.65 (0.76) 1.74 (0.51) 2.23 (0.47)
0.02 1.36 (0.86) 1.65 (0.72) 2.08 (0.78) 2.72 (0.54)
0.03 1.33 (0.67) 1.95 (1.21) 2.13 (0.81) 2.33 (0.50)
0.04 1.40 (0.74) 1.88 (1.01) 2.02 (0.74) 2.49 (0.55)
0.05 1.49 (1.33) 1.76 (0.83) 2.28 (0.97) 2.22 (0.51)

The main insight of Table 4 is that regardless of the nominal horizon h, the effective horizon he (and
equivalently the decay parameter β) increases with the noise scale. This finding supports the idea
that multi-step models are increasingly needed when incorporating information from the future is
crucial to achieve noise reduction. As discussed in the previous experiment, the results are highly
dependent on the task (environment/dataset), while in Table 4 we aggregate the results across tasks,
and still observe the increasing trend.

Another important result highlighted in Table 4 is the upper bound on the effective horizon (he

does not go beyond 2.52), even when the nominal horizon is large (e.g 10). This suggests that while
putting weight on future horizons error does help the model, it is not beneficial to fully optimize for
these horizons. Indeed, the additional components of the multi-step MSE loss act as a regularizer
to the one-step loss, rather than a completely different training objective.
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