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Abstract

NLP systems of the Intellectual property (IP)
field face significant challenges due to the di-
verse ways in which users express queries,
such as colloquial language and ambiguous
terms. These issues hinder the effectiveness of
Retrieval-Augmented Generation (RAG) sys-
tems in IP filed. In this paper, we propose a
novel Multi-Angle Question Generation and
Retrieval Fine-Tuning Method (MQG-RFM)
that leverages large language models (LLMs)
as agents to simulate diverse user queries. By
generating multiple variations of queries and
fine-tuning the retrieval model with hard neg-
ative mining, MQG-RFM improves the re-
trieval accuracy and answer generation qual-
ity in patent-related Q&A scenarios. MQG-
RFM offers a simple and generalizable solu-
tion that does not require complex architectural
changes, making it an efficient and scalable
method for personalized deployment in small
and medium-sized IP agencies. Experimental
results on a Taiwan patent Q&A dataset show
185.62% improvement in retrieval accuracy on
the Patent Consultation dataset and 262.26%
improvement on the Novel Patent Technology
Report dataset, with 14.22% and 53.58% im-
provements in generation quality,respectively,
over the baselines.

1 Introduction

"The same truth can be questioned in
countless ways." — Thomas Aquinas

Half a year ago, at a patent agency in China, a
lawyer tried to retrieve the legal status of a new in-
vention from the database. However, after entering
a misspelled English term, the system only returned
a few irrelevant documents. Later, another user
asked in a relatively complex colloquial manner, "I
want to know if this device is still under review,"
but received a completely unrelated old patent doc-
ument instead. These cases frequently appear in
logs. Our further analysis of approximately 50,00
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Figure 1: RAG system usage scenarios in the IP field

real user query records revealed that over 30% of
requests involved spelling errors, colloquial expres-
sions, or vague keywords. These examples indi-
cate that users often pose questions in a variety of
ways, as Hegel (1977) said: the same entity can
be interpreted by different languages, cultures, and
backgrounds. Similarly, the same answer can be
asked through multiple different questions. This art
of language offers insights for the system design in
the field of intellectual property (IP). The diversity
of language, spelling mistakes, colloquial expres-
sions, and even ambiguous keywords can prevent
natural language processing (NLP) systems from
correctly understanding user needs (Joshi et al.,
2020; Ranta and Goutte, 2021). From a system de-
velopment perspective (Kelly, 2009), this not only
affects the user experience but can also lead to inac-
curate information retrieval, ultimately preventing
users from obtaining correct answers. Therefore,
how to address the impact of these diverse expres-
sions on search results has become a core issue that
needs to be solved in system design for IP field.

Although current large language models (LLMs)
and retrieval technologies have made progress
in handling user queries, these technologies still



face some limitations when applied to the IP
field (Kirchhiibel and Brown, 2024; Shalaby and
Zadrozny, 2019). First, LLMs may suffer from
hallucination issues when dealing with highly spe-
cialized content like patent law and technical terms
(Dahl et al., 2024). Second, existing retrieval mod-
els like BM25, while improving retrieval perfor-
mance through keyword matching and synonym
substitution, cannot effectively capture the deeper
semantics in user queries (Zhao et al., 2024), our
subsequent experimental results also proved this
phenomenon. In practical applications, the same
question is often expressed by users in multiple
different ways (e.g., keyword-based query or con-
cept query) (Moffat and Zobel, 1996; Gavankar
et al., 2016). For example, users may ask: "What
is the legal status of the invention?" "Patent review
of the invention," or "Has the invention been ap-
proved?" These queries are semantically similar
but essentially the same, but due to the different
ways of expression, the vector retrieval model may
treat them as different questions instead of the same
query (Ai et al., 2016). In other words, in the vec-
tor space, the embedding model cannot accurately
capture the same intent behind them, causing them
to be misunderstood as different queries and thus
fail to match relevant information.

In addition to the diversity of inquiries, users
may also raise intersectional questions that involve
multiple fields in a single query (Whalen, 2018).
For example, a query not only pertains to the patent
review status but also involves legal terms related
to patent protection and technical details.

In the above context, the Retrieval-Augmented
Generation (RAG) could serve as an initial solution.
For example, when a user asks how to query the
status of a confidential patent, the RAG system can
not only provide guidance on the review status, but
also give relevant patent protection terms, thereby
providing the user with a comprehensive answer
covering multiple dimensions of information such
as legal background, technical implementation and
review status. However, the success of RAG is
closely tied to the accuracy of the retrieval step. If
the retrieval results are inaccurate, the generated
answer may contain incorrect legal or technical ba-
sis. As shown in Figure 1, the ideal RAG system
is designed to retrieve corresponding references.
However, various queries often arise in practical
use leading to retrieval failures. Thus, how to ac-
curately understand the intention of user queries
and ensure that the RAG system in the IP field can

correctly respond to users’ diverse queries is the
primary motivation of this paper. In addition, our
secondary motivation is to promote the usability
of RAG in the IP field by proposing a simple and
generalizable methodology, which facilitates rapid
personalized deployment by agencies and solves
the practical problem of inaccurate retrieval.

Currently, academia has proposed a variety of
methods to optimize the performance of RAG sys-
tems. Based on the differences in technical paths,
the existing paradigm of method can be grouped
into three types: (1) Data-to-Tune: This paradigm
does not alter the model architecture but focuses on
prompt engineering or fine-tuning the model to op-
timize performance. For example, Kim et al. (2023)
fine-tunes LL.Ms by constructing a CoT (Chain of
Thought) dataset to explicitly guide the reasoning
process, helping models exhibit clearer and more
understandable reasoning. (2) Flow-to-Run: This
paradigm modifies the external retrieval-generation
interaction process without changing the model’s
internal parameters or structure, such as Adaptive-
RAG (Jeong et al., 2024). (3) Build-to-Learn: This
paradigm modifies the model’s internal network
architecture or mathematical functions to enhance
capabilities, like mixture of experts (MoE) (Artetxe
et al., 2022). These paradigms represent different
optimization tracks for innovation: Data-to-Tune
focuses on parameter tuning, Flow-to-Run empha-
sizes process design, and Build-to-Learn pursues
algorithmic refinement. It is important to note that
innovation is not limited to mathematical break-
throughs—choosing the appropriate technical path
to meet the demands of different domains is crucial.
For example, when aiming for answer diversity
in general domains, Build-to-Learn might be pre-
ferred; however, in some niche fields, where rapid
personalized deployment and low-cost fine-tuning
are vital for small and medium agencies, Data-to-
Tune may be the preferred choice.

In this paper, we propose a Multi-Angle Ques-
tion Generation and Retrieval Fine-Tuning Method
(MQG-RFM) using Data-to-Tune paradigm.
Specifically, we use LLMs as agents to simulate
different users to generate inquiries with different
preferences. Then, we use hard negative mining
to use generated inquiries as labels to fine-tune
the retrieval model to improve the retrieval ability
of the RAG system. Notably, we do not rely on
complex mathematical constructions or reshaping
the network architecture. Instead, we combine
prompt engineering with fine-tuning, providing



a straightforward yet effective method to solve
difficult problems in the Q&A scenario of the IP
field. Through our method, the retrieval model
learns how to map different questions to the same
answer in the vector space, enhancing its adaptabil-
ity to diverse queries. Experimental results show
that MQG-RFM significantly improves retrieval
accuracy and answer generation quality on the
Taiwan patent Q&A dataset. This paper makes the
following contributions:

(1) A novel methodology MQG-RFM is pro-
posed to utilize LLMs simulate diverse user ques-
tions to generate data for fine-tuning, solving the
problem of existing RAG systems in IP filed being
unable to handle multiple question expressions.

(2) A simple and generalizable solution is pro-
vided for without complex architectural changes,
our approach offers a practical, low-cost, and
highly efficient solution that can be rapidly adapted
to various real-world scenarios in the IP field.

(2) Improves the retrieval model’s ability to
map semantically similar queries expressed in vari-
ous ways, thereby enhancing the effectiveness of
RAG systems in matching user queries with rele-
vant patent information.

2 Related Work

According to the hierarchical analysis theory of
model optimization in the field of machine learn-
ing (Houlsby et al., 2019), the improvement of
model performance can be achieved by adjusting
parameters, optimizing processes or reconstruct-
ing architectures. Based on the hierarchical anal-
ysis theory, from a perspective of technical paths,
the optimization of RAG can also be summarized
into these three paradigms: Data-to-Tune, Flow-
to-Run, and Build-to-Learn. These paradigms im-
prove RAG performance from the perspectives of
parameter tuning, process design, and architectural
transformation. The following will introduce the
definition, related works, and pros and cons of each
paradigm, and compare their essential differences
and industrial adaptability, finally reveal the suit-
able paradigm in the IP field.

2.1 Data-to-Tune

The paradigm of Data-to-Tune emphasizes optimiz-
ing models through data augmentation, hint engi-
neering, or parameter fine-tuning without changing
the model’s internal architecture or external inter-
action process. The Data-to-Tune approach ben-

efits from its simplicity and flexibility as it does
not require structural changes to the model. For
example, Yu et al. (2023) train the augmentation-
adapted retriever (AAR) using preference learning
on the source language model to better adapt to
a target model (e.g., migrating from Flan-T5 to
InstructGPT) to reduce the adaptation cost of het-
erogeneous models. Similarly, Mao et al. (2024)
proposed a query rewriting method named RaFe
based on reranker feedback to optimize RAG. By
first fine-tuning the model to generate rewritten
queries and then using reranker scores for feedback
training, their fine-tuning method and prompt en-
gineering enhances the model’s ability to generate
queries better aligned with retrieval targets (Mao
et al., 2024). RaFe does not require changes to the
model architecture or external processes, and only
optimizes the model through data enhancement and
feedback training, which demonstrates the effec-
tiveness of the Data-to-Tune paradigm for RAG
system enhancement. Another example is Self-
Knowledge guided Retrieval augmentation (SKR)
proposed by Wang et al. (2023) that trains a mech-
anism to adaptively decide whether to use the re-
triever and identify the most similar queries from
the training data based on the input query, thereby
reducing the interference of irrelevant retrieval on
the generated results to optimize RAG.

2.2 Flow-to-Run

Flow-to-Run focuses on the workflow design and
inter-module collaboration strategies to optimize
RAG effects. Rather than modifying the network
architecture of models, this paradigm enhances
performance by improving how modules interact.
As Jeong et al. (2024) emphasized, the generation
module and the retrieval module do not operate
independently, but are collaborative work. Jeong
et al. (2024) believe that a good RAG workflow
is that generation module can dynamically decide
whether to call the retrieval module based on task
requirements, while the retrieval module provides
customized information based on the requirements
of the generation model to optimize the generation
results. Therefore, Jeong et al. (2024) proposed
Adaptive-RAG, which optimizes the RAG system
by dynamically selecting retrieval strategies and
collaborating with the generation module through
a classifier. In the specific application, Louis et al.
(2024) proposed the Retrieve-Then-Read (R2R)
process to apply the RAG to the legal field. They
effectively verified the feasibility of RAG in ver-



Aspect Data-to-Tune Flow-to-Run Build-to-Learn
Object Parameter/Data Process/Workflow Architecture/Function
Cost Low (data-centric) Moderate (workflow design) | High (structural redesign)
Adaptability Fast domain adaptation Dynamic query handling High-precision tasks
Limitation | Data coverage dependency | Latency-accuracy tradeoff Deployment scalability

Table 1: Comparison of Paradigms and Their Suitability for IP

tical fields. Another noteworthy work is the sum-
marized retrieval (SuRE) framework by Kim et al.
(2024), which enhances module synergy through a
structured process that includes candidate answer
generation, document summarization, and answer
verification. Specifically, the SURE framework en-
ables each module to play a specific role in the
workflow through the process design of candidate
answer generation, retrieval document summary,
and answer verification.

2.3 Build-to-Learn

The Build-to-Learn paradigm refers to modifying
the neural network architecture or related function
within the model to make the model more capable
of learning. The Build-to-Learn paradigm can sig-
nificantly enhance model capabilities, but it often
requires complex architectural design and massive
computational resources for training and validating.
OPEN-RAG (Islam et al., 2024) is a representative
work of the Build-to-Learn paradigm, which con-
verts LLMs into a parameter-efficient sparse MoE
and enhances the generation ability by introduc-
ing special reflection tokens. Similarly, Asai et al.
(2024) proposed a method named Self-RAG that
introduced reflection tokens inside the model to
modify the generation process, allowing the model
to perform self-evaluation at each generation step
and adjust the generation strategy based on the eval-
uation results. In addition, the REPLUG method by
Shi et al. (2024) innovates the retriever’s training
process by calculating the similarity between each
retrieved document and the query during the train-
ing phase, and then uses the Softmax method to
calculate the selection probability of K documents.
REPLUG has made structural innovations for the
retriever, enabling it to select the best document.

2.4 Comparison and Suitability for IP

Each of the three paradigms offers unique advan-
tages and limitations. The paradigm of Data-to-
Tune is ideal for scenarios where model architecture
does not require changes, and prompt engineering
or fine-tuning with high-quality data is feasible.

Flow to Run paradigm can design workflow for
LLM interactions based on the specific needs of
the scenario. Finally, the Build-to-Learn paradigm
provides innovation in neural network architecture
but at the cost of increased complexity and resource
requirements to train and validate the feasibility of
the reconstructed network.

In the context of IP, several core requirements of
NLP applications have been identified through ex-
tensive research based on practical considerations
(Gossen and Niirnberger, 2013; Aristodemou and
Tietze, 2018; Ilin and Kelli, 2024), including (1)
Handling expression diversity: Most user queries
contain spelling errors or colloquial expressions;
(2) Traceability of legal basis: The answer must be
strictly related to the provisions of the Patent Law;
(3) Feasibility of small and medium-sized institu-
tions: Efficient deployment needs to be achieved
with limited computing power. These requirements
are illustrated in Table 1, which compares the three
paradigms in terms of their adaptability to the IP
field. Similarly, Aristodemou and Tietze (2018)
also pointed out that NLP systems in the IP field
require processing complex legal language and ter-
minology, which places high demands on the adapt-
ability and accuracy of models. In addition, Ilin and
Kelli (2024) explored the need to consider computa-
tional resource limitations and efficient deployment
when deploying LLMs in small enterprises.

Therefore, it is crucial to choose the appropri-
ate paradigm for different scenarios. Among the
three paradigms, Data to Tune is the optimal choice
due to its low cost, high flexibility, and fast itera-
tion capability. Although there are many existing
methods for the Data to Tune paradigm, such as
AAR and RaFe (Yu et al., 2023; Mao et al., 2024),
their strong dependence on data coverage has not
been effectively addressed in the field of IP. Exist-
ing methods often cannot cover all relevant term
variants, resulting in inaccurate results and missing
information in RAG system queries. Therefore,
we propose the MQG-RFM method in this paper,
which inherits the efficiency advantages of the Data




to Tune paradigm and fine-tunes the retrieval model
by simulating multidimensional problems to solve
these gaps.

3 Method

The methodology of MQG-RFM involves leverag-
ing LLMs as agents simulating various users in IP
field for query generation, hard negative mining for
data augmentation, and fine-tuning retrieval model,
as illustrated in figure 2.

3.1 Role Play

Our approach begins by utilizing a LLM as an
agent to generate multiple queries based on the
original query qorig in the logs, which goal is to
simulate different user preferences by generating
various types of queries. Specifically, for each
original query q,, the agent generate a set of k
queries Qgen = {qtlypei, qtzypei7 A qg,pei} for query
types with different preferences 7; separately. We
define the set of query types ' = {11, T%, ..., Tk},
where each type corresponds to a different seeking
behavior.

Each query type T is used to generate queries
(gen, based on the original query ¢o:

Ggén, = LLM (0, T3)

where qugni represents the ¢-th generated query
of type 1. By generating k queries per query
type T;, we ensure that each user intent is well-
represented.

3.2 Data Augmentation

After generating the diverse queries, we proceed to
the data augmentation phase using hard negative
mining. This process involves pairing each gen-
erated query qggnj with both positive and negative
answers to create augmented training examples.
Positive Example: The answer a, correspond-
ing to the original query g, is used as the positive
example for each generated query, which is as-
sumed to be correct and relevant for the generated

query:

Posli

_ T;
gén, = (go,ao) for each Ggén,

Negative Example: For each generated query
qggnj, we create a negative example by selecting

an answer ane, that do not correspond to qugn . To
. . J
ensure the difficulty of the negative examples, we

randomly select ayeg from the set of answers that
are not the correct answer for qugnj:

T; T;
Neggénj = (QOa aneg) for each Qgénj

By generating positive and negative examples,
we get a augmented dataset (Posggnj,N eggg'nj)
that help the model distinguish between correct
and incorrect answers.

3.3 Fine-Tuning the Retrieval Model

The final stage in MQG-RFM involves using the
augmented dataset (Posgénj , N egggnj) to fine-tune
the retriever. The positive and negative examples
generated from the previous step are incorporated
into the model’s training set. The goal of this phase
is to fine-tune the retrieval model R (), parameter-
ized by 0, to correctly retrieve answers. The loss

function £(0) is defined for fine-tuning as:

exp(sim(ql, , Posti, )

1 n
L) =—— lo
(6) n; 85

Jj=1

where B is the batch size. The loss function
encourages the model to maximize the probability
of retrieving the correct answer and minimize the
probability of retrieving the incorrect answer. This
leads to a model that is better able to distinguish
between relevant and irrelevant answers, improving
the quality of the retrieval process for RAG system.

4 Experimental Setup
4.1 Dateset

In order to simulate a realistic query scenario for
IP, we use the real dataset related to patents and IP
provided by the Taiwan government:

Patent Consultation (PC) Q&A This dataset
is from the frequent Q&A of the Taiwan Patent
Service Center. The content includes basic knowl-
edge of patents, patent procedures, formal exami-
nation, change of application, annual fees, changes
in patent rights, correction of patent rights, patent
retrieval, patent attorney management and other
Q&A related to IP business.

Novel Patent Technology Report (NPTR)
Q&A This dataset contains frequent Q&A about
novel patent technology reports in Taiwan, includ-
ing the legal basis, acceptance and comparison of
novel patent technology reports, and relevant regu-
lations.

exp A(sim(qgén]. ; Neggénj )
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Figure 2: Implementation Process of MQG-RFM

4.2 Data-Augmented Analysis

We developed a platform ! to facilitate data manage-
ment for institutions shown in figure 12, enabling
them to efficiently manage logs and perform analy-
sis. The platform allows administrators to leverage
LLM to play different user roles, thereby generat-
ing a range of queries for analysis based on specific
user preferences.

In our study, we employed GPT-4 as an agent
to simulate different user query preferences. To
demonstrate the diversity of the generated queries
compared to the original ones, we visualized the
semantic distance between the generated and origi-
nal queries using t-SNE. As shown in figure 3, the
t-SNE plot maps these queries to a vector space,
with each query positioned according to its seman-
tic meaning. From the plot, it is evident that each
generated query maintains a certain distance from
the original queries, confirming that the model suc-
cessfully produces diverse queries that differ from
the initial set.

4.3 Metrics

We evaluate the performance of RAG methods us-
ing the following quantitative metrics:

ROUGE is used to evaluate the quality of gen-
erated answers by comparing them to references
(Lin, 2004).

BLEU is used for evaluating generated text by
comparing n-gram precision between the generated
output and reference texts (Papineni et al., 2002).

BERT Score is calculated based on the cosine
similarity between the embeddings of the predicted
text and the reference text (Zhang et al.). For this
paper, BERT-P measures how much of the pre-
dicted text matches the reference in terms of con-
textual embeddings, while BERT-R measures how
much of the reference text is captured by the pre-
dicted text. The BERT-F1 is the harmonic mean
of BERT-P and BERT-R, which balances both met-
rics.
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Figure 3: Spatial distance between the generated query
and the original query

NDCG measures the ranking quality of retrieved
documents by considering both the relevance of the
documents and their position in the ranked list.

Hit evaluates whether the system can success-
fully retrieve relevant items within the specified
number of top results.

Precision measures the proportion of relevant
documents among the retrieved documents.

4.4 Baselines

In our work, we compare our proposed MQG-RFM
with several state-of-the-art methods that adopt the
Data-to-Tune, Flow-to-Run, and Build-to-Learn
paradigms. These methods include: AAR (Yuetal.,
2023), SKR (Wang et al., 2023), Self-RAG Asai
et al. (2024), Adaptive-RAG (Jeong et al., 2024),
and SuRE Kim et al. (2024).



4.5 Experimental Setup

For MQG-RFM, we employed the Chuxin-
Embedding ? after finetuning with 5 epoch as the
retriever. The max input length of generator model
is set to 4096. For approaches not utilizing custom-
defined prompts, we applied a connected prompt,
which is shown in the appendix. The methods in
the baselines adopt the same settings and hyperpa-
rameters used by (Jin et al., 2024) in their work.
All experiments are carried out on 4 NVIDIA 4090
GPUs.

5 Evaluation

In this section, we evaluate the performance of
MQG-RFM in comparison to state-of-the-art re-
trieval models and RAG methods on both retrieval
and generation tasks about the IP field.

5.1 Retrieval Model Comparison

We compare the retrieval performance of vari-
ous embedding models bge-large-zh-v1.5%, Dmeta-
embedding—zh4, stella-base-zh-v3-1792d°, PatentS-
BERTa © on PC and NPTR datasets, as shown in
Table 2.

5.2 Method Comparison

In order to compare the advancement of the pro-
posed method in RAG, we also compared it with
various state-of-the-art methods in terms of re-
trieval and generation. The results are shown in
Tables 3 and 4.

5.3 Ablation Study

To investigate the effectiveness of our strategy
in MQG-RFM, we compare method without fine-
tuning on both generation and retrieval metrics, as
shown in figure 4 and 5.

5.4 Robustness Test

To test the robustness of our approach, we evalu-
ated our method under different generation models,
specifically using Qwenl14B 7 as the underlying
generation model. This test demonstrates that our
method performs excellently even when using a
different generation model, further confirming its

Zhttps://huggingface.co/chuxin-1lm/Chuxin-Embedding

3https://huggingface.co/BAAI/bge-large-zh-v1.5

“https://huggingface.co/DMetaSoul/Dmeta-embedding-
zh

>https://huggingface.cofinfgrad/stella-base-zh-v3-1792d

®https://huggingface.co/AI-Growth-Lab/PatentSBERTa
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generalizability. The results are summarized in Ta-
ble 5, which shows the performance across several
evaluation metrics.

6 Conclusion

In this paper, we addressed the critical challenge of
handling diverse user queries in the IP field, where
spelling errors, colloquial expressions, and ambigu-
ous keywords often hinder accurate information re-
trieval. By focusing on the Data-to-Tune paradigm,
our method enhances the ability of RAG systems to
map semantically similar queries expressed in vari-
ous ways to the same answer, thereby improving re-
trieval accuracy and answer generation quality. Our
experimental results on the Taiwan patent dataset
demonstrate that MQG-RFM significantly outper-
forms existing methods in handling diverse query
expressions, providing a robust solution for real-
world IP retrieval scenarios. The proposed method
not only addresses the limitations of current RAG
systems in the IP field but also offers a simple,
generalizable, and cost-effective approach that can
be rapidly deployed by small and medium-sized
agencies. By combining prompt engineering with
fine-tuning, MQG-RFM bridges the gap between
user intent and system understanding, ultimately
enhancing the usability and effectiveness of RAG
systems in the IP domain.



Model Hit@l Hit@3 MRR P@3 NDCG@l NDCG@3

bge-large-zh 0.563 0.751 0.673 0.250 0.563 0.675
PC stella-base-zh 0.571 0.734 0.670 0.244 0.571 0.668
Dmeta-embedding 0.621 0.779 0.712 0.259 0.621 0.713
PatentSBERTa 0.148 0.252 0.218 0.084 0.148 0.807
MQG-RFM (Ours) 0.663 0.857 0.749 0.288 0.663 0.777
bge-large-zh 0.576  0.769 0.685 0.256 0.576 0.693
NPTR stella-base-zh 0.538 0.846 0.675 0.282 0.538 0.707
Dmeta-embedding 0.615 0.807 0.722 0.269 0.615 0.726
PatentSBERTa 0.307 0.423 0429 0.141 0.307 0.380
MQG-RFM (Ours) 0.961 1 0.980 0.333 0.961 0.985

Table 2: Comparison of the retrieval performance of different retrievers

Dataset Method Hit@l Hit@3 MRR P@3 NDCG@l NDCG@3
ARR 0.184  0.038 0.089 0.082 0.036 0.022

PC SKR 0.173  0.038 0.089 0.082 0.036 0.022
SuRe 0.320 0.505 0.400 0.168 0.320 0.467
Self-RAG 0.249 0.113 0.185 0.108 0.076 0.061
Adaptive-RAG 0.232  0.082 0.128 0.121 0.071 0.049
MQG-RFM (Ours) 0.663 0.857 0.749 0.288 0.663 0.777
AAR 0.265 0.098 0.150 0.166 0.093 0.064

NPTR SKR 0.206  0.056 0.141 0.157 0.082 0.055
SuRe 0.192  0.269 0.224 0.089 0.192 0.235
Self-RAG 0.225 0.099 0.152 0.046 0.035 0.028
Adaptive-RAG 0.235 0.078 0.154 0.165 0.092 0.063
MQG-RFM (Ours) 0.961 1 0.980 0.333 0.961 0.985

Table 3: Comparison of the retrieval performance of different RAG methods

Dataset Method ROUGE-1 ROUGE-2 ROUGE-L BLEU-1 BLEU-2 BLEU-3 BLEU-4 BERT-P BERT-R BERT-F1
ARR 0.184 0.038 0.089 0.082 0.036 0.022 0.014 0.578 0.655 0.612
PC SKR 0.173 0.038 0.089 0.082 0.036 0.022 0.014 0.578 0.655 0.612
SuRe 0.033 0.011 0.026 0.007 0.006 0.006 0.005 0.501 0.357 0.413
Self-RAG 0.249 0.113 0.185 0.108 0.076 0.061 0.050 0.701 0.629 0.661
Adaptive-RAG 0.232 0.082 0.128 0.121 0.071 0.049 0.035 0.617 0.704 0.655
MQG-RFM (Ours)  0.265 0.106 0.140 0.132 0.084 0.061 0.052 0.629 0.725 0.671
AAR 0.265 0.098 0.150 0.166 0.093 0.064 0.044 0.646 0.682 0.661
NPTR SKR 0.206 0.056 0.141 0.157 0.082 0.055 0.037 0.639 0.664 0.649
SuRe 0.026 0.009 0.020 0.005 0.004 0.003 0.002 0.499 0.342 0.404
Self-RAG 0.225 0.099 0.152 0.046 0.035 0.028 0.022 0.720  0.606 0.657
Adaptive-RAG 0.235 0.078 0.154 0.165 0.092 0.063 0.045 0.661 0.679 0.668

MQG-RFM (Ours)  0.406 0.207 0.219 0.235 0.159 0.124 0.098  0.723  0.724 0.715

Table 4: Comparison of the performance of different RAG methods in generation using DeepSeek



7 Limitations

While MQG-RFM demonstrates promising results,
several limitations should be acknowledged: The
effectiveness of MQG-RFM relies heavily on the
quality of the LLM used for generating diverse user
inquiries. If the LLM fails to capture the nuances
of user queries or generates low-quality synthetic
data, the fine-tuning process may be compromised;
While the method is cost-effective for small and
medium-sized agencies, scaling it to larger datasets
or more complex retrieval tasks may require addi-
tional computational resources and optimization.
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A Example Appendix

Prompt of generating concept seeking query

THEEXEEEARREHRERRFEFSEERNOSFARGTEeTEEN
ZHAME:

FRESEHBEEENREE, Sl K AREEANERESNREISREAN
EE. fasREANEN: FESEAFREETNHREE.

Translation:

The following are frequent Q&A about Taiwan's patent service platform, which is
used by the public for inquiries and reference in the preparation of various
applications.

Your task is to generate {K} concept search queries that still correspond to the
original answer, following the method used in the original question. The definition
of concept seeking query: an abstract question that requires multiple sentences
to answer

Figure 6: Prompt of generating concept seeking query

—[ ]—

TEHEREXEEFHNRIASHEERRFERSEREANTHNRBTEFEER
ZRARE:

FHEBETRRESNMEE, Sl KHEREEANERERNERESREMNN
HE. FEEREANEN: AAE—, METEMLZA.

Translation:

The following are freguent Q&A about Taiwan's patent service platform, which is
used by the public for inquiries and reference in the preparation of various
applications:

Your task is fo generate {K} fact seeking queries that still correspond to the
original answer, following the method used in the original question. The definition
of fact seeking query: Queries that have a single, unambiguous answer.

Figure 7: Prompt of generating fact seeking query
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Dataset Method

ROUGE-1 ROUGE-2 ROUGE-L BLEU-1 BLEU-2 BLEU-3 BLEU-4 BERT-P BERT-R BERT-F1

ARR 0.094 0.037 0.055 0.010 0.006 0.005 0.003 0.611 0.445 0.513
PC SKR 0.054 0.015 0.039 0.011 0.006 0.004 0.003 0.543 0.395 0.455
SuRe 0.025 0.006 0.015 0.002 0.002 0.001 0.001 0.481 0.315 0.380
Self-RAG 0.008 0.003 0.006 0.003 0.002 0.002 0.001 0.502 0.38 0.437
Adaptive-RAG 0.085 0.040 0.062 0.014 0.011 0.010 0.009 0.582 0.411 0.480
MQG-RFM (Ours)  0.112 0.061 0.084 0.019 0.016 0.015 0.013 0.609 0.430 0.502
AAR 0.094 0.037 0.055 0.010 0.006 0.005 0.003 0.611 0.445 0.513
NPTR SKR 0.072 0.023 0.044 0.001 0.002 0.001 0.001 0.632 0.450 0.524
SuRe 0.025 0.006 0.015 0.002 0.002 0.001 0.001 0.481 0.315 0.380
Self-RAG 0.008 0.002 0.004 0.003 0.002 0.001 0.001 0.493 0.395 0.437
Adaptive-RAG 0.100 0.048 0.067 0.015 0.011 0.008 0.006  0.6258 0.44 0.516
MQG-RFM (Ours)  0.320 0.221 0.235 0.077 0.069 0.064 0.059 0.809 0.587 0.676

Table 5: Comparison of the performance of different RAG methods in generation using Qwen

Table 6: Positive and negative examples generated by the LLM for fine-tuning

Dataset classified as positive classified as negative
MuSiQue Query Query
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1. If a non-patent holder has the same or similar
products that are commercially implemented,
in order to obtain a technical report as soon
as possible, the patent holder may attach rele-
vant supporting documents, such as a written
notice from the patent holder, an advertising
catalog of the non-patent holder, or other writ-
ten materials of commercial implementation
facts, to apply for a new patent technical report
(refer to Article 115, Paragraph 5 of the Patent
Law and Article 43 of the Patent Law Enforce-
ment Rules). The Office will complete the new
patent technical report within 6 months after
the application. 2. If the applicant for the new
patent technical report is a non-patent holder,
in order to assist in the handling of infringe-
ment disputes between the parties, the Office
will also give priority to preparing a new patent
technical report if the non-patent holder pro-
vides relevant supporting documents related to
the patent infringement dispute, such as a reg-
istered letter of patent infringement filed by the
new patent holder, an indictment or a litigation
summons involving a patent infringement law-
suit, and other documents and materials. 3. For
technical report applications that do not meet
the requirements for commercial implementa-
tion, the Office will state in the acceptance no-
tice that "the claim regarding commercial im-
plementation does not meet the requirements
of Article 115, Paragraph 5 of the Patent Law."
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If I am not the patent owner but I am accused
of infringing a utility patent, how can I request
a technical report to assist in the dispute?

Document 2
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After comparing each claim item in the patent
application scope of the new patent technical
report, the records of the cited documents are
explained as follows: 1. Records on the list of
cited documentsthe examiner prepares the new
patent technical report, he selects all applica-
ble previous technical documents and records
them in the "list of cited documents" column. 2.
Records on cited documents(1) The cited docu-
ments under each claim item are the documents
applicable to the claim item, and only the serial
number of the document needs to be recorded.
The number of cited documents for each claim
item varies, and the writing method can be
"cited document: 1" or "cited document: 1 and
3". (2) The applicable situations are as follows;
1. To negate the requirements of novelty, the
previous technical documents that are closest
or most appropriate to the content recorded in
the claim item should be recorded. 2. If the
requirements of novelty cannot be negated, the
reference documents of the general technical
level in the technical field should be recorded
(code 6).
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THEEXEERHRRSHNEHFAEFS LT ERANSARBETETEES
ZERBE:

{context_str}
FRHEBZAREEENEE, £5 K AREENHERERNFER T EANE
B. MEFEanzEy. E0shEnaanimngs.

Translation:

The following are frequent Q&A about Taiwan’s patent service platform, which is
used by the public for inquiries and reference in the preparation of various
applications:

{context_str}

Your task is to generate {K} keyword queries that still correspond to the original
answer, following the method used in the original question. The definition of
keyword query: Short queries containing only key identifier words.

Figure 8: Prompt of generating keyword query

Prompt of generating query with spelling

THEAXEEENRZLTHEEERFEEEEZFANSNES TS TOEA
ZHABE:

EEENEZE, £R K EAREEANERERHNE

R ET = =)
BEE. FEEREANEN: S8HEER RUAERFEERNE

Translation:

The following are frequent Q&A about Taiwan’s patent service platform, which is
used by the public for inquiries and reference in the preparation of various
applications:

{context_str}
Your task is to generate {K} queries with spelling mistakes that still correspond to
the original answer, following the method used in the original question. The
definition of query with spelling mistakes: Queries containing misspellings,
transpositions, and common spelling errors.

Figure 9: Prompt of generating query with spelling

Prompt of generating web search-like

THEREXEERHERETALRERFEERSSHERANSHRBFETEEN
ZERBEE:

REBRHBREENRE, £k K AREEAHERTRNFHERRZNN
#HE. FEREFRTNNEN: BURESEARRIIZNEaEaEE.

Translation:

The following are frequent Q&A about Taiwan's patent service platform, which is
used by the public for inquiries and reference in the preparation of various
applications:

Your task is to generate {K} web search-like queries that still correspond to the
original answer, following the method used in the original question. The definition
of web search-like query: Similar to short queries commonly entered into search
engines.

Figure 10: Prompt of generating web search-like query
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L C Prompt

( System Prompt: You are an expert in the field of intellectual property who is good at

answering questions based on given documents. Please answer the questions based on the
given documents.

User Prompt:
Question: [the user query]
Context: [the related context]

Figure 11: Connected Prompt
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Figure 12: Data management platform for large language model generation queries
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