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Abstract

NLP systems of the Intellectual property (IP)001
field face significant challenges due to the di-002
verse ways in which users express queries,003
such as colloquial language and ambiguous004
terms. These issues hinder the effectiveness of005
Retrieval-Augmented Generation (RAG) sys-006
tems in IP filed. In this paper, we propose a007
novel Multi-Angle Question Generation and008
Retrieval Fine-Tuning Method (MQG-RFM)009
that leverages large language models (LLMs)010
as agents to simulate diverse user queries. By011
generating multiple variations of queries and012
fine-tuning the retrieval model with hard neg-013
ative mining, MQG-RFM improves the re-014
trieval accuracy and answer generation qual-015
ity in patent-related Q&A scenarios. MQG-016
RFM offers a simple and generalizable solu-017
tion that does not require complex architectural018
changes, making it an efficient and scalable019
method for personalized deployment in small020
and medium-sized IP agencies. Experimental021
results on a Taiwan patent Q&A dataset show022
185.62% improvement in retrieval accuracy on023
the Patent Consultation dataset and 262.26%024
improvement on the Novel Patent Technology025
Report dataset, with 14.22% and 53.58% im-026
provements in generation quality,respectively,027
over the baselines.028

1 Introduction029

"The same truth can be questioned in030

countless ways." — Thomas Aquinas031

Half a year ago, at a patent agency in China, a032

lawyer tried to retrieve the legal status of a new in-033

vention from the database. However, after entering034

a misspelled English term, the system only returned035

a few irrelevant documents. Later, another user036

asked in a relatively complex colloquial manner, "I037

want to know if this device is still under review,"038

but received a completely unrelated old patent doc-039

ument instead. These cases frequently appear in040

logs. Our further analysis of approximately 50,00041

Figure 1: RAG system usage scenarios in the IP field

real user query records revealed that over 30% of 042

requests involved spelling errors, colloquial expres- 043

sions, or vague keywords. These examples indi- 044

cate that users often pose questions in a variety of 045

ways, as Hegel (1977) said: the same entity can 046

be interpreted by different languages, cultures, and 047

backgrounds. Similarly, the same answer can be 048

asked through multiple different questions. This art 049

of language offers insights for the system design in 050

the field of intellectual property (IP). The diversity 051

of language, spelling mistakes, colloquial expres- 052

sions, and even ambiguous keywords can prevent 053

natural language processing (NLP) systems from 054

correctly understanding user needs (Joshi et al., 055

2020; Ranta and Goutte, 2021). From a system de- 056

velopment perspective (Kelly, 2009), this not only 057

affects the user experience but can also lead to inac- 058

curate information retrieval, ultimately preventing 059

users from obtaining correct answers. Therefore, 060

how to address the impact of these diverse expres- 061

sions on search results has become a core issue that 062

needs to be solved in system design for IP field. 063

Although current large language models (LLMs) 064

and retrieval technologies have made progress 065

in handling user queries, these technologies still 066
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face some limitations when applied to the IP067

field (Kirchhübel and Brown, 2024; Shalaby and068

Zadrozny, 2019). First, LLMs may suffer from069

hallucination issues when dealing with highly spe-070

cialized content like patent law and technical terms071

(Dahl et al., 2024). Second, existing retrieval mod-072

els like BM25, while improving retrieval perfor-073

mance through keyword matching and synonym074

substitution, cannot effectively capture the deeper075

semantics in user queries (Zhao et al., 2024), our076

subsequent experimental results also proved this077

phenomenon. In practical applications, the same078

question is often expressed by users in multiple079

different ways (e.g., keyword-based query or con-080

cept query) (Moffat and Zobel, 1996; Gavankar081

et al., 2016). For example, users may ask: "What082

is the legal status of the invention?" "Patent review083

of the invention," or "Has the invention been ap-084

proved?" These queries are semantically similar085

but essentially the same, but due to the different086

ways of expression, the vector retrieval model may087

treat them as different questions instead of the same088

query (Ai et al., 2016). In other words, in the vec-089

tor space, the embedding model cannot accurately090

capture the same intent behind them, causing them091

to be misunderstood as different queries and thus092

fail to match relevant information.093

In addition to the diversity of inquiries, users094

may also raise intersectional questions that involve095

multiple fields in a single query (Whalen, 2018).096

For example, a query not only pertains to the patent097

review status but also involves legal terms related098

to patent protection and technical details.099

In the above context, the Retrieval-Augmented100

Generation (RAG) could serve as an initial solution.101

For example, when a user asks how to query the102

status of a confidential patent, the RAG system can103

not only provide guidance on the review status, but104

also give relevant patent protection terms, thereby105

providing the user with a comprehensive answer106

covering multiple dimensions of information such107

as legal background, technical implementation and108

review status. However, the success of RAG is109

closely tied to the accuracy of the retrieval step. If110

the retrieval results are inaccurate, the generated111

answer may contain incorrect legal or technical ba-112

sis. As shown in Figure 1, the ideal RAG system113

is designed to retrieve corresponding references.114

However, various queries often arise in practical115

use leading to retrieval failures. Thus, how to ac-116

curately understand the intention of user queries117

and ensure that the RAG system in the IP field can118

correctly respond to users’ diverse queries is the 119

primary motivation of this paper. In addition, our 120

secondary motivation is to promote the usability 121

of RAG in the IP field by proposing a simple and 122

generalizable methodology, which facilitates rapid 123

personalized deployment by agencies and solves 124

the practical problem of inaccurate retrieval. 125

Currently, academia has proposed a variety of 126

methods to optimize the performance of RAG sys- 127

tems. Based on the differences in technical paths, 128

the existing paradigm of method can be grouped 129

into three types: (1) Data-to-Tune: This paradigm 130

does not alter the model architecture but focuses on 131

prompt engineering or fine-tuning the model to op- 132

timize performance. For example, Kim et al. (2023) 133

fine-tunes LLMs by constructing a CoT (Chain of 134

Thought) dataset to explicitly guide the reasoning 135

process, helping models exhibit clearer and more 136

understandable reasoning. (2) Flow-to-Run: This 137

paradigm modifies the external retrieval-generation 138

interaction process without changing the model’s 139

internal parameters or structure, such as Adaptive- 140

RAG (Jeong et al., 2024). (3) Build-to-Learn: This 141

paradigm modifies the model’s internal network 142

architecture or mathematical functions to enhance 143

capabilities, like mixture of experts (MoE) (Artetxe 144

et al., 2022). These paradigms represent different 145

optimization tracks for innovation: Data-to-Tune 146

focuses on parameter tuning, Flow-to-Run empha- 147

sizes process design, and Build-to-Learn pursues 148

algorithmic refinement. It is important to note that 149

innovation is not limited to mathematical break- 150

throughs—choosing the appropriate technical path 151

to meet the demands of different domains is crucial. 152

For example, when aiming for answer diversity 153

in general domains, Build-to-Learn might be pre- 154

ferred; however, in some niche fields, where rapid 155

personalized deployment and low-cost fine-tuning 156

are vital for small and medium agencies, Data-to- 157

Tune may be the preferred choice. 158

In this paper, we propose a Multi-Angle Ques- 159

tion Generation and Retrieval Fine-Tuning Method 160

(MQG-RFM) using Data-to-Tune paradigm. 161

Specifically, we use LLMs as agents to simulate 162

different users to generate inquiries with different 163

preferences. Then, we use hard negative mining 164

to use generated inquiries as labels to fine-tune 165

the retrieval model to improve the retrieval ability 166

of the RAG system. Notably, we do not rely on 167

complex mathematical constructions or reshaping 168

the network architecture. Instead, we combine 169

prompt engineering with fine-tuning, providing 170
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a straightforward yet effective method to solve171

difficult problems in the Q&A scenario of the IP172

field. Through our method, the retrieval model173

learns how to map different questions to the same174

answer in the vector space, enhancing its adaptabil-175

ity to diverse queries. Experimental results show176

that MQG-RFM significantly improves retrieval177

accuracy and answer generation quality on the178

Taiwan patent Q&A dataset. This paper makes the179

following contributions:180

(1) A novel methodology MQG-RFM is pro-181

posed to utilize LLMs simulate diverse user ques-182

tions to generate data for fine-tuning, solving the183

problem of existing RAG systems in IP filed being184

unable to handle multiple question expressions.185

(2) A simple and generalizable solution is pro-186

vided for without complex architectural changes,187

our approach offers a practical, low-cost, and188

highly efficient solution that can be rapidly adapted189

to various real-world scenarios in the IP field.190

(2) Improves the retrieval model’s ability to191

map semantically similar queries expressed in vari-192

ous ways, thereby enhancing the effectiveness of193

RAG systems in matching user queries with rele-194

vant patent information.195

2 Related Work196

According to the hierarchical analysis theory of197

model optimization in the field of machine learn-198

ing (Houlsby et al., 2019), the improvement of199

model performance can be achieved by adjusting200

parameters, optimizing processes or reconstruct-201

ing architectures. Based on the hierarchical anal-202

ysis theory, from a perspective of technical paths,203

the optimization of RAG can also be summarized204

into these three paradigms: Data-to-Tune, Flow-205

to-Run, and Build-to-Learn. These paradigms im-206

prove RAG performance from the perspectives of207

parameter tuning, process design, and architectural208

transformation. The following will introduce the209

definition, related works, and pros and cons of each210

paradigm, and compare their essential differences211

and industrial adaptability, finally reveal the suit-212

able paradigm in the IP field.213

2.1 Data-to-Tune214

The paradigm of Data-to-Tune emphasizes optimiz-215

ing models through data augmentation, hint engi-216

neering, or parameter fine-tuning without changing217

the model’s internal architecture or external inter-218

action process. The Data-to-Tune approach ben-219

efits from its simplicity and flexibility as it does 220

not require structural changes to the model. For 221

example, Yu et al. (2023) train the augmentation- 222

adapted retriever (AAR) using preference learning 223

on the source language model to better adapt to 224

a target model (e.g., migrating from Flan-T5 to 225

InstructGPT) to reduce the adaptation cost of het- 226

erogeneous models. Similarly, Mao et al. (2024) 227

proposed a query rewriting method named RaFe 228

based on reranker feedback to optimize RAG. By 229

first fine-tuning the model to generate rewritten 230

queries and then using reranker scores for feedback 231

training, their fine-tuning method and prompt en- 232

gineering enhances the model’s ability to generate 233

queries better aligned with retrieval targets (Mao 234

et al., 2024). RaFe does not require changes to the 235

model architecture or external processes, and only 236

optimizes the model through data enhancement and 237

feedback training, which demonstrates the effec- 238

tiveness of the Data-to-Tune paradigm for RAG 239

system enhancement. Another example is Self- 240

Knowledge guided Retrieval augmentation (SKR) 241

proposed by Wang et al. (2023) that trains a mech- 242

anism to adaptively decide whether to use the re- 243

triever and identify the most similar queries from 244

the training data based on the input query, thereby 245

reducing the interference of irrelevant retrieval on 246

the generated results to optimize RAG. 247

2.2 Flow-to-Run 248

Flow-to-Run focuses on the workflow design and 249

inter-module collaboration strategies to optimize 250

RAG effects. Rather than modifying the network 251

architecture of models, this paradigm enhances 252

performance by improving how modules interact. 253

As Jeong et al. (2024) emphasized, the generation 254

module and the retrieval module do not operate 255

independently, but are collaborative work. Jeong 256

et al. (2024) believe that a good RAG workflow 257

is that generation module can dynamically decide 258

whether to call the retrieval module based on task 259

requirements, while the retrieval module provides 260

customized information based on the requirements 261

of the generation model to optimize the generation 262

results. Therefore, Jeong et al. (2024) proposed 263

Adaptive-RAG, which optimizes the RAG system 264

by dynamically selecting retrieval strategies and 265

collaborating with the generation module through 266

a classifier. In the specific application, Louis et al. 267

(2024) proposed the Retrieve-Then-Read (R2R) 268

process to apply the RAG to the legal field. They 269

effectively verified the feasibility of RAG in ver- 270
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Aspect Data-to-Tune Flow-to-Run Build-to-Learn
Object Parameter/Data Process/Workflow Architecture/Function
Cost Low (data-centric) Moderate (workflow design) High (structural redesign)

Adaptability Fast domain adaptation Dynamic query handling High-precision tasks
Limitation Data coverage dependency Latency-accuracy tradeoff Deployment scalability

Table 1: Comparison of Paradigms and Their Suitability for IP

tical fields. Another noteworthy work is the sum-271

marized retrieval (SuRE) framework by Kim et al.272

(2024), which enhances module synergy through a273

structured process that includes candidate answer274

generation, document summarization, and answer275

verification. Specifically, the SuRE framework en-276

ables each module to play a specific role in the277

workflow through the process design of candidate278

answer generation, retrieval document summary,279

and answer verification.280

2.3 Build-to-Learn281

The Build-to-Learn paradigm refers to modifying282

the neural network architecture or related function283

within the model to make the model more capable284

of learning. The Build-to-Learn paradigm can sig-285

nificantly enhance model capabilities, but it often286

requires complex architectural design and massive287

computational resources for training and validating.288

OPEN-RAG (Islam et al., 2024) is a representative289

work of the Build-to-Learn paradigm, which con-290

verts LLMs into a parameter-efficient sparse MoE291

and enhances the generation ability by introduc-292

ing special reflection tokens. Similarly, Asai et al.293

(2024) proposed a method named Self-RAG that294

introduced reflection tokens inside the model to295

modify the generation process, allowing the model296

to perform self-evaluation at each generation step297

and adjust the generation strategy based on the eval-298

uation results. In addition, the REPLUG method by299

Shi et al. (2024) innovates the retriever’s training300

process by calculating the similarity between each301

retrieved document and the query during the train-302

ing phase, and then uses the Softmax method to303

calculate the selection probability of K documents.304

REPLUG has made structural innovations for the305

retriever, enabling it to select the best document.306

2.4 Comparison and Suitability for IP307

Each of the three paradigms offers unique advan-308

tages and limitations. The paradigm of Data-to-309

Tune is ideal for scenarios where model architecture310

does not require changes, and prompt engineering311

or fine-tuning with high-quality data is feasible.312

Flow to Run paradigm can design workflow for 313

LLM interactions based on the specific needs of 314

the scenario. Finally, the Build-to-Learn paradigm 315

provides innovation in neural network architecture 316

but at the cost of increased complexity and resource 317

requirements to train and validate the feasibility of 318

the reconstructed network. 319

In the context of IP, several core requirements of 320

NLP applications have been identified through ex- 321

tensive research based on practical considerations 322

(Gossen and Nürnberger, 2013; Aristodemou and 323

Tietze, 2018; Ilin and Kelli, 2024), including (1) 324

Handling expression diversity: Most user queries 325

contain spelling errors or colloquial expressions; 326

(2) Traceability of legal basis: The answer must be 327

strictly related to the provisions of the Patent Law; 328

(3) Feasibility of small and medium-sized institu- 329

tions: Efficient deployment needs to be achieved 330

with limited computing power. These requirements 331

are illustrated in Table 1, which compares the three 332

paradigms in terms of their adaptability to the IP 333

field. Similarly, Aristodemou and Tietze (2018) 334

also pointed out that NLP systems in the IP field 335

require processing complex legal language and ter- 336

minology, which places high demands on the adapt- 337

ability and accuracy of models. In addition, Ilin and 338

Kelli (2024) explored the need to consider computa- 339

tional resource limitations and efficient deployment 340

when deploying LLMs in small enterprises. 341

Therefore, it is crucial to choose the appropri- 342

ate paradigm for different scenarios. Among the 343

three paradigms, Data to Tune is the optimal choice 344

due to its low cost, high flexibility, and fast itera- 345

tion capability. Although there are many existing 346

methods for the Data to Tune paradigm, such as 347

AAR and RaFe (Yu et al., 2023; Mao et al., 2024), 348

their strong dependence on data coverage has not 349

been effectively addressed in the field of IP. Exist- 350

ing methods often cannot cover all relevant term 351

variants, resulting in inaccurate results and missing 352

information in RAG system queries. Therefore, 353

we propose the MQG-RFM method in this paper, 354

which inherits the efficiency advantages of the Data 355
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to Tune paradigm and fine-tunes the retrieval model356

by simulating multidimensional problems to solve357

these gaps.358

3 Method359

The methodology of MQG-RFM involves leverag-360

ing LLMs as agents simulating various users in IP361

field for query generation, hard negative mining for362

data augmentation, and fine-tuning retrieval model,363

as illustrated in figure 2.364

3.1 Role Play365

Our approach begins by utilizing a LLM as an366

agent to generate multiple queries based on the367

original query qorig in the logs, which goal is to368

simulate different user preferences by generating369

various types of queries. Specifically, for each370

original query qo, the agent generate a set of k371

queries Qgen = {q1typei
, q2typei

, . . . , qktypei
} for query372

types with different preferences Ti separately. We373

define the set of query types T = {T1, T2, . . . , Tk},374

where each type corresponds to a different seeking375

behavior.376

Each query type Ti is used to generate queries377

qgeni based on the original query qo:378

qTi
genj

= LLM(qo, Ti)379

where qTi
geni

represents the i-th generated query380

of type T . By generating k queries per query381

type Ti, we ensure that each user intent is well-382

represented.383

3.2 Data Augmentation384

After generating the diverse queries, we proceed to385

the data augmentation phase using hard negative386

mining. This process involves pairing each gen-387

erated query qTi
genj

with both positive and negative388

answers to create augmented training examples.389

Positive Example: The answer ao correspond-390

ing to the original query qo is used as the positive391

example for each generated query, which is as-392

sumed to be correct and relevant for the generated393

query:394

PosTi
genj

= (qo, ao) for each qTi
genj

395

Negative Example: For each generated query396

qTi
genj

, we create a negative example by selecting397

an answer aneg that do not correspond to qTi
genj

. To398

ensure the difficulty of the negative examples, we399

randomly select aneg from the set of answers that 400

are not the correct answer for qTi
genj

: 401

NegTi
genj

= (qo, aneg) for each qTi
genj

402

By generating positive and negative examples, 403

we get a augmented dataset (PosTi
genj

, NegTi
genj

) 404

that help the model distinguish between correct 405

and incorrect answers. 406

3.3 Fine-Tuning the Retrieval Model 407

The final stage in MQG-RFM involves using the 408

augmented dataset (PosTi
genj

, NegTi
genj

) to fine-tune 409

the retriever. The positive and negative examples 410

generated from the previous step are incorporated 411

into the model’s training set. The goal of this phase 412

is to fine-tune the retrieval model R(θ), parameter- 413

ized by θ, to correctly retrieve answers. The loss 414

function L(θ) is defined for fine-tuning as: 415

L(θ) = − 1

n

n∑
j=1

log
exp(sim(qTi

genj
, PosTi

genj
))∑B

j=1 exp∆(sim(qTi
genj , NegTi

genj ))
416

where B is the batch size. The loss function 417

encourages the model to maximize the probability 418

of retrieving the correct answer and minimize the 419

probability of retrieving the incorrect answer. This 420

leads to a model that is better able to distinguish 421

between relevant and irrelevant answers, improving 422

the quality of the retrieval process for RAG system. 423

4 Experimental Setup 424

4.1 Dateset 425

In order to simulate a realistic query scenario for 426

IP, we use the real dataset related to patents and IP 427

provided by the Taiwan government: 428

Patent Consultation (PC) Q&A This dataset 429

is from the frequent Q&A of the Taiwan Patent 430

Service Center. The content includes basic knowl- 431

edge of patents, patent procedures, formal exami- 432

nation, change of application, annual fees, changes 433

in patent rights, correction of patent rights, patent 434

retrieval, patent attorney management and other 435

Q&A related to IP business. 436

Novel Patent Technology Report (NPTR) 437

Q&A This dataset contains frequent Q&A about 438

novel patent technology reports in Taiwan, includ- 439

ing the legal basis, acceptance and comparison of 440

novel patent technology reports, and relevant regu- 441

lations. 442
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Figure 2: Implementation Process of MQG-RFM

4.2 Data-Augmented Analysis443

We developed a platform 1 to facilitate data manage-444

ment for institutions shown in figure 12, enabling445

them to efficiently manage logs and perform analy-446

sis. The platform allows administrators to leverage447

LLM to play different user roles, thereby generat-448

ing a range of queries for analysis based on specific449

user preferences.450

In our study, we employed GPT-4 as an agent451

to simulate different user query preferences. To452

demonstrate the diversity of the generated queries453

compared to the original ones, we visualized the454

semantic distance between the generated and origi-455

nal queries using t-SNE. As shown in figure 3, the456

t-SNE plot maps these queries to a vector space,457

with each query positioned according to its seman-458

tic meaning. From the plot, it is evident that each459

generated query maintains a certain distance from460

the original queries, confirming that the model suc-461

cessfully produces diverse queries that differ from462

the initial set.463

4.3 Metrics464

We evaluate the performance of RAG methods us-465

ing the following quantitative metrics:466

ROUGE is used to evaluate the quality of gen-467

erated answers by comparing them to references468

(Lin, 2004).469

BLEU is used for evaluating generated text by470

comparing n-gram precision between the generated471

output and reference texts (Papineni et al., 2002).472

BERT Score is calculated based on the cosine473

similarity between the embeddings of the predicted474

text and the reference text (Zhang et al.). For this475

paper, BERT-P measures how much of the pre-476

dicted text matches the reference in terms of con-477

textual embeddings, while BERT-R measures how478

much of the reference text is captured by the pre-479

dicted text. The BERT-F1 is the harmonic mean480

of BERT-P and BERT-R, which balances both met-481

rics.482

1https://anonymous.4open.science/r/ACL2025− 6020/

Figure 3: Spatial distance between the generated query
and the original query

NDCG measures the ranking quality of retrieved 483

documents by considering both the relevance of the 484

documents and their position in the ranked list. 485

Hit evaluates whether the system can success- 486

fully retrieve relevant items within the specified 487

number of top results. 488

Precision measures the proportion of relevant 489

documents among the retrieved documents. 490

4.4 Baselines 491

In our work, we compare our proposed MQG-RFM 492

with several state-of-the-art methods that adopt the 493

Data-to-Tune, Flow-to-Run, and Build-to-Learn 494

paradigms. These methods include: AAR (Yu et al., 495

2023), SKR (Wang et al., 2023), Self-RAG Asai 496

et al. (2024), Adaptive-RAG (Jeong et al., 2024), 497

and SuRE Kim et al. (2024). 498
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4.5 Experimental Setup499

For MQG-RFM, we employed the Chuxin-500

Embedding 2 after finetuning with 5 epoch as the501

retriever. The max input length of generator model502

is set to 4096. For approaches not utilizing custom-503

defined prompts, we applied a connected prompt,504

which is shown in the appendix. The methods in505

the baselines adopt the same settings and hyperpa-506

rameters used by (Jin et al., 2024) in their work.507

All experiments are carried out on 4 NVIDIA 4090508

GPUs.509

5 Evaluation510

In this section, we evaluate the performance of511

MQG-RFM in comparison to state-of-the-art re-512

trieval models and RAG methods on both retrieval513

and generation tasks about the IP field.514

5.1 Retrieval Model Comparison515

We compare the retrieval performance of vari-516

ous embedding models bge-large-zh-v1.53, Dmeta-517

embedding-zh4, stella-base-zh-v3-1792d5, PatentS-518

BERTa 6 on PC and NPTR datasets, as shown in519

Table 2.520

5.2 Method Comparison521

In order to compare the advancement of the pro-522

posed method in RAG, we also compared it with523

various state-of-the-art methods in terms of re-524

trieval and generation. The results are shown in525

Tables 3 and 4.526

5.3 Ablation Study527

To investigate the effectiveness of our strategy528

in MQG-RFM, we compare method without fine-529

tuning on both generation and retrieval metrics, as530

shown in figure 4 and 5.531

5.4 Robustness Test532

To test the robustness of our approach, we evalu-533

ated our method under different generation models,534

specifically using Qwen14B 7 as the underlying535

generation model. This test demonstrates that our536

method performs excellently even when using a537

different generation model, further confirming its538

2https://huggingface.co/chuxin-llm/Chuxin-Embedding
3https://huggingface.co/BAAI/bge-large-zh-v1.5
4https://huggingface.co/DMetaSoul/Dmeta-embedding-

zh
5https://huggingface.co/infgrad/stella-base-zh-v3-1792d
6https://huggingface.co/AI-Growth-Lab/PatentSBERTa
7https://huggingface.co/Qwen/Qwen2.5-14B-Instruct

Figure 4: Ablation Experiment about Retrieval

Figure 5: Ablation Experiment about Generation

generalizability. The results are summarized in Ta- 539

ble 5, which shows the performance across several 540

evaluation metrics. 541

6 Conclusion 542

In this paper, we addressed the critical challenge of 543

handling diverse user queries in the IP field, where 544

spelling errors, colloquial expressions, and ambigu- 545

ous keywords often hinder accurate information re- 546

trieval. By focusing on the Data-to-Tune paradigm, 547

our method enhances the ability of RAG systems to 548

map semantically similar queries expressed in vari- 549

ous ways to the same answer, thereby improving re- 550

trieval accuracy and answer generation quality. Our 551

experimental results on the Taiwan patent dataset 552

demonstrate that MQG-RFM significantly outper- 553

forms existing methods in handling diverse query 554

expressions, providing a robust solution for real- 555

world IP retrieval scenarios. The proposed method 556

not only addresses the limitations of current RAG 557

systems in the IP field but also offers a simple, 558

generalizable, and cost-effective approach that can 559

be rapidly deployed by small and medium-sized 560

agencies. By combining prompt engineering with 561

fine-tuning, MQG-RFM bridges the gap between 562

user intent and system understanding, ultimately 563

enhancing the usability and effectiveness of RAG 564

systems in the IP domain. 565
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Model Hit@1 Hit@3 MRR P@3 NDCG@1 NDCG@3

PC
bge-large-zh 0.563 0.751 0.673 0.250 0.563 0.675
stella-base-zh 0.571 0.734 0.670 0.244 0.571 0.668
Dmeta-embedding 0.621 0.779 0.712 0.259 0.621 0.713
PatentSBERTa 0.148 0.252 0.218 0.084 0.148 0.807
MQG-RFM (Ours) 0.663 0.857 0.749 0.288 0.663 0.777

NPTR
bge-large-zh 0.576 0.769 0.685 0.256 0.576 0.693
stella-base-zh 0.538 0.846 0.675 0.282 0.538 0.707
Dmeta-embedding 0.615 0.807 0.722 0.269 0.615 0.726
PatentSBERTa 0.307 0.423 0.429 0.141 0.307 0.380
MQG-RFM (Ours) 0.961 1 0.980 0.333 0.961 0.985

Table 2: Comparison of the retrieval performance of different retrievers

Dataset Method Hit@1 Hit@3 MRR P@3 NDCG@1 NDCG@3

PC
ARR 0.184 0.038 0.089 0.082 0.036 0.022
SKR 0.173 0.038 0.089 0.082 0.036 0.022
SuRe 0.320 0.505 0.400 0.168 0.320 0.467
Self-RAG 0.249 0.113 0.185 0.108 0.076 0.061
Adaptive-RAG 0.232 0.082 0.128 0.121 0.071 0.049
MQG-RFM (Ours) 0.663 0.857 0.749 0.288 0.663 0.777

NPTR
AAR 0.265 0.098 0.150 0.166 0.093 0.064
SKR 0.206 0.056 0.141 0.157 0.082 0.055
SuRe 0.192 0.269 0.224 0.089 0.192 0.235
Self-RAG 0.225 0.099 0.152 0.046 0.035 0.028
Adaptive-RAG 0.235 0.078 0.154 0.165 0.092 0.063
MQG-RFM (Ours) 0.961 1 0.980 0.333 0.961 0.985

Table 3: Comparison of the retrieval performance of different RAG methods

Dataset Method ROUGE-1 ROUGE-2 ROUGE-L BLEU-1 BLEU-2 BLEU-3 BLEU-4 BERT-P BERT-R BERT-F1

PC
ARR 0.184 0.038 0.089 0.082 0.036 0.022 0.014 0.578 0.655 0.612
SKR 0.173 0.038 0.089 0.082 0.036 0.022 0.014 0.578 0.655 0.612
SuRe 0.033 0.011 0.026 0.007 0.006 0.006 0.005 0.501 0.357 0.413
Self-RAG 0.249 0.113 0.185 0.108 0.076 0.061 0.050 0.701 0.629 0.661
Adaptive-RAG 0.232 0.082 0.128 0.121 0.071 0.049 0.035 0.617 0.704 0.655
MQG-RFM (Ours) 0.265 0.106 0.140 0.132 0.084 0.061 0.052 0.629 0.725 0.671

NPTR
AAR 0.265 0.098 0.150 0.166 0.093 0.064 0.044 0.646 0.682 0.661
SKR 0.206 0.056 0.141 0.157 0.082 0.055 0.037 0.639 0.664 0.649
SuRe 0.026 0.009 0.020 0.005 0.004 0.003 0.002 0.499 0.342 0.404
Self-RAG 0.225 0.099 0.152 0.046 0.035 0.028 0.022 0.720 0.606 0.657
Adaptive-RAG 0.235 0.078 0.154 0.165 0.092 0.063 0.045 0.661 0.679 0.668
MQG-RFM (Ours) 0.406 0.207 0.219 0.235 0.159 0.124 0.098 0.723 0.724 0.715

Table 4: Comparison of the performance of different RAG methods in generation using DeepSeek
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7 Limitations566

While MQG-RFM demonstrates promising results,567

several limitations should be acknowledged: The568

effectiveness of MQG-RFM relies heavily on the569

quality of the LLM used for generating diverse user570

inquiries. If the LLM fails to capture the nuances571

of user queries or generates low-quality synthetic572

data, the fine-tuning process may be compromised;573

While the method is cost-effective for small and574

medium-sized agencies, scaling it to larger datasets575

or more complex retrieval tasks may require addi-576

tional computational resources and optimization.577
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Dataset Method ROUGE-1 ROUGE-2 ROUGE-L BLEU-1 BLEU-2 BLEU-3 BLEU-4 BERT-P BERT-R BERT-F1

PC
ARR 0.094 0.037 0.055 0.010 0.006 0.005 0.003 0.611 0.445 0.513
SKR 0.054 0.015 0.039 0.011 0.006 0.004 0.003 0.543 0.395 0.455
SuRe 0.025 0.006 0.015 0.002 0.002 0.001 0.001 0.481 0.315 0.380
Self-RAG 0.008 0.003 0.006 0.003 0.002 0.002 0.001 0.502 0.38 0.437
Adaptive-RAG 0.085 0.040 0.062 0.014 0.011 0.010 0.009 0.582 0.411 0.480
MQG-RFM (Ours) 0.112 0.061 0.084 0.019 0.016 0.015 0.013 0.609 0.430 0.502

NPTR
AAR 0.094 0.037 0.055 0.010 0.006 0.005 0.003 0.611 0.445 0.513
SKR 0.072 0.023 0.044 0.001 0.002 0.001 0.001 0.632 0.450 0.524
SuRe 0.025 0.006 0.015 0.002 0.002 0.001 0.001 0.481 0.315 0.380
Self-RAG 0.008 0.002 0.004 0.003 0.002 0.001 0.001 0.493 0.395 0.437
Adaptive-RAG 0.100 0.048 0.067 0.015 0.011 0.008 0.006 0.6258 0.44 0.516
MQG-RFM (Ours) 0.320 0.221 0.235 0.077 0.069 0.064 0.059 0.809 0.587 0.676

Table 5: Comparison of the performance of different RAG methods in generation using Qwen

Table 6: Positive and negative examples generated by the LLM for fine-tuning

Dataset classified as positive classified as negative

MuSiQue Query
如果我不是专利权人，但我被指控侵犯新
型专利，我可以如何申请技术报告来协助
处理这一争议？
If I am not the patent owner but I am accused
of infringing a utility patent, how can I request
a technical report to assist in the dispute?
Document 1
一、如遇非专利权人有相同或类似商品为
商业上之实施者，为早获得技术报告，专
利权人可以检附相关证明文件，如专利权
人之书面通知、非专利权人之广告目录或
其他商业上实施事实之书面资料，申请新
型专利技术报告(参照专利法第115条第5项
及专利法施行细则第43条)。本局将于申请
后6个月内完成新型专利技术报告。二、
若新型专利技术报告之申请人为非专利权
人，为协助当事人间侵权争议之处理，在
非专利权人提具事涉专利侵权争议之相关
证明文件，如已遭新型专利权人提出专利
侵权之存证信函、涉及专利侵权诉讼案件
之起诉书或诉讼传票等文件资料者，本局
亦将优先作成新型专利技术报告。三、对
于不符合商业上实施规定的技术报告申请
案，本局将于受理通知函中叙明“有关商业
上实施的主张不符合专利法第115条第5项
之规定”。
1. If a non-patent holder has the same or similar
products that are commercially implemented,
in order to obtain a technical report as soon
as possible, the patent holder may attach rele-
vant supporting documents, such as a written
notice from the patent holder, an advertising
catalog of the non-patent holder, or other writ-
ten materials of commercial implementation
facts, to apply for a new patent technical report
(refer to Article 115, Paragraph 5 of the Patent
Law and Article 43 of the Patent Law Enforce-
ment Rules). The Office will complete the new
patent technical report within 6 months after
the application. 2. If the applicant for the new
patent technical report is a non-patent holder,
in order to assist in the handling of infringe-
ment disputes between the parties, the Office
will also give priority to preparing a new patent
technical report if the non-patent holder pro-
vides relevant supporting documents related to
the patent infringement dispute, such as a reg-
istered letter of patent infringement filed by the
new patent holder, an indictment or a litigation
summons involving a patent infringement law-
suit, and other documents and materials. 3. For
technical report applications that do not meet
the requirements for commercial implementa-
tion, the Office will state in the acceptance no-
tice that "the claim regarding commercial im-
plementation does not meet the requirements
of Article 115, Paragraph 5 of the Patent Law."

Query
如果我不是专利权人，但我被指控侵犯新
型专利，我可以如何申请技术报告来协助
处理这一争议？
If I am not the patent owner but I am accused
of infringing a utility patent, how can I request
a technical report to assist in the dispute?
Document 2
新型专利技术报告申请专利范围中每一请
求项逐项比对后，引用文献之记载分别说
明如下：一、关于引用文献一览表之记载
审查人员制作新型专利技术报告时，选取
适用之全部先前技术文献相关资料，总记
载于“引用文献一览表”栏位内。二、关于
引用文献之记载(一)每一请求项下之引用
文献，针对该请求项所适用之文献，仅
须记载该文献的序号。每一请求项之引
用文献多寡不一，撰写方式可为“引用文
献：1”或“引用文献：1及3”。(二)适用情
形如下;1.否定新颖性等要件，应记载与请
求项之记载内容最接近或最适当之先前技
术文献。2.无法否定新颖性等要件，应记
载该技术领域中一般技术水准之参考文献
（代码6）。
After comparing each claim item in the patent
application scope of the new patent technical
report, the records of the cited documents are
explained as follows: 1. Records on the list of
cited documentsthe examiner prepares the new
patent technical report, he selects all applica-
ble previous technical documents and records
them in the "list of cited documents" column. 2.
Records on cited documents(1) The cited docu-
ments under each claim item are the documents
applicable to the claim item, and only the serial
number of the document needs to be recorded.
The number of cited documents for each claim
item varies, and the writing method can be
"cited document: 1" or "cited document: 1 and
3". (2) The applicable situations are as follows;
1. To negate the requirements of novelty, the
previous technical documents that are closest
or most appropriate to the content recorded in
the claim item should be recorded. 2. If the
requirements of novelty cannot be negated, the
reference documents of the general technical
level in the technical field should be recorded
(code 6).
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Figure 8: Prompt of generating keyword query

Figure 9: Prompt of generating query with spelling

Figure 10: Prompt of generating web search-like query

Figure 11: Connected Prompt
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Figure 12: Data management platform for large language model generation queries
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