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ABSTRACT

We study what actually works and what doesn’t for training large language models
as agents via multi-turn reinforcement learning. Despite rapid progress, existing
frameworks and definitions are fragmented, and there is no systematic formulation
or analysis of which design choices matter across tasks. We address this gap by
first breaking down the design space into three inter-related pillars—environment,
reward, and policy—and empirically derive a recipe for training LLM agents in
situated textual domains. In particular, we test TextWorld and ALFWorld, pop-
ular domains for testing situated embodied reasoning, as well as SWE-Gym for
more software engineering style tasks. (i) For the environment, we analyze the
impacts of task complexity in terms of sizes of the state and action spaces as well
as optimal solution length, finding that even simple environments within a domain
can provide signal on how well an agent can generalize to more complex tasks.
(ii) For the reward, we ablate relative reward sparsity, observing that while dense
turn-level rewards accelerate training, performance and stability is highly depen-
dent on the choice of RL algorithm. (iii) And for the agent’s policy, we explore the
interplay between reward sparsity and biased (PPO, GRPO) and unbiased (RLOO)
policy gradient methods in addition to showing how to find the optimal Supervised
Fine-tuning (SFT) to RL training ratio given a fixed budget. We distill these find-
ings into a training recipe that guides co-design across the three pillars, facilitating
research and practical efforts in multi-turn agentic RL.
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Your task is to: put some vase in safe.

  
> go to shelf 6 
You arrive at loc 4. You see a vase 2.



> pick up vase 2

......

“

”

Task Example

......

You enter room 7. You find the safe.

 

> put vase 2 inside the safe

Congratulations! You won.
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Figure 1: Illustration of multi-turn agentic RL and the key research questions.
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1 INTRODUCTION

Training LLMs as autonomous agents to navigate open-ended environments presents unique chal-
lenges: planning across extended horizons, making multi-turn sequential decisions, and optimizing
for multi-turn rewards. The transition from static single-turn problem-solving to dynamic multi-
step reasoning is essential for agentic benchmarks such as interactive text and embodied simulations
(TextWorld (Côté et al., 2018), ALFWorld (Shridhar et al., 2021), etc.), real-world software pro-
gramming (OSWorld (Xie et al., 2024), SWE-gym (Pan et al., 2025), etc.), and abstract reasoning
in novel situations (ARC-AGI (Chollet et al., 2025)). However, existing multi-turn RL implemen-
tations vary widely: some refer to tool-augmented single queries as multi-turn (Zeng et al., 2025),
while many rely on model-based assumptions (Wang et al., 2025). This fragmentation has led to
incomparable results across papers and confusion about what constitutes true multi-turn learning
versus pseudo-multi-turn adaptations of single-turn methods.

This paper aims to facilitate research efforts on the open research question: What factors are prac-
tically important in making multi-turn RL for LLM agent learning work. Motivated by the lack of
standardization of multi-turn RL approaches, we systematically decompose the design space into
three interdependent pillars—environment, reward, and policy—and empirically derive a recipe for
training LLM agents in situated textual domains (Figure 1). We evaluate our approach on TextWorld
and ALFWorld for embodied reasoning, and SWE-gym for real-world programming, revealing crit-
ical insights for each pillar. For the environment, we investigate how performance scales with en-
vironment complexity and task diversity, and how agents generalize across different environments
and tasks. For the policy, we investigate how model priors affect continual multi-turn RL training
and analyze the interplay between multi-turn imitation learning (SFT) and multi-turn RL. We further
compare biased (PPO, GRPO) and unbiased (RLOO) policy gradient RL algorithms to isolate ben-
efits from algorithmic heuristics. For the reward, we experiment with varying densities of per-turn
rewards to understand their impact on training.

The experiments show that our recipe works across textual reasoning, situated embodied reasoning,
as well as software engineering tasks. The key findings from our analysis are: (1) Multi-turn RL
performance scales with environment complexity across spatial, object, and solution dimensions; (2)
Agents trained on simpler environments show promising generalization to complex ones; (3) Multi-
task training enhances multi-turn RL performance; (4) Model priors from minimal demonstrations
accelerate convergence, but RL remains essential for generalization; (5) An optimal SFT:RL ratio
exists that balances task accuracy and generalization under fixed budgets; (6) Both biased and unbi-
ased algorithms achieve stable learning, validating that gains stem from our multi-turn formulation
rather than algorithmic heuristics; (7) Dense turn-level rewards accelerate multi-turn RL training
compared to sparse rewards, but require algorithm-specific tuning.

These insights yield a concrete multi-turn RL recipe that guides co-design across all three pillars.
We demonstrate that multi-turn RL with LLMs is not simply an extension of single-turn optimiza-
tion but requires fundamental rethinking across environment, policy, and reward. To facilitate future
research, we will release our multi-turn agentic RL framework built on veRL (Sheng et al., 2025),
including the training scripts and model weights of the experiments in this paper. This work pro-
vides both theoretical insights and practical guidelines for developing agentic AI systems capable of
operating effectively in real-world interactive environments.

2 RELATED WORK

While single-turn RL methods for LLMs including PPO (Schulman et al., 2017), RLOO (Ahma-
dian et al., 2024), GRPO (Shao et al., 2024), and DAPO (Yu et al., 2025) have been extensively
optimized for immediate response quality, adapting them to multi-turn agentic scenarios remains
non-trivial. These methods assume rewards directly follow individual actions, but multi-turn en-
vironments only reveal outcomes after extended interaction sequences, breaking the action-reward
coupling that single-turn methods rely upon. Existing efforts on multi-turn RL have made lim-
ited progress on these challenges. Some approaches construct multi-turn scenarios by interleaving
tool-use or reasoning steps for single-turn QA pairs (Zeng et al., 2025; Dong et al., 2025). Others
who work on true interactive environments either rely on sparse terminal rewards without turn-level
learning signals (Wang et al., 2025), or assign turn-level advantages uniformly across sequence to-
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kens without fine-grained credit assignment (Zhou et al., 2025). More importantly, there lacks a
comprehensive understanding of how the three fundamental pillars of RL – environment, policy,
and reward – jointly determine performance in multi-turn interactive environments. This paper pro-
vides a systematic analysis on how the fundamental pillars of RL impact multi-turn RL training,
respectively, and concludes insights on how to practically train multi-turn RL in different interactive
agentic environments. Throughout the paper, we dedicate related works in individual sections.

3 MULTI-TURN AGENTIC REINFORCEMENT LEARNING

We formulate multi-turn agentic tasks as a Partially Observable Markov Decision Process (POMDP)
problem, defined as a tuple (S,A, T ,R,Ω,O, γ). Taking the Textworld task (Côté et al., 2018) as
an example, an agent takes the action at (go south) sampled from the action space A and receives
a text observation ot (You are in front of a garden) from the observation space Ω. ot
is a partial description of the true state st in the hidden state space S which contains the complete
state world model. We assume that the state transition function T : S × A → S is deterministic.
Upon taking an action, the agent also receives a scalar reward rt = R(st, at). The agent’s objective
is to learn a policy that maximizes the expected discounted sum of rewards E[

∑
t γ

t · rt].
We denote the trajectory history consisting of a task prompt u, action and state sequences by ht =
(u, s0, a0, s1, a1, · · · , st)1. An LLM agent with policy πθ samples an action sequence at ∼ πθ(·|ht)
based on the trajectory history. at is a token sequence in natural language: (a1t , a

2
t , ..., a

nt
t , aeost ),

with each token ait generated as πθ(·|ht, a
<i
t ). Agentic environments execute language commands

only upon completion, naturally defining the reward structure at the command boundaries, marked
by <eos> tokens. Therefore, we assign scalar reward rt at aeost , and the reward for each action

token is formulated as: rit =
{
rt if ait = <eos>

0 otherwise
. We make sure only action tokens contribute to

the loss by masking out all state tokens.

Here is a concrete example: the input to the LLM during the rollout stage using a chat template is:

<|im_start|>user
Your task is: {task prompt}. state: {state 0} your action:<|im_end|>
<|im_start|>assistant
{action 0}<|im_end|>
...
<|im_start|>user
state: {state t} your action:<|im_end|>
<|im_start|>assistant

The LLM of policy πθ generates the output {action t}<|im end|>. The environment handles
state transition and reward computation: next state, reward, done = env.step(state,
action). The reward for each turn is assigned to the <|im end|> token. The action and next
state are then appended to the chat history under the template.

4 BACKGROUND AND EXPERIMENTAL SETUP

Our experiments systematically investigate how three fundamental pillars of RL impact multi-turn
agentic RL performance. For Environment (§5), we examine how scaling environment complex-
ity affects learning across spatial, object, and solution dimensions (§5.1), evaluate whether agents
trained on simpler environments generalize to complex ones (§5.2), and analyze how task diver-
sity impacts training and generalization (§5.3). For Policy (§6), we analyze how the model priors
from demonstration data influence RL convergence and identify optimal ratios of SFT-to-RL data
ratios under budget constraints (§6.1). We compare biased algorithms (PPO, GRPO) against unbi-
ased algorithms (RLOO) to isolate benefits of algorithmic design versus our multi-turn formulation
(§6.2). For Reward (§7), we investigate how reward density, the frequency of feedback signals
during trajectories, affects training and final performance (§7.1). These experiments demonstrate
that multi-turn RL requires careful co-design across all components rather than naive extensions of
single-turn methods.

1We substitute observation o for state s for simplicity. The agent has no access to the true state of the game.

3



162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215

Under review as a conference paper at ICLR 2026

Tasks and Environments. We evaluate on three situated textual benchmarks: TextWorld (Côté
et al., 2018) and ALFWorld (Shridhar et al., 2021) for language grounding in situated embod-
ied reasoning, and SWE-Gym (Pan et al., 2025) for real-world software engineering. We extend
veRL (Sheng et al., 2025)’s efficient RL training infrastructure, integrating these benchmark envi-
ronments through standard step and reset interfaces. Critically, unlike traditional RL settings
that provide both observations and admissible action lists (reducing the problem to action selection),
our agents must generate executable natural language commands from environment observations
alone, without action hints—testing their ability to discover valid actions through exploration. The
details of tasks and environments are provided in Appendix B.
• TextWorld: A text adventure game environment where agents navigate rooms, manipulate ob-

jects, and solve quests via natural language. We procedurally generate tasks with controlled com-
plexity across three dimensions: world size (w), number of objects (o), and quest length (q). For
example, “w2-o3-q4” denotes 2 rooms, 3 objects, and a 4-step quest. Each task is uses unique
seeds for diversity.

• ALFWorld: An embodied household environment requiring multi-step task completion through
text interaction. We use the text-only variant spanning six task categories, training on the “train”
split and evaluating on the “valid unseen” split.

• SWE-Gym: Real-world programming tasks including bug fixes and feature implementation. We
focus on 5 representative task types: getmoto, pydantic, mypy, pandas, and iterative dvc, ran-
domly sampling 90 training and 25 evaluation instances.

Training and Evaluation. We use Qwen2.5-1.5B-Instruct, Qwen2.5-7B-Instruct2, and Qwen3-
8B3 as base models (abbreviated as Qwen-1.5B, Qwen-7B, and Qwen-8B), training with
PPO (Schulman et al., 2017), GRPO (Shao et al., 2024), and RLOO (Ahmadian et al., 2024) al-
gorithms. Maximum iteration steps and token limits scale with task complexity. During rollout
generation, we use temperature 0.7 to balance exploration-exploitation. We evaluate agents on held-
out test sets, reporting task success rate as our primary metric—the percentage of episodes where
agents achieve objectives within exploration budgets. For SWE-Gym, we report test suite passing
ratios. Full training details and hyperparameter tuning analysis appear in Appendices C and A.

5 ENVIRONMENT

The environment fundamentally determines the challenges agents must overcome. While single-turn
tasks primarily measure reasoning difficulty, multi-turn environments introduce dimensions such as
spatial navigation, object manipulation, and extended planning horizons. We investigate three core
research questions for practical multi-turn deployment: (1) How does environment complexity affect
multi-turn RL training efficiency? This determines exploration budgets and model size requirements
for tasks with varied environment complexities. (2) Can agents trained on simpler environments
generalize to complex ones? This addresses the key consideration to scaling up agentic systems. (3)
How does task diversity impact training and generalization? We not only show our multi-turn RL
recipe that works for TextWorld generalizes to ALFWorld and SWE-Gym, but also reveal whether
agents learn generalizable skills or memorize task-specific behaviors. Our experiments demonstrate
that multi-turn RL enables effective knowledge transfer across environments and diverse tasks.

Setup. We design two experimental conditions to vary environment complexity and task diversity.
For environment complexity, starting from the base configuration w2-o3-q4, we create controlled
variations: w8-o3-q4 (increased spatial complexity), w2-o12-q4 (increased object complexity), w8-
o12-q4 (increased both dimensions), and w4-o6-q8 (proportional scaling across all dimensions). For
task diversity, we construct mixtures of increasing heterogeneity for training. In ALFWorld, we
test single type (pick & place only), 4 types (heat, cool, cook, examine) and all 6 types (adding pick
two & place). In SWE-Gym, we compare single type (getmoto only) against all 5 types (getmoto,
pydantic, mypy, pandas, and iterative dvc). All mixtures have the same data size to ensure fair
comparison, with evaluation on both single-type and mixed-types held-out test sets. We train Qwen-
1.5B, Qwen-7B, and Qwen-8B models using PPO and GRPO with consistent hyperparameters. Full
task specifications and training details appear in Appendices B.1 and C.1.

2https://huggingface.co/Qwen/Qwen2.5
3https://huggingface.co/Qwen/Qwen3-8B
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5.1 HOW DOES MULTI-TURN RL PERFORMANCE SCALE WITH ENVIRONMENT COMPLEXITY?

Table 1 reveals that base models struggle dramatically as environment complexity increases, with
performance dropping from 17% to just 3% when both spatial and object dimensions are scaled.
Critically, multi-turn RL improvements diminish with increasing complexity—while PPO
achieves a 88% improvement on the base environment, this drops to 51% on the most complex set-
ting. Notably, object complexity proves more challenging than spatial complexity, suggesting
that manipulating and tracking multiple objects across turns presents fundamentally harder chal-
lenges than spatial exploration in situated textual domains.

When proportionally scaling all environment parameters, Table 2 shows that doubling all dimen-
sions creates dramatically harder problems beyond linear scaling. The base Qwen-1.5B model’s
performance collapses from 15% to 1%, indicating exponential search space expansion. While
multi-turn PPO on Qwen-1.5B achieves substantial gains (58%), the final 59% success rate falls
well short of the 80% achieved on w2-o3-q4. Performance also scales with model size—the 7B
model reaches 72% success on w4-o6-q8, demonstrating that larger models better handle the in-
creased state spaces of complex environments. Notably, even the 1.5B model shows strong learning
potential with 65% and 58% gains on w2-o3-q4 and w4-o6-q8 respectively.

Table 1: Multi-turn PPO performance on TextWorld tasks with varying complexity dimensions.
Base environment: w2-o3-q4. Maximum steps: 12.

Tasks w/ varying env complexity Qwen-1.5B Qwen-1.5B (PPO)

w2-o3-q4 (base env) 0.17 0.88↑0.71
w8-o3-q4 (4x rooms) 0.07 0.68↑0.61
w2-o12-q4 (4x objects) 0.08 0.54↑0.46
w8-o12-q4 (4x objects & rooms) 0.03 0.51↑0.48

Table 2: Multi-turn PPO performance comparison across model sizes on proportionally scaled
TextWorld environments. Maximum steps: 12 (w2-o3-q4) and 24 (w4-o6-q8).

Tasks Qwen-1.5B Qwen-1.5B (PPO) Qwen-7B Qwen-7B (PPO)

w2-o3-q4 0.15 0.8↑0.65 0.65 0.98↑0.33
w4-o6-q8 0.01 0.59↑0.58 0.28 0.72↑0.44

Table 3: Multi-turn PPO performance on TextWorld w2-o3-q4 tasks with different exploration sizes.
#Exploration steps Qwen-1.5B Qwen-1.5B (PPO)

6 (1.5× optimal) 0.05 0.55↑0.5
8 (2× optimal) 0.09 0.73↑0.64
12 (3× optimal) 0.15 0.8↑0.65
16 (4× optimal) 0.17 0.88↑0.71

Lastly, we investigate how the exploration budget (the maximum steps agents can take during roll-
out) affects learning. For w2-o3-q4 tasks with 4-step optimal solutions, we vary maximum steps
from 6 to 16. Table 3 shows that performance saturates beyond 8 exploration steps. Constraining
agents to 6 steps (1.5× optimal) limits PPO to 55% success, while 8 steps (2× optimal) yields 73%
success. Further increases to 12 and 16 steps produces only marginal gains. These results indi-
cate that while insufficient exploration severely limits learning, budgets beyond 2× optimal provide
negligible benefits for TextWorld tasks.

5.2 HOW DOES MULTI-TURN RL GENERALIZE TO ENVIRONMENTS WITH DIFFERENT
COMPLEXITIES?

To investigate whether multi-turn RL learns transferable skills, we evaluate cross-environment gen-
eralization. We train single-task models on w2-o3-q4, w8-o3-q4, and w2-o12-q4, plus a mixed-
complexity model on equal proportions of w2-o12-q4 and w8-o3-q4, maintaining constant total RL

5
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data across conditions. Table 4 reveals that agents trained on simpler environments achieve sub-
stantial generalization to more complex ones, evidenced by the model trained on w2-o3-q4 that
improves performance across all higher-complexity environments. Transfer is particularly strong
from w8-o3-q4 (increased spatial complexity), which achieves the largest average improvements
across targets—notably improving w8-o12-q4 by 48%, matching the 48% gain from training solely
on w8-o12-q4. These results demonstrate that multi-turn RL acquires reusable skills like spatial
exploration and object manipulation that transfer across complexity levels.

Table 4: Cross-environment generalization with multi-turn PPO on TextWorld tasks. All models
trained with 5000 episodes/epoch (mixed-task: 2500 episodes each).

Tasks w2-o12-q4 w8-o3-q4 w8-o12-q4 w4-o6-q8

w2-o3-q4 0.4↑0.32 0.51↑0.44 0.27↑0.24 0.12↑0.11
w8-o3-q4 0.5↑0.42 0.68↑0.61 0.51↑0.48 0.21↑0.2
w2-o12-q4 0.54↑0.46 0.27↑0.2 0.27↑0.24 0.13↑0.12
w2-o12-q4 + w8-o3-q4 0.41↑0.33 0.52↑0.45 0.34↑0.31 0.17↑0.16

5.3 HOW DOES MULTI-TURN RL GENERALIZE TO DIFFERENT TYPES OF TASKS WITHIN
DOMAIN?

In §5.1 and §5.2, we examined how agents handle varying environment complexities within single
task types. Here we address a broader question: does our multi-turn RL recipe works for complex sit-
uated environments like ALFWorld and real-world scenarios like SWE-Gym? Moreover, can agents
trained on task subsets generalize to full task distributions? We investigate how training on diverse
task types affects generalization across two domains. In ALFWorld, different tasks require distinct
physical skills—cleaning involves finding and placing objects, while heating requires operating ap-
pliances in specific sequences. In SWE-gym, tasks span diverse software engineering challenges
from fixing pydantic issues to resolving pandas problems.

Table 5 and 6 show that multi-turn RL successfully applies to challenging ALFworld and SWE-
Gym environments. Remarkably, agents trained on single task types achieve decent general-
ization to unseen task types, with 12% (ALFWorld) and 7% (SWE-Gym) improvements across
all task types from single-type training alone. This indicates that multi-turn RL learns transferable
skills even from limited task exposure. Surprisingly, multi-task training benefits seemingly unre-
lated tasks—agents trained on clean, heat, cool, and cook mixtures outperform single pick & place
specialists by 19% on the single task itself and 21% on all-type evaluation. The results demonstrate
that multi-turn RL develops generalizable skills that transfer across diverse objectives.

Table 5: Multi-turn PPO performance on ALFWorld unseen tasks, trained on various task mixtures.
Task mixture for training Tested on single type (PPO) Tested on all types (PPO)

Single type of tasks 0.63↑0.19 0.59↑0.12
Mixture of 4 types of tasks 0.82↑0.38 0.8↑0.33
Mixture of 6 types of tasks (all) 0.76↑0.32 0.74↑0.27

Table 6: Multi-turn GRPO performance on SWE-gym tasks, trained on various task mixtures. More
comments on the use of GRPO algorithm are presented in §6.2

Task mixture for training Tested on single type (GRPO) Tested on all types (GRPO)

Single type of tasks (getmoto) 0.28↑0.19 0.11↑0.07
Mixture of 5 types of tasks (all) 0.37↑0.28 0.22↑0.18

6 POLICY

The choice of RL optimization algorithm and model initialization critically determines multi-turn
RL performance. First, we examine the role of demonstration data. In practice, access to human
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demonstration data for supervised fine-tuning (SFT) may be limited. We ask: (1) What prior model
policy enables effective multi-turn RL? This addresses whether expensive human demonstrations
are necessary if agents can learn effectively from scratch. (2) Given a fixed data budget, what
is the optimal ratio of SFT to RL data? This determines how to best allocate limited resources
between demonstration collection and online learning. Second, we investigate whether RL opti-
mization choices significantly impact multi-turn RL training. We compare heuristic policy gradi-
ent methods (PPO (Schulman et al., 2017), GRPO (Shao et al., 2024)) against unbiased methods
(RLOO (Ahmadian et al., 2024)) to isolate the contributions of our multi-turn formulation from spe-
cific optimization heuristics—essential for making rigorous claims about algorithmic improvements,
as demonstrated in recent work on the pitfalls of heuristic-dependent results (Oertell et al., 2025).

Setup. TextWorld provides gold solutions for each procedurally generated game, which we use as
demonstration data for SFT, representing human multi-turn trajectories. The SFT data follows a turn-
based chat format, the default template used in most instruction-following scenarios. We generate
SFT data with different random seeds than RL data to prevent leakage. We train Qwen-1.5B, Qwen-
7B, and Qwen-8B models using PPO, GRPO, and RLOO with consistent hyperparameters across
experiments. Full task specifications and training details appear in Appendices B.2 and C.2.

Multi-turn PPO Formulation. For optimization algorithms with advantage estimation, such as
Proximal Policy Optimization (PPO) (Schulman et al., 2017), we adopt token-level credit assign-
ment. We compute token-level values and apply to TD error as δit = rit + γV (hi+1

t )− V (hi
t) where

hi
t is the history up to and including token ait. Then we estimate the advantage for each token using

GAE: Âi
t =

∑L−i
l=0 (γλ)

lδi+l
t , where L is the horizon (number of tokens until episode ends). Even

though only <eos> tokens receive rewards, all preceding tokens get non-zero advantages through
value bootstrapping. Therefore, the Clipped Surrogate Objective for all tokens in the trajectory can
be written as:

LCLIP (θ) = Eτ∼πθ

[
T∑

t=0

nt+1∑
i=1

min
(
rit(θ)Â

i
t, clip(rit(θ), 1− ϵ, 1 + ϵ)Âi

t

)]

where the probability ratio for each token is: rit(θ) =
πθ(a

i
t|ht, a

<i
t )

πθold(a
i
t|ht, a

<i
t )

.

6.1 HOW DOES PRIOR MODEL POLICY INFLUENCE MULTI-TURN RL TRAINING?

We distinguish between model priors (initial policies from SFT) and continual training (subsequent
multi-turn online RL). This two-stage approach mirrors real-world deployment where agents learn
from demonstrations before online learning. Training SFT priors on golden solutions from w2-
o3-q4 TextWorld reveals that multi-turn RL with good imitation priors achieves comparable
performance with dramatically fewer RL episodes. Table 7 shows that an SFT prior trained on
60 demonstrations plus 400 RL episodes achieves 85% success on w2-o3-q4, nearly matching the
88% performance of pure RL training with 5000 episodes. This represents a significant reduction in
RL training data while maintaining competitive performance.

To determine optimal resource allocation, we analyze performance under a fixed budget of 1000 cost
units, assuming SFT data costs 10× more than RL episodes (reflecting higher human annotation ef-
fort). Pure SFT (100 demonstrations) achieves excellent in-domain performance (95% on w2-o3-q4)
but limited generalization (55% on w4-o6-q8). The optimal configuration uses 60 demonstra-
tion data with 400 RL episodes, achieving 85% on w2-o3-q4 and 59% on w4-o6-q8, balancing
task-specific performance with generalization. This demonstrates that while SFT provides crucial
behavioral priors, RL training remains essential for robustness—particularly important given
that real-world demonstrations are typically noisy.

Finally, we investigate cross-domain priors by training SFT models on ALFWorld demonstrations
(3553 samples) then applying PPO to TextWorld, and vice versa (3000 TextWorld demonstrations
to ALFWorld). We find that cross-domain priors cause rapid policy collapse during multi-turn
RL, likely because demonstration biases conflict with the target environment’s action-outcome re-
lationships, destabilizing the policy.
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Table 7: Performance across SFT/RL data allocations under fixed budget. Models trained on w2-o3-
q4, evaluated on w2-o3-q4 and w4-o6-q8. SFT followed by multi-turn PPO. ∗Results from previous
experiments included for comparison.

#SFT data #RL data SFT SFT (test on w4-o6-q8) SFT+PPO SFT+PPO (test on w4-o6-q8)

/ 5000 0.17 (base) 0.01 (base) 0.88∗ 0.12∗

0 1000 / / 0.54 0.11
20 800 0.59 0.15 0.62 0.15
40 600 0.75 0.51 0.72 0.44
60 400 0.71 0.53 0.85 0.59
80 200 0.94 0.29 0.95 0.35
100 0 0.95 0.55 / /

6.2 HOW DO RL ALGORITHMS IMPACT MULTI-TURN RL TRAINING?

Understanding whether performance gains stem from our multi-turn formulation or specific algo-
rithmic choices is crucial for establishing the generalizability of our approach. We compare PPO
(heuristic policy gradient method with value function bootstrapping) against RLOO (unbiased policy
gradient estimator) to isolate the contributions of our token-level credit assignment from algorithmic
design decisions (Oertell et al., 2025).

Both PPO and RLOO achieve substantial improvements over base models, demonstrating that
performance gains stem from our multi-turn formulation rather than PPO-specific heuristics.
Table 8 shows that PPO achieves 88% success on w2-o3-q4 versus RLOO’s 51%. This gap widens
on w4-o6-q8, where PPO reaches 59% success while RLOO fails completely (0%) for the 1.5B
model. PPO consistently outperforms RLOO in multi-turn settings, with performance gaps
increasing for complex environments. Model size also affects the gap: at 7B parameters, both
algorithms perform similarly on simple tasks (97% vs 98%), but PPO maintains advantages on
complex tasks (72% vs 47%). These results confirm that the performance gains are not due to PPO
heuristics, evidenced by RLOO’s consistent improvements across tasks.

Table 8: Comparison of PPO and RLOO on multi-turn TextWorld tasks across model sizes.
Task / Model Base model RLOO PPO

w2-o3-q4 / Qwen-1.5B 0.15 0.51↑0.36 0.88↑0.73
w4-o6-q8 / Qwen-1.5B 0.01 0.0 0.59↑0.58

w2-o3-q4 / Qwen-7B 0.65 0.97↑0.32 0.98↑0.33
w4-o6-q8 / Qwen-7B 0.28 0.47↑0.21 0.72↑0.44

We also examine GRPO, another heuristic-based method, implemented in §5.3 for SWE-Gym tasks.
While GRPO does not naturally apply to multi-turn training, SWE-Gym’s heavyweight environment
makes GRPO computationally advantageous, and there lacks dense reward functions for SWE-Gym.
Therefore, we draw parallels between PPO and GRPO as biased algorithms only under sparse reward
settings (only final rewards given per trajectory). The improvements from GRPO in Table 6, together
with PPO’s results in Table 8, demonstrate the effectiveness of biased methods in multi-turn RL.

7 REWARD

Multi-turn environments typically provide sparse feedback upon task completion, creating chal-
lenges across extended sequences that can lead to slow convergence or training instability. How-
ever, some environments offer dense reward signals with partial rewards at solution milestones. We
investigate how reward density, the frequency of feedback signals in trajectories, affects multi-turn
RL performance and learning efficiency.

Setup. We experiment with different reward densities on TextWorld tasks using PPO and RLOO.
Our reward density configurations leverage TextWorld’s built-in reward functions: (1) sparse re-
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wards, provided only upon task completion, and (2) dense rewards, provided at intermediate steps.
We quantify reward density as the average number of steps between reward signals and larger val-
ues indicate sparser rewards. We evaluate the tw-simple tasks4 from TextWorld, training on 3,000
episodes with different random seeds. Full task specifications and training details appear in Appen-
dices B.3 and C.3.

Table 9: Performance across reward density schemes on tw-simple tasks (Qwen-7B). Parentheses
show reward density as steps per reward.

Reward density Qwen-7B (PPO) Qwen-7B (RLOO)

Sparse (10.22) 0.41↑0.12 0.35↑0.06
Dense 1 (2.89) 0.29↑0.0 0.55↑0.26
Dense 2 (1.17) 0.58↑0.29 0.55↑0.26

7.1 WHAT REWARD SIGNALS ARE NEEDED FOR MULTI-TURN RL TRAINING?

Dense rewards significantly improve multi-turn RL performance, with optimal density varying
by algorithm. Table 9 shows differential effects on PPO and RLOO. PPO benefits most from the
densest rewards (Dense 2), achieving 58% success versus 41% with sparse rewards. RLOO shows
robust performance across dense schemes, achieving 55% success with both Dense 1 and Dense 2
configurations, suggesting its unbiased gradient estimates are less sensitive to reward density.

The key insight is that reward density should align with the optimization algorithm. While dense
rewards enable faster convergence—evidenced by substantial gains across both algorithms—their
effectiveness depends on signal quality. Poorly designed intermediate rewards can provide mislead-
ing guidance that impairs learning.

8 THE RECIPE AND CONCLUSION

Our systematic investigation across environment, policy, and reward pillars yields a practical recipe
for multi-turn agentic RL.

Environment: Start training on simpler environments as agents may develop transferable skills that
generalize to complex settings. Object complexity proves more challenging than spatial complexity,
suggesting that curriculum design should prioritize object manipulation skills. While single-task
training provides decent cross-task generalization, mixed-task training yields superior robustness.

Policy: Good imitation learning priors dramatically reduce RL sample complexity while maintain-
ing comparable performance. An optimal balance exists between demonstration and RL data that
maximizes both task-specific accuracy and generalization. Biased algorithms (PPO, GRPO) out-
perform unbiased alternatives (RLOO) in multi-turn settings, with performance gaps widening in
complex environments.

Reward: Dense rewards significantly improve multi-turn RL performance, with optimal density
varying by algorithm—PPO benefits most from dense feedback while RLOO shows robustness
across reward schemes.

Through systematic hyperparameter tuning, we identify a recipe that works across TextWorld, ALF-
World, and SWE-Gym, providing a starting point for practitioners. This work establishes that multi-
turn RL requires fundamental rethinking beyond single-turn optimization. By releasing our frame-
work and experimental artifacts, we aim to accelerate research in agentic AI systems capable of
extended real-world interaction, providing both the empirical foundation and practical guidelines
for developing truly autonomous agents.

4https://textworld.readthedocs.io/en/stable/textworld.challenges.
simple.html
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REPRODUCIBILITY STATEMENT

We are committed to ensuring the reproducibility of our experimental results. To this end, we
provide comprehensive details about our experimental setup and will release all necessary resources
for replication:

Code and Framework: We will open-source our complete multi-turn RL framework built on veRL,
including environment integrations for TextWorld, ALFWorld, and SWE-Gym. All training scripts,
evaluation pipelines, and data generation procedures will be included in the repository upon publi-
cation.

Experimental Details: Full hyperparameters for all experiments are provided in Appendices, in-
cluding learning rates, KL penalties, batch sizes, exploration budgets, and temperature settings
for each environment and model configuration. We specify exact model versions (Qwen2.5-1.5B-
Instruct, Qwen2.5-7B-Instruct, Qwen3-8B), training epochs, and convergence criteria. Task selec-
tion procedures, including random seeds for procedural generation in TextWorld and specific task
splits for ALFWorld and SWE-Gym, are also documented.

Data and Models: We detail our data generation process, including the creation of SFT demonstra-
tions from TextWorld gold solutions and the sampling strategy for SWE-Gym tasks. Model weights
for key experimental configurations will be released. For environments requiring specific versions,
we provide exact package versions and installation instructions.

Computational Requirements: All experiments were conducted on NVIDIA H100 GPUs. We
report approximate training times and computational resources required for each experimental con-
figuration, enabling researchers to estimate reproduction costs. The framework supports distributed
training for efficient replication at scale.
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A HYPERPARAMETER TUNING FOR MULTI-TURN RL

To establish a robust training recipe for multi-turn RL, we conducted systematic hyperparameter
sweeps training Qwen-1.5B on TextWorld w2-o3-q4 tasks using PPO. Following the setup in §4, we
train on 5,000 episodes and evaluate on 100 held-out episodes. Each experiment runs for 30 epochs
(approximately 575 steps) to assess early training stability, measuring task success rate throughout
training.

Figure 2 reveals substantial performance variation across hyperparameter configurations. Higher
KL coefficients (> 0.001) yield more stable training curves. Comparing configurations shows that
gamma values below 1.0 impair performance (blue vs. pink curves), while rollout temperature crit-
ically affects outcomes—optimal performance occurs between 0.7 and 1.0 (comparing light green,
pink, and dark green curves). Higher learning rates for both actor and critic networks improve
training efficiency and final performance (brown vs. light green curves).

Table 10 confirms the optimal configuration: KL coefficient of 0.01, temperature of 0.7, actor learn-
ing rate of 1e-6, critic learning rate of 1e-5, and gamma of 1.0. These settings provide both training
stability and strong final performance, forming the basis for our experiments across all benchmarks.

Figure 2: Training curves for Qwen-1.5B on TextWorld w2-o3-q4 with varying hyperparameters.
Parameters shown: KL coefficient (kl coef), rollout temperature (t), actor/critic learning rates, and
discount factor (gam).

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2026

Table 10: Success rates at epoch 30 on TextWorld w2-o3-q4 test set, sorted by performance. Only
top-performing configurations shown; excluded configurations performed substantially worse.

Ranking kl coef temperature actor lr critic lr gamma win rate
1 0.01 0.7 1e-6 1e-5 1.0 0.9
2 0.01 0.8 5e-7 5e-6 1.0 0.86
3 0.01 0.7 5e-7 5e-6 1.0 0.78
4 0.01 1.0 5e-7 5e-6 1.0 0.71
5 0.005 0.7 5e-7 5e-6 1.0 0.66
6 0.01 0.7 5e-7 5e-6 0.99 0.66
7 0.001 1.0 5e-7 5e-6 1.0 0.57
8 0.001 0.7 5e-7 5e-6 1.0 0.43

B DETAILS OF TASKS AND ENVIRONMENTS

We show an example of the TextWorld w2-o3-q4 task in Figure 3. The ALFWorld tasks are built on
TextWorld and they are similar in format, but the tasks in ALFWorld rely more on agents’ embodied
understanding. An example from ALFWorld heat & place task is presented in Figure 4.

We extract SWE-Gym tasks from their huggingface repository (https://huggingface.co/
datasets/SWE-Gym/SWE-Gym, which are readily available.

B.1 ADDITIONAL TASK DETAILS FOR §5

For environment complexity, we procedurally generated 5000 RL episodes for w2-o3-q4, w8-o3-q4,
w2-o12-q4, and w4-o6-q8 respectively using TextWorld’s tw-make, using random seeds ranging
from 30001 to 35000.

For task complexity using ALFWorld, we make sure the number of data for each training mixture
is the same, which is 1000. Here is a brief data statistics: (1) single-type tasks contain 1000 pick
& place tasks, randomly sampled from 3553 train data; (2) mixed-type (4 types) contain 250 heat,
cool, cook, and examine tasks respectively; (3) mixed-type (all types), randomly sampled 1000 any
type of tasks from 3553 train data.

For task complexity using SWE-Gym, we make sure the number of data for each training mixture
is the same, which is 90. Here is a brief data statistics: (1) single-type tasks contain 90 getmoto
tasks, randomly sampled from the SWE-Gym huggingface repo; (2) mixed-type (5 types) contain
18 getmoto, pydantic, mypy, pandas, and interactive dvc tasks respectively.

B.2 ADDITIONAL TASK DETAILS FOR §6

We collect 0/20/40/60/80/100 SFT data from the gold trajectories from TextWorld games. The seeds
range from 40001 to 40101, different from the RL data.

B.3 ADDITIONAL TASK DETAILS FOR §7

The tasks are procedurally generated using TextWorld’s built-in tw-simple function, which has
a dense reward calculator for each step. We utilize TextWorld’s built-in reward function to assign
rewards per step. We collect 3000 episodes with sparse, dense 1, and dense 2 density levels, respec-
tively.

C DETAILS OF TRAINING AND EVALUATION

We train Qwen-1.5B, Qwen-7B, and Qwen-8B on 8 NVIDIA H100 GPUs.

For PPO, by default, we use an actor learning rate of 5e-7, a critic learning rate of 5e-6, a clip ratio
of 0.2, a discount factor γ of 1.0, a KL penalty coefficient of 0.001, batch size of 256, and a zero
entropy regularization for both Qwen-1.5B and Qwen-7B models.
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You are an expert TextWorld game solver. Your goal is to generate the best next action that will lead 
to winning the game.



End your output sequence with an action starting with a verb. Example: open box.



Here is how to win the game:


Here is your interactions so far:


I hope you're ready to go into rooms and interact with objects, because you've just entered 
TextWorld! Here is your task for today. Your first objective is to take the type J keycard from the 
case in the studio. After that, make it so that the type J chest is unlocked with the type J keycard. 
Then, ensure that the type J chest is open. Then, take the Quote of the Day Calendar from the type 
J chest in the studio. And if you do that, you're the winner!



current state: You are now in the studio.

You find yourself in a studio. An ordinary one. The room is well lit.

You see a locked type J chest. You lean against the wall, inadvertently pressing a secret button. The 
wall opens up to reveal a case. The case contains a type J keycard.

You need an unblocked exit? You should try going north.

You are carrying nothing.



current state: You are now in the studio.

You take the type J keycard from the case.

You are carrying: a type J keycard.



current state: You are now in the studio.

You unlock the type J chest.

You are carrying: a type J keycard.



current state: You are now in the studio.

You open the type J chest, revealing a Quote of the Day Calendar.

You are carrying: a type J keycard.



your action: take type J keycard from case



your action: unlock type J chest with type J keycard



your action: open type J chest



your action: take Quote of the Day Calendar from type J chest




Final reward: 1

Figure 3: Textworld w2-o3-q4 task example. The text in gray are the prompts. The bold text is the
objective. The text in blue are the observations and the text in orange are the actions.
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You are an expert TextWorld game solver. Your goal is to generate the best next action that will lead to 
winning the game.



End your output sequence with an action starting with a verb. Example: open box.



Here is how to win the game:


Here is your interactions so far:


......

heat some apple and put it in fridge.




current state: -= Welcome to TextWorld, ALFRED! =-\n\nYou are in the middle of a room. Looking quickly 
around you, you see a cabinet 6, a cabinet 5, a cabinet 4, a cabinet 3, a cabinet 2, a cabinet 1, a 
coffeemachine 1, a countertop 3, a countertop 2, a countertop 1, a drawer 3, a drawer 2, a drawer 1, a 
fridge 1, a garbagecan 1, a microwave 1, a shelf 3, a shelf 2, a shelf 1, a sinkbasin 1, a stoveburner 4, a 
stoveburner 3, a stoveburner 2, a stoveburner 1, and a toaster 1.\n\nYour task is to: heat some apple and 
put it in fridge.



current state: You arrive at garbagecan 1. On the garbagecan 1, you see a apple 2, and a soapbottle 3.



current state: You pick up the apple 2 from the garbagecan 1.



your action: go to garbagecan 1



your action: take apple 2 from garbagecan 1



your action: go to microwave 1




Figure 4: ALFWorld heat & place task example. The text in gray are the prompts. The bold text is
the objective. The text in blue are the observations and the text in orange are the actions. We only
provide part of the task trajectory because it is very long and is similar to the TextWorld example.
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For GRPO, by default, we use an actor learning rate of 1e-6, KL loss coefficient of 0.001, GRPO
sampling number of 4, and batch size of 16 for Qwen3-8B model.

For RLOO, by default, we use an actor learning rate of 1e-6, a KL penalty coefficient of 0.001, and
batch size of 256 for both Qwen-1.5B and Qwen-7B models.

For SFT, by default, we use learning rate of 1e-6.

C.1 ADDITIONAL TRAINING DETAILS FOR §5

For TextWorld experiments, we train 150 epochs and evaluate on 100 held-out test sets (with seeds
1 to 100) at epoch 150.

For ALFWorld experiments, given that the base model has zero accuracy on the tasks, we do one
epoch of SFT on 300 data, with different seeds from RL data. After the SFT initialization, we train
90 epochs and evaluate on 100 held-out test sets at epoch 90.

For SWE-Gym experiments, we train 15 epochs and evaluate on 25 held-out test sets at epoch 15.

C.2 ADDITIONAL TRAINING DETAILS FOR §6

For SFT, we do exactly one epoch, ensuring there is only one pass on the demonstration data to
avoid overfitting. We train RL on top of the SFT for another 100 epochs.

For RLOO and PPO comparison, we train 150 epochs for each, similar to Appendix C.1.

C.3 ADDITIONAL TRAINING DETAILS FOR §7

For PPO and RLOO training for dense rewards, we train 150 epochs for each and test on 100 held-
out data at epoch 150.

D USE OF LLMS

We used large language models (specifically Claude) exclusively for text polishing and grammar
checking during the preparation of this manuscript. The LLM was used to improve clarity, fix
grammatical errors, and enhance the conciseness of our writing. All experimental design, analysis,
interpretations, and scientific conclusions are entirely our own original work. No LLMs were used
for generating experimental results, creating figures or tables, or producing any technical content.
The core research ideas, methodology, and findings presented in this paper are the product of human
authorship.
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