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Abstract001

TikTok has emerged as a key platform for dis-002
cussing polarizing topics, including climate003
change. Despite its growing influence, there004
is limited research exploring how content fea-005
tures shape emotional alignment between video006
creators and audience comments, as well as007
their impact on user engagement. Using a com-008
bination of pretrained and fine-tuned textual009
and visual models, we analyzed 7,110 TikTok010
videos related to climate change, focusing on011
content features such as semantic clustering012
of video transcriptions, visual elements, tonal013
shifts, and detected emotions. (1) Our find-014
ings reveal that positive emotions and videos015
featuring factual content or vivid environmen-016
tal visuals exhibit stronger emotional align-017
ment. Furthermore, emotional intensity and018
tonal coherence in video speech are significant019
predictors of higher engagement levels, offer-020
ing new insights into the dynamics of climate021
change communication on social media. (2)022
Our preference learning analysis reveals that023
comment emotions play a dominant role in pre-024
dicting video shareability, with both positive025
and negative emotional responses acting as key026
drivers of content diffusion. We conclude that027
user engagement—particularly emotional dis-028
course in comments—significantly shapes cli-029
mate change content shareability.030

1 Introduction031

Over the years, social media platforms have be-032

come crucial spaces for discussing pressing is-033

sues—including climate change and sustainabil-034

ity—and fostering social activism, particularly035

among younger audiences (Hautea et al., 2021;036

Zulli and Zulli, 2020). TikTok has become one037

of the leading platforms for information gathering,038

with more than 120 million active users in 2024,039

(Statista, 2025) and one in four of them being un-040

der the age of 24 (Topics, 2024). Climate change041

activism on TikTok has been documented in suc-042

cessful movements like Just Stop Oil (2025) and043

Extinction Rebellion (2024), which showcased the 044

power of this platform to amplify the message of 045

offline activism. Given TikTok’s rapid rise in popu- 046

larity and crucial role in information dissemination, 047

further research is needed to understand how audi- 048

ences engage with climate change narratives and 049

what features result in the video being more widely 050

disseminated. 051

1.1 Content Features 052

There is limited research exploring the key content 053

features that affect emotions and the potential for 054

a video to be shared with others. Previous studies 055

focused on features such as communication styles, 056

visual imagery, and digital affordances unique to 057

TikTok, such as stitches and other video editing 058

techniques (Guo et al., 2024; Zulli and Zulli, 2020). 059

However, the role of specific visual subjects of 060

videos (e.g., environmental imagery, protests, or 061

people) in impacting emotions or circulation is un- 062

explored. Additionally, thematic framing has been 063

shown to shape audience engagement and influ- 064

ence public discourse and action on climate change 065

(Nabi et al., 2018). Our study fills this gap by exam- 066

ining how multimodal content features on TikTok 067

influence (1) emotional alignment between videos 068

and comments and (2) shareability. 069

1.2 The Role of Emotions on TikTok 070

The current literature presents mixed findings on 071

how emotional valence influences engagement be- 072

havior. For instance, Ling et al. (2021) found 073

no effect of emotional valence on TikTok virality, 074

while Chen et al. (2021) reported that TikToks with 075

positive titles received higher shares. Conversely, 076

da Silva Fonseca (2023) observed that fear is not an 077

effective emotion for driving engagement, whereas 078

other studies found that negatively-valenced Tik- 079

Toks elicited more comments and stimulated dis- 080

cussion (Li et al., 2021; Meng et al., 2018; Cheng 081

and Li, 2023). Studies such as Hautea et al. (2021) 082
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highlight how emotions facilitate the formation of083

“affective publics” that are more likely to partici-084

pate in action both online and offline. For instance,085

Liu and Kuang (2024) found that fear and anxi-086

ety motivate participation in online climate actions,087

while Nabi et al. (2018) showed that hope positively088

influences offline action.089

Moreover, studies on emotional contagion have090

shown that individuals tend to mimic the emotions091

they encounter (Hatfield et al., 1993; Andersson092

and Karlsson, 2024), suggesting that videos that093

resonate with viewers are more likely to elicit emo-094

tionally aligned comments. This led us to investi-095

gate what content features affect such alignment.096

1.3 Engagement and Shareability097

Previous research has examined social media en-098

gagement using metrics such as views, likes, com-099

ments, and shares (Perreault and Mosconi, 2018;100

Trunfio and Rossi, 2021; Aldous et al., 2019; Tenen-101

boim, 2022). Since shares reflect a call to action102

and measure shareability, we aimed to investigate103

how shareability is influenced independently, with-104

out the confounding effects of other engagement105

metrics such as likes, views, and comments.106

Prior studies examined how content features107

drive social media sharing (Nowak-Teter and108

Łódzki, 2023; Hu and Noor, 2024), but overlooked109

how these effects vary across different engagement110

levels—a crucial consideration for content creators.111

To bridge this gap, we classify engagement into112

Low, Medium, and High tiers, enabling a more113

nuanced understanding of how content influences114

sharing at different stages of audience interaction.115

2 Method116

2.1 Dataset Collection and Cleaning117

Using TikTok’s Research API, we scraped 23,878118

videos tagged with "#climatechange" in the United119

States, along with their associated comments,120

posted between 1 January 2024 and 1 November121

2024. For this study, we focused on videos with a122

narrative voiceover speech to analyze how spoken123

content influences audience emotions and engage-124

ment. Speech transcriptions were generated using125

OpenAI’s Whisper-large-v2 model.126

We observed that a significant portion of the127

videos tagged with "#climatechange" were unre-128

lated to the topic and were likely included due to129

misuse of the hashtag. To address this, we per-130

formed a binary relevance query on each transcrip-131

tion using GPT-4o (the snapshot version of gpt-4o- 132

2024-08-06)(OpenAI, 2024). Details of the query 133

prompt are provided in Appendix A.1. 134

After applying relevance filtering, deduplication, 135

and excluding videos without comments or those 136

in non-English languages, we curated a dataset 137

of 7,110 videos and 116,256 corresponding com- 138

ments. We refer to this dataset as ClimateDisc. We 139

compute feature vectors for 7,505,104 video pairs 140

as described in Section 2.5. ClimateDisc is pub- 141

licly available at https://anonymous, allowing 142

academic and non-commercial use with attribution. 143

2.2 Emotion Detection 144

We analyzed emotions in both the speech and com- 145

ments within ClimateDisc to explore emotional 146

alignment. We deployed RoBERTa-large (Liu 147

et al., 2019) models trained on the GoEmotions 148

dataset (Demszky et al., 2020) which is composed 149

of 58,000 curated Reddit comments labeled for 28 150

emotion categories. To simplify the analysis and 151

determine the most effective combination of emo- 152

tions for analysis, we grouped these 28 emotion 153

categories that align with Plutchik’s psychological 154

study (2001) into three levels to reduce complexity 155

by combing related emotions into 15, 8, and 5 cate- 156

gories (Appendix B). We trained three RoBERTa- 157

large emotion classifiers, one for each grouping, us- 158

ing the respective collapsed datasets. Training was 159

conducted for 4 epochs with a learning rate of 2e-5. 160

Model performance metrics are provided in Ap- 161

pendix C, with the 5-emotions classifier achieving 162

the best results with a F1-score of 0.660 compared 163

to 0.596 and 0.645 for the 15 emotions and 8 emo- 164

tions respectively. Consequently, our primary anal- 165

ysis focuses on the 5-category framework, which 166

balances interpretability, computational efficiency, 167

and performance. Finally, we applied these classi- 168

fiers to the video speeches in ClimateDisc. 169

2.3 Feature Identification 170

We aim to understand what are the effects of key 171

content features and the emotion alignment be- 172

tween video speeches and comments on the po- 173

tential for dissemination of TikTok videos. We 174

adopted two main approaches in our feature selec- 175

tion: (1) textual analysis, incorporating tone shift 176

detection and centroid-based clustering of the se- 177

mantic content in speech transcriptions, and (2) 178

a prompt-based feature identification process on 179

the visual elements in the video through the use 180

the LLaVa-NeXT-Video model (Liu et al., 2024; 181
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Zhang et al., 2024).182

2.3.1 Textual Feature Identification183

In the ClimateDisc dataset, we observed that a sig-184

nificant portion of the speech content exhibits clear185

tonal shifts. These include transitions such as mov-186

ing from a calm description of a phenomenon to187

an emotional outburst, or from a serious and an-188

alytical discussion to a humorous or lighthearted189

tone. To systematically identify and analyze these190

tonal shifts, we utilized GPT-4o, prompting it191

(Appendix A.2) to evaluate whether a noticeable192

change in tone occurred within the video speeches.193

Additionally, we generated high dimensional194

word embeddings for each of the video speeches195

with the sentence transformer all-MiniLM-L6-v2196

(Wang et al., 2020), mapping transcription text to197

a 384 dimensional dense vector space and reduced198

the dimension with principal component analysis199

(Wold et al., 1987). Our experiment shows that re-200

duction to two-dimensional vectors yields the best201

result in terms of clustering performance. We then202

performed K-means clustering on the word em-203

beddings of the speeches. As described in 3.1, we204

chose the number of clusters to be 3. After applying205

the clustering method to the dataset, the distribution206

of samples across the clusters was 29.2%, 35.9%,207

and 34.8% for clusters 0, 1, and 2, respectively.208

2.3.2 Visual Feature Identification209

In addition to analyzing the narrative speech in210

the video from a pure natural language processing211

standpoint, we wanted to also examine the visual el-212

ements in the videos to uncover more features and213

gain deeper insights into the videos’ overall content.214

Through our qualitative analysis of ClimateDisc,215

we identified five broad categories of videos: (1)216

hasFace: videos of individuals, including social217

influencers, speaking directly to the camera and218

expressing their views on global warming, (2) has-219

News: news media segments showcasing reporters220

and newsroom settings, (3) hasEnvVisual: videos221

featuring visual cues such as images or clips of222

natural environments, including melting glaciers223

and wildfires, (4) hasExplanations: explanatory or224

tutorial videos presenting scientific topics related225

to climate change, and (5) hasProtests: protest226

videos addressing climate policies.227

To process the visual elements in the videos,228

we utilized the 7-billion-parameter version of229

the multimodal LLaVa-NeXT-Video model. This230

instruction-following model processes natural lan-231

guage instructions and generates corresponding re- 232

sponses. By incorporating temporal information 233

through the analysis of multiple video frames, the 234

model achieves a more comprehensive understand- 235

ing of the visual content. We used custom instruc- 236

tion prompts for each of the five categories de- 237

scribed above and convert the generated results 238

into binary labels. The specific instructions used in 239

our experiments are detailed in Appendix A.3. 240

To quantitatively measure reliability of the 241

LLaVa generated labels, we conducted an inter- 242

rater agreement study evaluated with Cohen’s 243

Kappa. The results show substantial agreement 244

for hasFace, hasNews, hasEnvVisual while ha- 245

sExplanations and hasProtests faced challenges 246

due to intrinsic subjectivity. Full details of the 247

agreement study can be found in Appendix D. 248

2.4 Emotion Alignment 249

We define a custom metric, called the Emotion 250

Alignment Score (EAS), to quantify the degree of 251

alignment between the emotions expressed in a 252

video’s speech and its corresponding comments. 253

The method is demonstrated using the 5-emotions 254

set (anger, fear, happiness, sadness, neutral) as an 255

example, although the same process applies to the 256

8-emotions and 15-emotions sets. 257

For a video v, let the emotion detected in the 258

video’s speech be ev, and let the video have nc 259

comments, with the detected emotions for the com- 260

ments denoted as e1, e2, ..., enc for the video v. 261

As an illustrative example, consider ev = fear 262

and nc = 3 with e1 = fear, e2 = fear, e3 = 263

sadness. Therefore, the comments for the video 264

v can be encoded with a single vector cenc = 265

[0, 2, 0, 1, 0], where the order of emotions is fixed 266

as [anger:0, fear:2, happiness:0, sadness:1, neu- 267

tral:0]. Similarly, the emotion of the speech ev = 268

fear, is encoded using one-hot encoding as venc = 269

[0, 1, 0, 0, 0]. 270

The EAS is calculated using cosine similarity: 271

EAS(v) =
venc · cenc

∥venc∥∥cenc∥
. (1) 272

The score reflects the degree to which speech and 273

comments exhibit similar emotional patterns for a 274

given video, with higher values indicating stronger 275

alignment. 276

2.5 Engagement Analysis 277

Engagement metrics such as likes, views, shares, 278

and comments influence a video’s visibility, as so- 279

cial media algorithms prioritize highly engaged 280
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content (Gerlitz and Helmond, 2013). While these281

metrics are widely recognized as key drivers of con-282

tent circulation, it remains unclear whether share-283

ability is driven solely by engagement or if intrin-284

sic content features play a significant role. Stud-285

ies have primarily examined the relationship be-286

tween engagement and shareability (Stappen et al.,287

2021). In contrast, our approach focuses exclu-288

sively on content features to determine how intrin-289

sic video characteristics contribute to share propa-290

gation when engagement levels (#comment, #like,291

#views) are similar.292

We used a binning approach to group videos by a293

single engagement metric while ignoring the other294

two. For instance, when binning by view count,295

videos within each bin had similar view counts,296

regardless of their comment and like counts. Us-297

ing quantile-based binning, we divided videos into298

eight balanced bins. Within each bin, we iterated299

through all possible video pairs, assigning each pair300

a binary label based on share count. A label of 1301

was assigned if the first video had a higher share302

count than the second, and 0 if the second video303

had a higher share count.304

To ensure robust feature selection, we incorpo-305

rate a diverse range of content-related variables.306

Features include hasEnvVisual, hasProtests, has-307

News, hasExplanations, hasFace, tone change,308

cluster for speech text, and various emotions de-309

tected in transcriptions and comments. These fea-310

tures are selected based on their relevance to cli-311

mate discourse and their potential to shape audi-312

ence reactions and engagement (Basch et al., 2021;313

Nguyen, 2023; Bieniek-Tobasco, 2019).314

This methodology is applied across all engage-315

ment metrics to create three datasets: ClimateDisc-316

ViewCount, where videos are binned by view count,317

comprising 2,847,392 video pairs; ClimateDisc-318

CommentCount, where videos are binned by com-319

ment count, comprising 2,035,664 video pairs; and320

ClimateDisc-LikeCount, where videos are binned321

by like count, comprising 2,622,048 video pairs.322

By structuring our analysis this way, we effec-323

tively disentangle content effects from engagement-324

driven amplification, allowing us to pinpoint which325

content characteristics enhance shareability inde-326

pendently of prior engagement.327

2.6 Pairwise Preference Learning328

To examine video shareability through con-329

tent features, we trained a Siamese Network330

(Bromley et al., 1993) for pairwise preference331

learning, developing separate models: Model- 332

CommentCount, Model-LikeCount, and Model- 333

ViewCount. Each model was trained on its respec- 334

tive engagement-controlled dataset—ClimateDisc- 335

CommentCount, ClimateDisc-LikeCount, and 336

ClimateDisc-ViewCount—to predict which video 337

in a pair was more likely to be shared while con- 338

trolling for the selected engagement metric. 339

Each dataset was split into 70% training, 15% 340

validation, and 15% test sets. We performed 5-fold 341

cross-validation on the training set to select the 342

best model configuration, then trained it on the full 343

training set with early stopping on the validation 344

set. 345

The Siamese Network consists of two identical 346

branches, each processing one video’s feature 347

set. Given a pair of videos (v1, v2) , their 348

corresponding feature representations x1 and 349

x2 were processed through a shared neural 350

network f(·), which maps them into a latent 351

representation space: h1 = f(x1), h2 = f(x2) 352

where f(·) is a multi-layer fully connected 353

network. The feature representations x1 and 354

x2 represent the content characteristics of the 355

videos, including visual elements (hasEnvVisual, 356

hasProtests, hasNewsBroadcast), explanatory 357

content (hasExplanations), facial presence 358

(hasFace), tonal variation (toneChanged), cluster- 359

ing assignments (cluster_speech), and vectors of 360

emotions from transcriptions and comments. 361

To compare the two videos, we computed the 362

element-wise difference between their latent rep- 363

resentations: d = h1 − h2. This difference vector 364

was then passed through a fully connected layer 365

with a sigmoid activation to produce a probability 366

score: ŷ = σ(wTd+b) where w is a learned weight 367

vector, b is a bias term, and σ(·) is the sigmoid ac- 368

tivation function, ensuring the output falls within 369

the range (0,1). The output ŷ represents the pre- 370

dicted probability that video v1 is more shareable 371

than video v2. If ŷ ≥ 0.5, the model predicts that 372

video v1 is more shareable and assigns it a label 373

of 1. Otherwise, it predicts that video v2 is more 374

shareable and assigns it a label of 0. 375

To assess model performance, we evaluated pair- 376

wise classification accuracy, which measures the 377

proportion of correctly predicted video preferences. 378

Specifically, accuracy is calculated as the ratio of 379

correctly classified video pairs to the total number 380

of pairs in the test set. By training separate mod- 381

els for each engagement-controlled dataset, we en- 382

sured that engagement metrics were neutralized, al- 383
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lowing for a focused analysis of the role of content-384

related factors in determining video shareability.385

This approach provides insight into whether con-386

tent characteristics alone can predict shareability at387

comparable levels of engagement.388

2.7 Feature Importance and Bin Analysis389

To determine the most influential content-related390

features in video shareability, we performed a391

permutation-based feature importance analysis392

for Model-CommentCount, Model-LikeCount, and393

Model-ViewCount at both global and bin-specific394

levels. This approach quantifies each feature’s im-395

pact by measuring the increase in model loss when396

its values are randomly permuted. A larger loss397

increase indicates higher importance in the model’s398

predictions.399

Since engagement metrics such as comments,400

likes, and views follow a power-law distribution,401

where a small fraction of videos receive dispropor-402

tionately high engagement (Johnson et al., 2014),403

traditional quantile-based binning may not effec-404

tively capture meaningful engagement differences.405

To address this, we adopted a ranking-based bin-406

ning strategy, defining engagement levels based on407

a video’s relative position in the distribution rather408

than fixed thresholds.409

Videos were ranked in ascending order based on410

a single engagement metric (e.g., comment count,411

like count, or view count). Each video was then412

assigned to a bin according to its percentile rank:413

low (0–33rd percentile), moderate (34–66th per-414

centile), and high (67–100th percentile) (Appendix415

E). This method ensures balanced bin sizes while416

preserving the relative order of engagement lev-417

els, preventing extreme values from distorting the418

binning process.419

Using our trained Siamese Network, we applied420

this binning strategy to analyze feature importance421

at different engagement levels. Within each bin,422

we compared video pairs with similar engagement423

profiles but differing share counts to isolate content-424

driven shareability factors. We first computed the425

baseline model performance on the original dataset.426

Then, for each feature, we randomly permuted its427

values across all video pairs, breaking its associa-428

tion with shareability. The model was re-evaluated,429

and the change in performance was used to quan-430

tify the feature’s importance. A greater difference431

in performance indicated a stronger influence of432

the feature on shareability predictions.433

3 Results 434

3.1 Transcription Clustering 435

We applied K-means clustering to speech transcrip- 436

tions and used the elbow method to determine the 437

optimal number of clusters. As shown in Figure 1, 438

WCSS (Hartigan et al., 1979) decreases as clus- 439

ter count increases, with a noticeable elbow at 440

k = 3. This aligns with the highest Silhouette 441

score (Shahapure and Nicholas, 2020), confirm- 442

ing well-defined clusters. Figure 8 in Appendix F 443

further illustrates their distinct separation. 444

Each cluster follows a clear theme: Political 445

Critique (Cluster 0), Sustainability and Local 446

Knowledge (Cluster 1), and Personal Impacts 447

and Cataclysmic Fears (Cluster 2). The three 448

data points closest to each centroid, included in 449

Appendix G, exemplify these themes. 450

Figure 1: Within-Cluster Sum of Squares (WCSS),
where lower values indicate better compactness, and Sil-
houette Score, where higher values reflect better-defined
clusters, across varying numbers of clusters.

3.2 Emotion Alignment 451

3.2.1 Alignment in ClimateDisc 452

To explore the relationship between video speech 453

and their corresponding comments, we analyzed 454

the emotion distribution across the full ClimateDisc 455

dataset. Figure 2 presents a heatmap illustrating 456

the frequency of various emotions in the comments 457

for each emotion detected in the video speeches. 458

For instance, when anger is detected in a video 459

speech, the corresponding comments exhibit 6918 460

instances of happiness, 2080 instances of fear, 1323 461

instances of sadness, and 4056 instances of anger. 462

To assess emotion alignment, we focus on the di- 463

agonal of the heatmap, which represents instances 464

where the emotions in the video speeches match 465

those in the comments. A stronger intensity along 466

the diagonal indicates greater emotional alignment 467

between video speeches and comments within the 468
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Figure 2: Frequency distribution of emotions in com-
ments relative to the emotions expressed in videos, il-
lustrating alignment and discrepancies across emotion
categories. Neutral emotions are excluded.

ClimateDisc dataset. As shown in Figure 2, the pos-469

itive emotion happiness exhibits strong alignment,470

with a high intensity on the diagonal. In contrast,471

negative emotions such as anger, sadness, and fear472

elicit more diverse emotional responses in the com-473

ments, with notable off-diagonal frequencies. No-474

tably, sadness, with relatively low intensities both475

on and off the diagonal, appears to resonate less476

strongly with viewers, suggesting it may not evoke477

as strong or consistent reactions compared to other478

emotions.479

The average Emotion Alignment Score (EAS)480

for the full ClimateDisc dataset is 0.532 (Eq. 1),481

indicating a moderate level of alignment between482

video speeches and their corresponding comments.483

3.2.2 Alignment in Feature Groups484

We grouped the videos by feature and identified485

the most strongly aligned emotion within each486

group, as presented in Table 1. Across all feature487

groups, happiness consistently emerged as the most488

strongly aligned emotion, reinforcing our earlier489

findings in Section 3.2.1.490

Moreover, we computed each feature group’s491

EAS, and compared it to the full ClimateDisc492

dataset’s EAS. The results, summarized in Table 1,493

are statistically significant except for hasProtests.494

Notably, the feature group hasEnvVisual shows495

stronger alignment according to the EAS, poten-496

tially due to the emotionally compelling nature of497

environment images which evoke more direct and498

concentrated emotional responses, aligning with499

the video’s original intent. Likewise, hasExpla-500

nations, which presents viewers with factual and 501

informational content that contain less ambiguity, 502

is successful in guiding audience emotional reac- 503

tions and shows stronger alignment (EAS 0.587). 504

In contrast, hasFace and hasNews, which exhibit 505

lower alignment, may reflect the neutral tone of 506

their content, leading to greater emotional discrep- 507

ancies in viewer comments. 508

Another finding is the significantly lower align- 509

ment (0.472) when there is a change in tone 510

(toneChanged) within the video. This tonal shift 511

potentially confuses or alienate viewers, prompting 512

emotional responses in the comments that deviate 513

from the video’s overarching emotional narrative. 514

Looking at the thematic clusters, Cluster 1 (Po- 515

litical Critique) and Cluster 2 (Sustainability and 516

Local Knowledge) both show significantly higher 517

alignment. As these topics typically center on 518

factual content or reasoned argumentation (Ap- 519

pendix G), the emotional responses tend to remain 520

focused on the issues at hand; thereby aligning with 521

the video’s tone. Conversely, Cluster 3 (Personal 522

Impacts and Cataclysmic Fears) has significantly 523

lower alignment (0.491). The more fear-driven and 524

subjective nature of catastrophic themes may lead 525

viewers to respond with emotions divergent from 526

those intended or expressed in the video. 527

Feature EAS P-Val Top Aligned
hasFace 0.523 ↓ < .001 happiness
hasNews 0.518 ↓ < .05 happiness
hasEnvVisual 0.550 ↑ < .05 happiness
hasExplanations 0.587 ↑ < .001 happiness
hasProtests 0.553 ↑ 0.480 happiness
toneChanged 0.472 ↓ < .001 happiness
Cluster 1 0.536 ↑ < .001 happiness
Cluster 2 0.563 ↑ < .001 happiness
Cluster 3 0.491 ↓ < .001 happiness

Table 1: Emotion Alignment Scores (EAS) across fea-
ture groups. Features marked with ↑ indicate greater
video-comment alignment compared to the overall EAS
of the full ClimateDisc dataset (0.532), while ↓ denotes
lower alignment. P-values represent the statistical sig-
nificance of the difference in EAS between each feature
group and the full dataset. Top Aligned represents the
strongest aligned emotion for each feature group.

3.3 Feature Importance in Preference 528

Learning 529

Our global feature importance analysis high- 530

lights key content-related factors influencing video 531

shareability across different engagement metrics. 532

The global feature importance scores for Model- 533

CommentCount, Model-LikeCount, and Model- 534
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ViewCount, revealing the most significant predic-535

tors of video shareability, are presented in Fig. 3.536

Figure 3: Global feature importance scores for
Model-CommentCount, Model-LikeCount, and Model-
ViewCount. Each feature is represented along the y-axis,
with corresponding importance scores for each model.

User-generated emotional expressions in com-537

ments emerge as the strongest determinants of538

shareability across all models. Specifically, sad-539

ness consistently exhibits the highest feature im-540

portance, followed by happiness and anger. This541

trend suggests that emotionally charged discus-542

sions—whether driven by negative (sadness, anger)543

or positive (happiness) sentiments—play a crucial544

role in video dissemination. The dominance of545

comment-based emotions aligns with existing re-546

search on emotional contagion in social media,547

where emotionally engaging content is more likely548

to be shared and circulated (Dobele et al., 2007).549

Moreover, our result aligns with the finding in the550

study by Ziyada and Shamoi (2024) that viewer551

comments and reactions have a bigger impact on552

video popularity than raw video features.553

Beyond audience sentiment, linguistic and visual554

attributes also contribute to shareability. The clus-555

tering of speech text (cluster_speech) indicates556

that thematic coherence enhances video distribu-557

tion. Similarly, tonal variation (toneChanged) and558

facial presence (hasFace) play a role, suggesting559

that expressive speech and human faces improve560

engagement. These findings are consistent with re-561

search showing that facial presence enhances user562

engagement and perceived authenticity (Bakhshi563

et al., 2014).564

Speech-derived emotions, including fear, hap-565

piness, and anger, rank moderately, reinforc-566

ing that emotionally expressive speech influ-567

ences audience engagement. Environmental vi-568

suals (hasEnvVisual) and explanatory elements569

(hasExplanations) also contribute, though to a 570

lesser extent than direct emotional expression. No- 571

tably, news and protest-related content (hasNews, 572

hasProtests) rank among the least influential fac- 573

tors, suggesting that while these topics may spark 574

discussion, they do not necessarily drive sharing 575

behavior. 576

Overall, content-related features beyond engage- 577

ment metrics has a significant impact on shareabil- 578

ity. The strong influence of comment emotions 579

highlights that audience reactions, rather than in- 580

trinsic video properties, are key to predicting vi- 581

rality. Additionally, the importance of thematic 582

coherence and tonal variation underscores the role 583

of narrative and audiovisual presentation in content 584

dissemination. 585

3.4 Bin-Specific Feature Importance 586

To further investigate content-driven shareability at 587

different engagement levels, we conducted a bin- 588

specific feature importance analysis, categorizing 589

videos into Low, Moderate, and High engagement 590

bins. The feature importance scores across engage- 591

ment levels for each model are shown in Fig. 4. 592

For Model-CommentCount, the results show a 593

shift from content-driven to audience-driven fac- 594

tors. In the Low bin, speech text clusters, environ- 595

mental visuals, and facial presence are the strongest 596

predictors, suggesting that content features drive 597

early engagement. As engagement rises to the Mod- 598

erate bin, comment emotions—sadness (.10), hap- 599

piness (.10), and anger (.09)—gain importance, in- 600

dicating that audience responses increasingly shape 601

shareability. In the High bin, comment sentiment 602

dominates, with sadness (.31), anger (.17), and 603

happiness (.13) as the top predictors, while content- 604

based attributes lose influence. This suggests that 605

while content features attract initial engagement, 606

sustained virality is largely driven by audience in- 607

teractions. 608

For Model-LikeCount, comment-based emotions 609

consistently influence shareability, though their im- 610

pact varies across bins. In the Low bin, happi- 611

ness (.11), anger (.10), and sadness (.08) are key 612

predictors, highlighting the early role of audience 613

sentiment. As engagement increases, comment 614

emotions intensify, with happiness (.14), anger 615

(.12), and sadness (.11) dominating in the Moder- 616

ate bin. In the High bin, these factors become even 617

more pronounced, with happiness (.26), sadness 618

(.22), and anger (.17) as the strongest predictors. 619

Content-related features like speech text cluster 620

7



Figure 4: Bin-specific feature importance scores across
Low, Moderate, and High engagement levels for
Model-CommentCount, Model-LikeCount, and Model-
ViewCount, respectively. Each feature is represented
along the y-axis, with corresponding importance scores
for each sub-bin.

and tonal changes remain relevant but decline in621

importance, reinforcing that audience emotional622

engagement, especially in comments, becomes the623

primary driver of shareability at higher engagement624

levels.625

For Model-ViewCount, comment emotions con-626

sistently drive shareability, though their influence627

evolves with engagement. In the Low bin, happi-628

ness (.11), sadness (.09), and anger (.08) are key629

predictors, alongside tone changes (.09) and fa-630

cial presence (.08), suggesting that both content631

and audience engagement contribute to early-stage632

shareability. As engagement grows, comment-633

based emotions strengthen, with happiness (.13),634

sadness (.11), and anger (.10) dominating in the635

Moderate bin. The role of speech text cluster636

(.10) and visual elements (.07) remains, though637

slightly diminished. In the High bin, comment638

sentiment becomes the primary predictor, with sad-639

ness (.27), happiness (.21), and anger (.15) rank-640

ing highest, while content-based features like tone641

changes (.04) and speech text cluster (.05) decline.642

As engagement increases, audience emotional re-643

sponses—expressed through comments—play a644

larger role in shareability, while the influence of645

intrinsic content attributes diminishes. 646

4 Conclusion 647

This study investigates how content features influ- 648

ence audience responses in climate change discus- 649

sions by analyzing emotional alignment and call- 650

to-action engagement, with shareability serving as 651

the primary measure of impact across both textual 652

and visual feature groups. 653

Our analysis of emotional alignment between 654

video speech and comments reveals that positive 655

emotions elicit the strongest alignment in audi- 656

ence reactions. Furthermore, insights from visual 657

features and semantic clustering indicate that fac- 658

tual and informational content, as well as visually 659

appealing environmental elements, resonate more 660

strongly with viewers. These findings underscore 661

the critical role of content features and thematic fo- 662

cus in shaping emotional engagement. Specifically, 663

content that reduces ambiguity fosters closer align- 664

ment between the tone of the video and audience re- 665

actions, while neutral or inconsistent content tends 666

to invite broader emotional interpretations. Ulti- 667

mately, the nature of the content—whether visually 668

evocative, fact-based, or emotionally positive or 669

negative, profoundly affects how effectively the in- 670

tended emotional tone resonates with the audience. 671

From a shareability perspective, our findings re- 672

veal that comment emotions, whether positive or 673

negative, are the most influential factors in driv- 674

ing call-to-action shareability. Moreover, we ob- 675

serve that while content-related features primarily 676

influence initial shareability, audience emotional re- 677

sponses, as expressed through comments, become 678

increasingly pivotal in shaping engagement as it 679

grows. Unlike video content, comments are dy- 680

namic discussions where emotions can influence 681

subsequent comments and illicit further emotions. 682

This highlights TikTok’s role as a social platform 683

where engagement is driven by user interactions 684

than by the informational content of the videos, 685

despite its growing popularity as a place to seek 686

information. 687

In conclusion, our study demonstrates that the na- 688

ture of climate change content on TikTok—whether 689

emotionally dynamic, visually evocative, or fact- 690

based—significantly impacts audience engagement 691

and action. These insights can inform content de- 692

sign and offer a framework for optimizing climate 693

change communication to effectively engage and 694

mobilize users for action. 695
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5 Limitations696

The emotion detection used in this study presents697

several challenges. A small portion of the video698

speech transcriptions exhibit shifts in emotion, such699

as transitioning from a serious discussion on cli-700

mate change to humor. As a result, assigning a701

single emotion to the entire transcription may over-702

simplify or obscure such variations. To address703

this, our content feature on tone shift detection704

helps capture these nuances, making it a valuable705

addition to our analysis. Future studies could fur-706

ther refine this approach by segmenting videos into707

multiple sections to track emotional changes over708

time.709

Additionally, assessing the quality of our vi-710

sual features detected with LLaVa remains diffi-711

cult. While we made efforts to evaluate inter-rater712

agreement between human labelers and the model-713

generated labels, noticeable discrepancies persisted.714

Moreover, even among human labelers, agreement715

was inconsistent, likely due to the inherent subjec-716

tivity of certain features.717

Despite the effectiveness of our preference learn-718

ing framework in isolating content-driven share-719

ability factors, several limitations should be ac-720

knowledged. First, while the Siamese Network721

successfully models relative shareability between722

video pairs, it does not estimate an absolute share-723

ability score for a given video. The pairwise classi-724

fication approach captures comparative preference725

signals but does not provide insights into how much726

more shareable one video is relative to another. Fu-727

ture work could explore ranking-based models or728

regression-based approaches to quantify shareabil-729

ity in a more continuous manner.730

Second, although the engagement binning strat-731

egy effectively controls for the confounding effects732

of likes, comments, and views, it inherently reduces733

the available dataset for each individual model. The734

strict binning criteria limits the number of compa-735

rable video pairs, particularly in lower or higher736

engagement bins, which may introduce sampling737

biases. Additionally, the assumption that engage-738

ment effects are sufficiently neutralized within each739

bin relies on the completeness of the binning pro-740

cess, which may not fully account for nonlinear741

interactions between engagement metrics.742

Another limitation stems from the feature selec-743

tion process. While our study incorporates a di-744

verse set of content-related features—including vi-745

sual, textual, and emotional attributes—the feature746

set is still constrained by observable and extracted 747

metadata. Factors such as background music, video 748

editing style, and implicit creator-audience rela- 749

tionships are not captured in the current frame- 750

work. The reliance on automated emotion classi- 751

fiers and multimodal embeddings, while effective, 752

introduces potential biases due to model-specific 753

limitations in detecting nuanced semantic and af- 754

fective signals. 755

Furthermore, feature importance scores, whether 756

global or bin-specific, provide an aggregate view of 757

influence across the dataset but do not necessarily 758

imply causal relationships. The permutation-based 759

feature importance method captures correlations 760

between features and model decisions but does not 761

disentangle direct causal effects from spurious as- 762

sociations. Future research could integrate causal 763

inference techniques or counterfactual analysis to 764

validate the direct impact of content attributes on 765

shareability. 766

The generalizability of our findings is con- 767

strained by the platform-specific nature of TikTok’s 768

recommendation system. The study does not ac- 769

count for algorithmic amplification, which dynami- 770

cally adjusts content visibility based on real-time 771

user interactions. As a result, some content fea- 772

tures identified as significant in our models may 773

be amplified due to algorithmic preference rather 774

than intrinsic user interest. Extending this analy- 775

sis to other social media platforms with differing 776

recommendation dynamics would provide broader 777

insights into content shareability mechanisms. 778

Lastly, although we have documented the ver- 779

sion and snapshot of GPT-4o used, it remains a pro- 780

prietary system, and we do not have access to its 781

model weights, posing challenges to reproducibil- 782

ity. 783

6 Ethical Considerations 784

An important finding of our study is that emotion- 785

ally charged content significantly influences share- 786

ability. However, this also raises ethical concerns 787

regarding potential misuse. Content creators may 788

deliberately provoke emotionally polarized discus- 789

sions to artificially boost engagement, a tactic that 790

can be further amplified through the use of genera- 791

tive AI. The increasing ease of generating synthetic 792

comments or manipulating emotional discourse 793

could distort organic user interactions, influencing 794

public perception and the spread of climate change 795

narratives in unintended ways. 796
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Additionally, we take ethical considerations into797

account in our data collection and processing to798

ensure user privacy and responsible research prac-799

tices. The dataset used in this study consists of800

publicly available TikTok videos and comments801

adhering to data access policies and ethical guide-802

lines. To prevent the identification of individual803

users, we do not collect, store, or analyze person-804

ally identifiable information (PII). All usernames805

and direct user identifiers were excluded, and our806

analysis focuses solely on content features such807

as transcriptions, engagement metrics, and emo-808

tional signals. Furthermore, our codebase and data809

processing pipeline are designed with anonymiza-810

tion measures, ensuring that any shared resources811

do not compromise user privacy. By prioritizing812

ethical data handling, we mitigate risks related to813

content manipulation and ensure that our findings814

contribute to a responsible and transparent under-815

standing of content shareability.816
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A LLM Prompts1001

Here are prompts we feed to the LLMs.1002

A.1 Climate Change Relevance Query1003

After transcribing the narrative in the videos, we1004

found that there exists a considerable amount of1005

videos that contain the "#climatechange" tag but1006

are not relevant to the topic of climate change, we1007

process the transcription with the following prompt1008

to GPT-4o and instructed the model to generate a1009

binary response:1010

f“Content: {transcription}\n”1011

“Is the content related to1012

climate change:\n”1013

“1. Yes, 2. No:\n”1014

“Answer: ”1015

We then use the following regular expression to1016

convert the response into binary format:1017

r“\s*(?:\d\.?\s*)?(Yes|No|1|2)”1018

A.2 Tone Shift Detection1019

The text prompt we feeded to GPT-4o to detect1020

whether there exists a tone shift in the speech of1021

the video:1022

f"Content: {transcription}\n"1023

"Does the given text exhibit a major1024

and sudden tone change such as1025

transitioning from a calm description1026

to an outburst, or from a serious1027

discussion to humor:\n"1028

"1. Yes, 2. No:\n"1029

"Answer: "1030

And then we processed it into binary format into1031

the regular expression specified in A.1.1032

A.3 LLaVA instructions1033

The instructions we developed for extracting fea-1034

tures by processing the visual elements were:1035

1. hasProtests:1036

Yes or No: Does this video show a scene of public1037
protest, including elements like crowds of people chant-1038
ing or holding signs, or any symbolic actions (e.g., rais-1039
ing fists, sitting in, or blocking roads) commonly associ-1040
ated with demonstrations?1041

2. hasEnvVisual:1042

Yes or No: Does this video show any natural elements1043
like deserts, glaciers, forests, or oceans that are associ-1044
ated with the environment or climate change?1045

3. hasExplanations:1046

Yes or No: Does this video feature someone explicitly1047
explaining or demonstrating a topic, such as a scientific1048

concept, a step-by-step tutorial, or a ’how-to’ guide, 1049
with clear verbal instructions or on-screen text guiding 1050
the audience? 1051

4. hasNews: 1052

Yes or No: Is this video a segment from a news program, 1053
containing elements like a news anchor speaking in 1054
a studio, a reporter covering an event live on-site, or 1055
official news graphics (e.g., network logos, lower-thirds, 1056
or headlines) that indicate it is part of a news broadcast? 1057

5. hasFace: 1058

Yes or No: Does this video primarily feature a human 1059
face talking directly to the camera for most of its dura- 1060
tion? 1061

We then extracted the response with regular expres- 1062

sions and converted them into binary format: 1063

r“^yes(?!,\s*no)” 1064

B Emotion Collapsing 1065

To identify and summarize relevant emotions, we 1066

utilize Plutchik’s wheel of emotions that catego- 1067

rizes emotions by their class and intensity level. Ta- 1068

ble 2 specifies how we perform emotion collapsing. 1069

Note that "realization", "concern", "powerlessness", 1070

and "indifference" stem from Plutchik’s wheel and 1071

are not included in the GoEmotions dataset.

anger anger anger

anger
annoyance irritation

disgustdisapproval
disgust discontentdisappointment
sadness sorrow

sadness sadness
grief

remorse
guiltembarrassment

realization
confusion confusion

surprise

fear

curiosity surprisesurprise
nervousness apprehension

anxietyfear anxiety
concern hopelessnesspowerlessness
approval empowerment

happiness

happiness

admiration
gratitude

happinesspride
joy
love calm

excitement

enthusiasm
hopeful

amusement
caring
desire
relief hopefulnessoptimism

indifference neutral neutral neutralneutral

Table 2: Collapsing rules defined for three collapsing
mechanism: 15 emotions, 8 emotions, 5 emotions

1072
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C Emotion Classification Performances1073

The classification performances including accuracy,1074

precision, recall, f1 score, and Matthews Correla-1075

tion Coefficient (Chicco and Jurman, 2020) are1076

reported in Figures 5, 6, 7. The average F1-scores1077

for the 15 emotions, 8 emotions, and 5 emotions1078

are 0.596, 0.645, and 0.660 respectively, display-1079

ing improved classification performances as the1080

number of emotions decreases. The number of1081

parameters for the 15-, 8-, and 5-emotion models1082

are 355,375,119, 355,367,944, and 355,364,869,1083

respectively.

Figure 5: Classification Performances for model trained
on the 15 emotions.

1084

Figure 6: Classification Performances for model trained
on the 8 emotions.

D Inter-rater Agreement Interpretations1085

To quantitatively measure reliability of the LLaVa1086

generated labels, we conducted an experiment us-1087

ing a random sample of 100 videos from Climate-1088

Disc for each of the five feature groups. To main-1089

Figure 7: Classification Performances for model trained
on the 5 emotions.

Feature Cohen’s Kappa Size
hasFace 0.69 5006
hasNews 0.62 532
hasEnvVisual 0.55 1970
hasExplanations 0.34 758
hasProtests 0.30 235

Table 3: Inter-rater agreement scores (Cohen’s Kappa)
between human annotations and LLaVa-generated labels
for each feature group, along with the number of labeled
instances (Size) for each feature.

tain balance, each group comprised 50 positively 1090

labeled samples and 50 negatively labeled samples, 1091

thus avoiding class imbalance. A team of six re- 1092

searchers annotated all 500 samples manually, and 1093

the annotations were subsequently compared to the 1094

labels generated by the LLaVA model. As shown in 1095

Figure 3, we used Cohen’s Kappa (Cohen, 1960) to 1096

measure the general reliability and inter-rater agree- 1097

ment. We can refer to the guidelines published by 1098

Landis and Koch (Landis and Koch, 1977) (in Ta- 1099

ble 4 of Appendix D) for the interpretation of the 1100

Kappa values. 1101

Features hasFace, hasNews, hasEnvVisual ex- 1102

hibit substantial agreement, suggesting that LLaVa- 1103

generated labels for these categories can be reliably 1104

utilized. It is worth highlighting that certain fea- 1105

tures, such as hasExplanations and hasProtests, 1106

presented intrinsic challenges due to the difficulty 1107

in achieving consensus even among human anno- 1108

tators and they can still offer insightful values in 1109

exploratory analysis. 1110

E Binning Strategy 1111

To systematically analyze the role of content fea- 1112

tures in video shareability while controlling for 1113

engagement levels, we employed a percentile- 1114

based binning strategy. Videos were ranked 1115

in ascending order based on a single engage- 1116

ment metric—comment count, like count, or view 1117

count—while removing the influence of the other 1118
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Cohen’s Kappa Quality
>0.8 Almost Perfect Agreement
>0.6 Substantial Agreement
>0.4 Moderate Agreement
>0.2 Fair Agreement
0-0.2 Slight Agreement
<0 Almost No Agreement

Table 4: Interpretation for different ranges of the Co-
hen’s Kappa values.

Engagement Metric Bin Range No. Videos

Comment Count
Low (0-33%) [0 - 3] 2504

Moderate (34-66%) (3 - 11] 2194
High (67-100%) (11 - 12970] 2367

Like Count
Low (0-33%) [0 - 34] 2366

Moderate (34-66%) (34 - 110] 2310
High (67-100%) (110 - 719256] 2389

View Count
Low (0-33%) [0 - 453] 2334

Moderate (34-66%) (453 - 1365] 2329
High (67-100%) (1365 - 5488900] 2402

Table 5: Binning Strategy for Engagement Metrics

two. This approach ensures that comparisons are1119

made within comparable engagement levels, re-1120

ducing biases introduced by disparities in overall1121

popularity.1122

Each engagement metric was divided into three1123

bins: Low (0-33%), Moderate (34-66%), and High1124

(67-100%), determined by the percentile rank of1125

each video. For example, in the view count bin-1126

ning, videos with up to 453 views were classified as1127

Low, those with 454 to 1365 views were placed in1128

the Moderate bin, and those with more than 13651129

views fell into the High bin. The same method-1130

ology was applied to likes and comments, with1131

respective threshold ranges. The bin distributions1132

were approximately balanced, with each bin con-1133

taining about one-third of the total dataset.1134

Notably, the numerical ranges for comment1135

count bins appear narrower than those for likes1136

and views. This is due to the distributional prop-1137

erties of engagement metrics: comments tend to1138

have a more compressed distribution, whereas likes1139

and views follow a more extreme power-law pat-1140

tern. Although the difference between three and1141

eleven comments may seem small, it represents a1142

meaningful shift in user interaction relative to the1143

dataset distribution. This distinction ensures that1144

even within the comment-based model, we effec-1145

tively capture variations in content-driven share-1146

ability.1147

This binning approach allows us to examine1148

how content features contribute to shareability at1149

different engagement levels while ensuring that1150

comparisons are made within a relatively homo- 1151

geneous subset of videos in terms of engagement. 1152

By controlling for engagement levels, we isolate 1153

the influence of content-related factors, distinguish- 1154

ing between the initial attractiveness of the video 1155

(content-driven) and its amplification through en- 1156

gagement dynamics. 1157

F Semantic Clustering Visualization 1158

Figure 8: A two-dimensional visualization for the se-
mantic clustering on the word embeddings of speech
transcription. Each point on the scatter point corre-
sponds to a speech transcription.

G Speech Transcriptions Closest to the 1159

Cluster Centroids 1160

Cluster 1: (Political Critique) 1161

1. i feel like the perfect example of trying to talk like climate change with politicians is 1162
like in game of thrones when jon snow was like frantically trying to warn everybody 1163
who were fighting wars amongst themselves that there was literally like an army of 1164
death coming for all of them and they still wanted to just bicker and fight amongst 1165
themselves and then like nobody believed him That’s how scientists must feel. 1166
And then they went through all that strife to find evidence and it still didn’t work. 1167
Because they just, like, Cersei just didn’t care. She was like, well, we’re not by the 1168
wall. They’re gonna get to them first and then we can take over. Poor Jon. Poor 1169
scientists. 1170

2. I’ve been trying to make this video for some time, I’ve been struggling how to 1171
get this idea best across. Which is this compartmentalization that I’ve perceived 1172
between environmental issues and climate issues on the one hand, and everything 1173
else with respect to the international legal order. Not just the situation in Gaza, of 1174
course, but multiple conflict situations all over the world. As well as the shriveling 1175
of democratic mechanisms and institutions in the US, but also in other countries. 1176
I think we have to resist compartmentalizing away issues of the environment or 1177
climate change from broader trends that we see happening in the world today. world 1178
today. From crises, from real crises that are affecting people and their rights, their 1179
human rights. These are not discrete issues. The way the world is failing to prevent 1180
genocide in Gaza will influence how the world protects or fails to protect people 1181
who are vulnerable from climate change impacts. The loss of reproductive freedom 1182
in the US and the loss of healthcare, the lack of ability to live a dignified life with a 1183
living wage is deeply connected to who will feel the impacts most strongly from 1184
climate change. By compartmentalizing environmental issues or climate change 1185
issues away from these broader topics creates the false impression that these issues 1186
can be solved without addressing issues of power and that’s just not true. 1187

3. So from the man in high heels that brought you the don’t say gay bill, it’s Ron 1188
DeSantis now bringing you the don’t say it’s hot outside bill. As sea levels rise, 1189
Ron DeSantis signs a bill deleting climate change mentions from Florida state law. 1190
The white ranging law makes several changes to the state’s energy policy, in some 1191
cases deleting entire sections of state law that talk about the importance of cutting 1192
planet warming pollution. When did pollution become political? I find it odd that 1193
there is a pro-pollution crowd. The bill would also give preferential treatment to 1194
natural gas and ban offshore wind energy even though there are no wind farms 1195
planned off Florida’s coast. I have no idea why people would be against offshore 1196
wind farms, but to ban them when they are not even planned is ridiculous. He only 1197
does that because the dummies that vote for him want to see that wrote down. The 1198
bill deletes the phrase climate 8 times, often in reference to reducing the impact 1199
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of global climate change through its energy policy or directing state agencies to1200
buy climate friendly products when they are cost effective and available. Why save1201
money? The bill also gets rid of requirements that state purchased vehicles should1202
be fuel efficient. Again, why should the state save money? Just keep spending more1203
taxpayer money for no d*** reason. And while standing on a milk crate shaking1204
with anger, Ron said, Florida rejects the designs of the left to weaken our energy1205
grid, pursue our radical climate agenda, and promote foreign adversaries. What1206
about Wynn Farms is promoting foreign adversaries? If you’re talking about the1207
electrical grid, I assume you mean EVs. I hate to break it to everyone. I ain’t rushing1208
out getting no EV myself, I’m not a fan, but they’re coming. All these big auto1209
companies are building battery plants around this country for a reason. They’re not1210
spending tens of billions of dollars on battery plants to not build EVs.1211

Cluster 2 (Sustainability and Local Knowledge):1212

1. want to attack this commenter specifically but this is exactly my point if law if1213
property had native species native species have a longer root systems that are able to1214
go into the water table and absorb water which means you’d have to water them less1215
and they’d be drought resistant like the the plants that are native to an environment1216
are able to withstand the conditions and I think like what you’re trying to say like oh1217
it’s getting hotter out yes I agree to that but it’s native species longer rooted plants1218
are able to withhold that and you could water them less often like when you’re just1219
gonna let grass die all of the biodiversity left so that’s before the grass that was1220
when the grass was green but as soon as the grass is dead it’s like so now the entire1221
system is dead and it’s what so you replace your lawn like you’re not just gonna1222
water that dead dirt and it’s gonna grow back like you’ll have to literally replace1223
the lawn so again it’s money and when you have one you have to put fertilizer, you1224
have to put artificial chemicals on it, you have to put weed killer, Roundup, the1225
whole thing with Roundup. It’s, of course it’s all about money. Like, they don’t1226
want to have a stroke reading their, or looking at their water bill. Yeah. So it’s1227
like, they don’t have the initiative, they don’t have the investment to put in better1228
systems, native plants, shaded plants, trees, like, again, uplifting the system and1229
investing into it to see the planting trees that you’ll have the shade to enjoy later.1230
It’s people want it now and people that’ll have the money now. People are so fearful1231
to do something different. I think along with that comes with money. Like I think1232
specifically in California, they give you a tax credit to give you an incentive to rip1233
out your lawn and like put in drought resistant plants, but again, like you have to1234
have more money on top of that. People are already scraped thin currently. And so1235
it’s like the last thing they’re gonna do is invest in their land.1236

2. People are going to face water shortages on the Indian subcontinent right now.1237
You are selling out our people. You are. You’re doing it. You’re selling out our1238
people. One billion people are going to have a water shortage. You’re going to get1239
a microphone if you’re patient. You’re going to be respectful to the people here.1240
You’re going to be respectful. You sit down and you’ll be respectful to everybody1241
else here. This is not America. You actually want to make your point, you’re going1242
to have a chance. That gentleman in the back has been waiting patiently to make a1243
point. What’s your name, sir?1244

3. relying on local people, relying on local knowledge. Because those people, they1245
know a lot. They live in the forest, they live with the rivers, they live with the1246
biodiversity, and they are there for centuries. They know a lot. So if we neglect1247
them just because they don’t speak French, they don’t speak English, they don’t1248
speak those international languages, No, it’s a very, very big mistake. Very big1249
mistake.1250

Cluster 3 (Personal Impacts and Cataclysmic1251
Fears):1252

1. Be prepared to see more and more coastal flooding just like this. Why are natural1253
disasters popping up like crazy come 2024? Friends right now we are entering the1254
12,000 year cycle of cataclysms. What does that mean? Every 12,000 years we1255
pass through a ray of cosmic ray energy. cosmic ray charges our core, charges the1256
surrounding magma, causing this magma to rise to the surface. This leads to an1257
extreme intensification of cataclysms and we’re starting to see them just two weeks1258
into the new year. Please research the 12,000 year cycle and please research what1259
the Creative Society has been warning about for the last 10 years.1260

2. Climate change has got me all kinds of f***ed up because what do you mean I go1261
off to check on my plants And I see there’s holes in my milkweed and I count 131262
caterpillar babies. We’re in the second to last week of November. Why are you here?1263
Now I buy milkweed plants in order to attract butterflies. Yes, absolutely. That1264
is the whole point but several of my plants died several months ago and I haven’t1265
replaced them and I didn’t expect to see any sort of caterpillar babies until like1266
March or April, June at the f***ing latest, but the second to last week of November?1267
Like, I know I’m in South Florida so we don’t get freezing cold temperatures here,1268
but you never know when a cold snap is going to happen. Like, yesterday it was1269
80-something degrees and today it’s been in like the 70s all day. I do not know1270
what temperature it would take to accidentally freeze these guys because I’ve never1271
gotten caterpillars so late in the year before and I don’t tend to bring these guys1272
inside the house into a butterfly cage to monitor them when they’re close to pupating1273
until they are much much fatter. So now I have to worry about these caterpillars1274
for the next two weeks as these ravenous little s***s just go about their day eating1275
everything. I love caterpillars I I really do, but holy ****, your parents had terrible1276
timing.1277

3. I honestly admit I’m scared and I’m sure other people watching this are scared of1278
what they’re seeing and why have more now disasters started occurring on earth they1279
want to know this what is the threat and what should we be expecting next? Yeah1280
that’s a great question and to answer this question of why the number of cataclysms1281
is increasing it’s necessary to understand an important fact that all cataclysms1282
primarily represent a release of energy in the system of our planet. Hurricanes,1283
tornadoes, intense precipitation, all this is certainly a release of energy. Now1284
cataclysms increasing in number and this means additional energy has appeared1285
from somewhere in the earth system that triggers their formation. Bye!1286

H Preference Learning Model 1287

Performance 1288

Model Accuracy Precision Recall F1 Score
Model-CommentCount 0.882 0.883 0.882 0.882

Model-LikeCount 0.825 0.824 0.826 0.825
Model-ViewCount 0.899 0.899 0.898 0.899

Table 6: Performance Evaluation of Preference Learning
Models

The Siamese Network used in our study con- 1289

sists of two identical branches, each processing 1290

a video’s feature set through a shared multi-layer 1291

feedforward architecture. The model is trained 1292

using binary cross-entropy loss, optimized with 1293

AdamW, and employs gradient clipping to prevent 1294

exploding gradients. A OneCycleLR scheduler is 1295

applied for adaptive learning rate adjustment, and 1296

early stopping is used to select the best-performing 1297

model based on validation loss. The number of pa- 1298

rameters in the model is 184,769. Table 6 presents 1299

the performance metrics of the three engagement- 1300

controlled models: Model-CommentCount, Model- 1301

LikeCount, and Model-ViewCount. Each model 1302

was evaluated using accuracy, precision, recall, and 1303

F1-score to assess classification performance in 1304

predicting preference. 1305
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