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Abstract

Existing multilingual benchmarks focus primar-001
ily on language understanding tasks. There is002
a lack of benchmarks to measure comprehen-003
sive critical capabilities of large language mod-004
els (LLMs) across diverse languages, including005
instruction following, reasoning, code genera-006
tion, and long context understanding. To bridge007
this gap, we develop BenchMAX, a multi-way008
multilingual benchmark to evaluate LLMs’ gen-009
eral abilities across many languages. Bench-010
MAX consists of high-quality data samples an-011
notated by native annotators in 17 languages012
covering 10 diverse tasks. Extensive experi-013
ments on BenchMAX reveal uneven utiliza-014
tion of core capabilities across languages, em-015
phasizing the performance gaps that scaling016
model size alone does not resolve. BenchMAX017
serves as a comprehensive multilingual evalua-018
tion platform, providing a promising test bed to019
promote the development of multilingual lan-020
guage models. The dataset and code will be021
publicly accessible.022

1 Introduction023

Large Language Models (LLMs; OpenAI et al.,024

2024; Gemini, 2024; DeepSeek-AI et al., 2024)025

have displayed remarkable proficiency across a026

wide range of tasks, mainly because they excel in027

instruction following, reasoning, long context un-028

derstanding, code generation, and so on (Ouyang029

et al., 2022; Cobbe et al., 2021; Su et al., 2024;030

Roziere et al., 2023; Lu et al., 2024; Sun et al.,031

2024). Inherently, these capabilities are language-032

agnostic. The numerical outcome remains consis-033

tent regardless of whether one learns the arithmetic034

expression 1 + 1 = 2 in English or Chinese. Simi-035

larly, when it comes to coding tasks, using English036

or Chinese instructions does not alter the fundamen-037

tal logic of the code. However, numerous empirical038

studies have shown that LLMs’ multilingual per-039

formance is quite unbalanced when handling the040
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Figure 1: BenchMAX evaluates 6 capabilities of LLMs
on 10 diverse tasks across 17 languages.

same tasks (Shi et al., 2023; Zhu et al., 2024; Qi 041

et al., 2023) across different languages. 042

However, current benchmarks (Hendrycks et al., 043

2021; Lai et al., 2023; Singh et al., 2024; Wang 044

et al., 2024a) do not support comprehensive testing 045

of the language-agnostic abilities of LLMs, partic- 046

ularly in low-resource languages, for several rea- 047

sons. Tasks like XWinograd (Muennighoff et al., 048

2023) and XStoryCloze (Lin et al., 2022), based 049

on multiple-choice formats, do not fully evalu- 050

ate the generative capacities of LLMs. Addition- 051

ally, the limited language overlap across existing 052

benchmarks poses challenges in assessing LLM 053

performance in diverse languages. Recently, P- 054

MMEval (Zhang et al., 2024) is proposed as a mul- 055

tilingual multitask benchmark, with the majority 056

of its tasks still following a multiple-choice format. 057

While it includes assessments like MGSM (Shi 058

et al., 2023) and MIFEVAL that cover partial 059

language-agnostic capabilities, this narrow focus 060

still leaves a significant gap between research eval- 061

uation and real-world applications. 062

To tackle this problem, we develop a comprehen- 063
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sive, multi-way, and challenging multilingual eval-064

uation suite, called BenchMAX, to help the com-065

munity better analyze and improve the language-066

agnostic capabilities of LLMs. Covering 17 lan-067

guages1, BenchMAX not only includes a broader068

range of language families but also emphasizes069

the diversity of writing systems across languages.070

Meanwhile, BenchMAX highlights diverse ad-071

vanced capabilities including instruction following,072

code generation, long context understanding, rea-073

soning, tool use, and translation. For evaluating074

each capability, we include one or two related tasks075

as shown in Figure 1. Domain translation, a by-076

product of data construction, poses a new challenge077

for LLMs by necessitating fine-grained control and078

domain-specific terminology understanding over079

the translation process.080

To ensure high quality, we design an annota-081

tion framework to optimize the dataset quality with082

human efforts and LLM feedback. The process083

involves translating data from English to other lan-084

guages using machine translation systems, post-085

editing each sample by three native annotators with086

multiple iterations across most tasks, and picking087

the final translation version using a strong LLM088

that involves swapping sample positions for debi-089

asing (Wang et al., 2024b; Li et al., 2024).090

Popular multilingual LLMs are evaluated on091

BenchMAX, revealing that language notably in-092

fluences language-agnostic capabilities of existing093

LLMs. Interestingly, simply increasing the param-094

eters can boost average performance on these tasks095

but does not universally reduce the performance096

gap across languages. Moreover, compared to gen-097

eral translation, domain translation not only poses098

new challenges for LLMs but also requires new099

evaluation metrics. The main contributions can be100

summarized as follows:101

• We develop a comprehensive, multi-way multi-102

lingual benchmark across 17 languages for eval-103

uating 6 crucial capabilities on 10 diverse tasks.104

• We propose a pipeline for curating high-quality105

multilingual datasets, involving both human an-106

notation and LLM-as-a-judge.107

• We evaluate popular multilingual LLMs on108

BenchMAX, and the related analyses provide109

a further understanding of the language-agnostic110

capabilities.111

1The 17 languages include English, Spanish, French, Ger-
man, Russian, Bengali, Japanese, Thai, Swahili, Chinese, Tel-
ugu, Arabic, Korean, Serbian, Czech, Hungarian, and Viet-
namese.

2 Related Work 112

Prior to the era of LLMs, most multilingual bench- 113

marks are designed to evaluate discriminative mod- 114

els and take the form of classification tasks, such 115

as XNLI (Conneau et al., 2018), XCOPA (Ponti 116

et al., 2020), XCSQA (Talmor et al., 2019), 117

etc. (Lin et al., 2022; Muennighoff et al., 2023) 118

However, due to their limited complexity and lack 119

of format diversity, these tasks become less prac- 120

tical. Recently, MGSM (Shi et al., 2023) has 121

become the most frequently used dataset in pa- 122

pers and reports from leading LLM teams (Dubey 123

et al., 2024; Gemini, 2024; OpenAI, 2024), which 124

measures the mathematical reasoning capability 125

across 11 languages. Another widely used mul- 126

tilingual benchmark is the translated version of 127

MMLU (Hendrycks et al., 2021; Lai et al., 2023; 128

Singh et al., 2024), which contains knowledge- 129

intensive tasks. However, due to the lack of a 130

unified dataset version, scores are often difficult 131

to compare between studies. Moreover, recent 132

analyses have revealed that MMLU contains nu- 133

merous ground truth errors (Gema et al., 2024), 134

obscuring the accurate evaluation. More recently, 135

INCLUDE (Romanou et al., 2024) has been pro- 136

posed to evaluate multilingual regional knowledge, 137

lacking assessment of language-agnostic capabili- 138

ties. To address these limitations, our work focuses 139

more on language-agnostic capabilities and in- 140

cludes more tasks such as reasoning and code gen- 141

eration. Furthermore, our benchmark incorporates 142

a broader range of tasks to evaluate LLMs multilin- 143

gual capabilities more comprehensively compared 144

to previous aggregated benchmarks, such as SeaE- 145

val (Wang et al., 2024a) and P-MMEval (Zhang 146

et al., 2024). Importantly, all translated samples 147

except the long context data in our benchmark are 148

post-edited by native annotators. 149

3 Benchmark Construction 150

We extend the evaluation of the critical capabili- 151

ties of LLMs into multilingual scenarios. To en- 152

sure sufficient linguistic diversity, we select 16 non- 153

English languages (§ 3.1). Meanwhile, 10 diverse 154

tasks evaluating 6 crucial capabilities are chosen to 155

facilitate comprehensive assessment (§ 3.2). Sub- 156

sequently, we introduce a rigorous pipeline (§ 3.3) 157

that incorporates both human annotators and LLMs 158

to obtain a high-quality benchmark. 159
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Language ISO Language Family Script System Language ISO Language Family Script System

Hungarian hu Uralic

Latin

Serbian sr Indo-European Serbian Cyrillic
Vietnamese vi Austroasiatic Korean ko Koreanic Hangul / Chosŏn’gŭl

Spanish es

Indo-European

Japanese ja Japonic
Mixed scripts of

Chinese Characters
and Hiragana, Katakana

Czech cs Arabic ar Afro-Asiatic Arabic alphabet
French fr Thai th Kra–Dai Thai
German de Swahili sw Niger–Congo Latin
Russian ru Cyrillic Chinese zh Sino-Tibetan Chinese Characters
Bengali bn Bengali–Assamese Telugu te Dravidian Telugu

Table 1: Besides English, BenchMAX supports 16 non-English languages, covering a wide range of language
families and script systems.

Capability Category Dataset # Samples Metric Capability Category Dataset # Samples Metric

Instruction Rule-based IFEval 429 Accuracy
Code Generation

Function
Completion Humaneval+ 164

Pass@1
Following Model-based m-ArenaHard 500 Win Rate Problem

Solving LiveCodeBench_v4 713

Reasoning
Math MGSM 250

Exact Match Translation
General Flores+TED+WMT24 [1012, 4049]

spBLEU
Science GPQA 448 Domain Annotated data above 2781

Tool Use Multiple
Functions Nexus 318 Accuracy Long Context Modeling Question

Answering RULER 800 Exact Match

Table 2: Selection of core capabilities and details of task data. For IFEval, we filter out all language-specific
instructions, thus remaining 429 samples. For Nexus, we only adopt the standardized_queries subset which contains
318 samples. For general translation datasets, the number of samples may vary in different translation directions,
according to the number of parallel samples in TED and WMT24. The datasets of the model-based instruction
following task and math reasoning are expanded from existing multilingual datasets, while others are translated
from English datasets.

3.1 Language Selection160

BenchMAX supports 17 languages to cover diverse161

language families and writing systems (Table 1).162

3.2 Capabilities Selection163

LLMs have demonstrated proficiency in under-164

standing tasks such as text classification and senti-165

ment analysis, but their capabilities transcend un-166

derstanding. We construct tasks to evaluate follow-167

ing intrinsic capabilities in multilingual settings:168

• Instruction Following: The capability to fol-169

low instructions is evaluated by two distinct tasks170

with different evaluation paradigms: rule-based171

and model-based assessment. For the rule-based172

task, we translate IFEval (Zhou et al., 2023) from173

English to other languages, while we expand m-174

ArenaHard (Dang et al., 2024; Li et al., 2024) to175

languages we select for the model-based task.176

• Reasoning: The reasoning capability is assessed177

through intricate scenarios including math and178

natural science (physics, chemistry, and biology)179

problems. We expand MGSM (Shi et al., 2023)180

and GPQA (Rein et al., 2023) to 17 languages for181

the math reasoning and science reasoning tasks.182

• Code Generation: We mainly consider Python183

code generation in two settings, function comple-184

tion and programming problem solving. We trans- 185

late Humaneval+ (Liu et al., 2024; Chen et al., 186

2021) and LiveCodeBench_v4 (Jain et al., 2024) 187

from English to other languages. 188

• Long Context Modeling: We evaluate the abil- 189

ity to extract evidence from lengthy documents 190

through question-answering tasks with long docu- 191

ments (128k tokens). We build this task based 192

on RULER (Hsieh et al., 2024), and translate 193

haystacks, needles, and QA pairs. 194

• Tool Use: We assess the ability to correctly se- 195

lect and invoke a single function from multiple 196

options in response to user queries. We translate 197

the queries in Nexus (Srinivasan et al., 2023) to 198

other languages, but leave the APIs in English. 199

• Translation: Translation converts text between 200

languages while preserving meaning. In addi- 201

tion to standard tasks like Flores, TED, and 202

WMT (Costa-jussà et al., 2022; Cettolo et al., 203

2012; Kocmi et al., 2024), we introduce the 204

Domain Translation task, a by-product of the 205

BenchMAX construction. It challenges models 206

to translate specialized terminology and determine 207

whether specific segments should be translated. 208

The information of the curated datasets, sample 209

sizes, and evaluation metrics is provided in Table 2. 210

More details can be found in Appendix A. 211
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Telugu

Chinese
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Telugu

Chinese
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Step 1 Step 2 Step 3

Samples GPT-4o/
GPT-4o-mini

Google 
Translate

Human 
Annotator

Rule-based 
Verifier

Qwen
Verifier

Figure 2: The construction process involves three steps: Step 1) translating data from English to non-English; Step
2) post-editing each sample by three human annotators; Step 3) selecting the final translation version.
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Figure 3: Flow chart illustrating the constraint extraction
and machine translation pipeline in the first step of our
benchmark construction.

3.3 Construction212

The way to obtain BenchMAX consists of three213

steps, as shown in Figure 2: 1) translate data from214

English to non-English by machines; 2) post-edit215

each sample by three native annotators; 3) pick the216

final translation version by GPT-4o-mini.217

Step 1: Translating data from English to se-218

lected non-English languages by machine trans-219

lation systems. We select between specialized220

translation models such as Google Translate, and221

LLM-based ones like GPT-4o, based on constraint222

extractability. As illustrated in Figure 3, if the data223

contains hard-to-extract constraints, we prompt224

GPT-4o to translate it and satisfy the constraints.225

Otherwise, we use Google Translate along with ex-226

traction tools. Extraction tools include methods for227

extracting translated keywords by enclosing source 228

keywords with special symbols, and for preserv- 229

ing source constraints by replacing constraints with 230

placeholders before translation and restoring them 231

afterwards. 232

Note that in cases where existing multilingual 233

datasets are available, such as MGSM and m- 234

ArenaHard, we extend them to include the sup- 235

ported languages by translating the English data, to 236

minimize additional effort. 237

Step 2: Post-editing each sample by three dis- 238

tinct native annotators in almost all tasks. To 239

ensure high-quality data, we employ a rigorous 240

multi-round annotation and verification pipeline: 1) 241

Each sample is given to three native annotators who 242

are proficient in English and their native language. 243

Considering the specialized nature of datasets like 244

Science reasoning, annotators are required to hold 245

at least a Bachelor’s degree. 2) Two automatic 246

verifiers - rule-based verifiers and model-based ver- 247

ifiers - are used to assess the quality of human anno- 248

tation. Rule-based verifiers ensure the satisfaction 249

of constraints for certain tasks, such as the rule- 250

based instruction following task. For model-based 251

verifiers, we utilize the GEMBA-SQM prompt and 252

employ Qwen2.5-72B-Instruct, a powerful multilin- 253

gual model, to estimate the quality of translations. 254

Along with providing an overall score, the model 255

offers detailed explanations of translation errors as 256

feedback to annotators. Samples that do not pass 257

the rule-based verifier or score below a predefined 258

threshold are identified as failed, and refined in 259

subsequent iterations. Each manually annotated 260

dataset undergoes at least three iterations. 261

Step 3: Selecting the final translation version by 262

LLMs. Initailly, a fourth annotator uninvolved in 263
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Model Size

Instruction Following Code Generation Reasoning Long Context Tool Use Translation

Rule-based Model-based Func Compl. Prob. Solving Math Science Question Answering Multi Func. General Domain
En-X X-En En-X X-En

InternLM2.5 7B 45.7 1.9 45.4 10.3 37.4 20.6 37.5 53.2 12.7 20.2 34.4 54.0
20B 51.9 3.3 51.2 14.4 42.9 24.0 - 26.6 14.9 19.7 34.9 53.9

Aya-Expanse 8B 51.2 6.4 33.8 7.8 50.8 26.2 - 41.1 21.5 26.8 45.6 51.6
32B 61.9 12.4 52.0 15.8 66.7 27.7 - 59.8 25.2 32.8 54.8 62.3

Gemma2 9B 63.0 9.8 53.9 16.6 72.0 23.9 - 61.4 27.2 33.2 57.5 61.9
27B 62.4 18.0 66.7 24.6 75.3 26.7 - 64.7 30.4 34.5 64.8 66.2

Llama3.1 8B 62.6 4.3 52.9 14.1 63.4 23.8 68.3 45.0 24.6 29.8 53.9 62.9
R1-Distill-Llama3.1 8B 49.7 3.5 62.8 23.8 46.9 28.1 - 37.2 12.2 20.8 13.5 23.1

Llama3.1 70B 76.2 13.2 69.7 29.8 79.7 35.8 57.4 44.3 31.1 35.1 64.5 68.2
Llama3.3 70B 85.2 17.0 74.0 34.7 83.8 42.6 50.4 42.5 31.5 33.6 63.5 65.0

R1-Distill-Llama3.3 70B 78.0 26.6 84.6 54.8 82.8 46.1 - 62.1 26.0 33.0 47.6 45.2

Qwen2.5 7B 65.9 8.5 68.2 24.7 63.4 27.6 53.5 48.9 16.6 25.6 46.4 60.0
R1-Distill-Qwen2.5 7B 46.7 3.0 69.3 37.3 56.1 28.4 - 27.7 6.8 16.3 17.0 27.3

Qwen2.5 32B 78.1 17.3 75.8 42.7 77.7 37.7 79.4 66.7 22.7 30.5 54.2 65.4
R1-Distill-Qwen2.5 32B 67.3 19.2 80.6 54.4 77.3 37.0 - 60.4 20.3 28.5 37.1 37.7

Qwen2.5 72B 80.8 36.9 78.6 45.5 77.8 39.4 80.6 61.8 25.8 33.3 60.4 66.9

DeepSeek-V3* 671B 83.9 59.8 83.2 60.4 84.2 47.4 85.2 69.2 33.9 34.5 70.3 67.8

GPT-4o-mini - 79.1 21.9 78.7 37.0 76.9 34.1 82.1 70.9 30.3 33.9 67.7 67.6

Table 3: Performance comparison across models on BenchMAX tasks, averaged over 17 languages. Bold numbers
indicate the best performance in each column. "Func Compl." refers to Function Completion, "Prob. Solving"
to Problem Solving, and "Multi Func." to Multiple Functions scenarios where models must select and call one
function from multiple options. Models without results on the long context task do not support 128K context length.
* DeepSeek-V3 is a 671B MoE model, with 37B activated for each token.

Qwen2.5 32B vs 72B

Llama3.1 8B vs 70B

Gemma2 9B vs 27B

Aya-Expanse 8B vs 32B

InternLM2.5 7B vs 20B

50.0%

62.5%

28.6%

57.1%

57.1%

50.0%

37.5%

71.4%

42.9%

42.9%

The larger model has smaller GAP The smaller model has smaller GAP

Figure 4: Larger models do not consistently have a
smaller GAP. Each row shows proportions of tasks
where the larger model achieves a smaller GAP ver-
sus where the smaller model performs better.

the previous process selects the final version from264

the three revised outputs. Interestingly, they show265

a strong position bias, frequently choosing the first266

annotation. This likely stems from the consistently267

high quality of translations, making differences268

negligible.269

Due to the high cost of human debiasing (since270

three translations cover all six permutations), we271

use GPT-4o-mini—a strong, multilingual LLM—to272

select the final translation. In particular, follow-273

ing Li et al. (2024), we adapt the LLM-Judge sys-274

tem instruction (see Appendix G) to suit pairwise275

translation evaluation. We shuffle the three trans-276

lations, run two battles, and determine a winner277

in each through position-swapped judgments. The278

final winner is chosen by pitting the initial winner279

against the third translation.280

4 Experimental Results 281

4.1 Evaluation Setup 282

We mainly focus on post-trained multilin- 283

gual models and evaluate both open-source 284

and proprietary language models2, including 285

Llama3.1 (Dubey et al., 2024), Qwen2.5 (Qwen 286

Team, 2024), Gemma2 (Team et al., 2024), In- 287

ternLM2.5 (Cai et al., 2024), Aya-Expanse (Dang 288

et al., 2024), DeepSeek-R1-Distill-Llama (Guo 289

et al., 2025), DeepSeek-R1-Distill-Qwen, 290

DeepSeek-V3 (DeepSeek-AI et al., 2024), and 291

GPT-4o-mini (OpenAI, 2024). Detailed descrip- 292

tions of models and the inference configuration 293

can be found in Appendix C & D. 294

4.2 Multilingual Benchmark Results 295

Table 3 shows the overall average performance of 296

each model on each multilingual task. More de- 297

tailed results are in Appendix H. 298

Model scaling improves overall multilingual
performance while language disparities persist.
As shown in Table 3, larger models consistently
demonstrate enhanced multilingual capabilities
across all domains, with few exceptions. How-
ever, the performance gap between English and
non-English languages does not invariably dimin-
ish. We define GAP as the average performance

2Unless otherwise specified, all models discussed in this
paper are post-trained versions.
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Figure 5: Taking two tasks as examples, models exhibit unbalanced multilingual capabilities. We show performance
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Figure 6: Left: The translation performance is positively correlated with other multilingual performance. Spearman
Correlations are computed between the performance on general/domain translation and the specific task. Right:
Models in the same family have similar language performance pattern. We compute the Spearman Correlations
between the performance of two models (Llama3.1 8B vs 70B, Qwen2.5 7B vs 72B) across different languages.

gap between English and other languages:

GAP =

∑
l ̸=enmax(s(en)− s(l), 0)

n− 1
,

where s(l) denotes the score on the task with lan-299

guage l, and n is the number of languages includ-300

ing English. As shown in Figure 4, when com-301

paring models of different sizes, the proportion of302

larger models achieving smaller GAPs only slightly303

exceeds 0.5 for most model families. Gemma2-304

9B achieves smaller GAPs than Gemma2-27B on305

most tasks. These findings suggest that while scal-306

ing model size effectively improves overall mul-307

tilingual performance, additional strategies may308

be needed to address the performance disparities309

across languages.310

The effective utilization of language-agnostic ca-311

pabilities remains challenging in multilingual312

contexts. The left plot of Figure 5 illustrates313

that models’ reasoning capabilities vary signifi-314

cantly across languages, typically excelling in high-315

resource languages. This disparity can be attributed316

to the fact that multilingual task execution depends 317

not only on language-agnostic reasoning but also 318

on language-specific capabilities such as compre- 319

hension and generation. Therefore, when oper- 320

ating in weak languages, it becomes difficult for 321

a model to fully leverage its language-agnostic 322

capabilities. Interestingly, we observe an unex- 323

pected pattern where certain models excel in spe- 324

cific non-dominant languages compared to English 325

on some tasks. For example, Qwen2.5 demon- 326

strates superior performance in Korean over En- 327

glish on the science reasoning task. We hypothesize 328

that Qwen2.5’s training data includes a relatively 329

high proportion of Korean content in scientific or 330

reasoning-related domains. This counter-intuitive 331

phenomenon merits further study. 332

Model performance exhibits systematic bias to- 333

wards high-resource languages. As shown in 334

Figure 5, the performance curves of most models 335

exhibit significant fluctuations across languages. 336

High-resource languages such as French and Chi- 337

nese consistently outperform low-resource lan- 338
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Model Rule-based Func Compl. Understanding

Qwen2.5-7B No.1 No.1 No.4
Llama3.1-8B No.3 No.3 No.3

Aya-Expanse-8B No.4 No.4 No.2
Gemma2-9B No.2 No.2 No.1

Table 4: Rankings of the models in generation tasks in
BenchMAX differ from that in understanding tasks, in-
dicating the importance of both types of tasks. The rank-
ing in understanding tasks is from Dang et al. (2024).

guages like Telugu, Swahili, and Bengali. This339

pattern can be partially attributed to development340

strategies - models like Aya-Expanse are not specif-341

ically optimized for the full range of languages in342

our evaluation. Unexpectedly, Gemma2 exhibits343

relatively balanced performance across most tasks344

(Figure 7), despite not being explicitly marketed as345

a multilingual model.346

Translation capabilities exhibit a positive cor-347

relation with other evaluated capabilities. We348

analyze the relationship between model’s English-349

to-X translation capability and other capabilities350

using Spearman correlation coefficients (the left351

panel of Figure 6). When calculating correlations352

between domain-specific translation performance353

and task performance, we exclusively use data from354

the corresponding domains. The analysis reveals355

that domain-specific translation performance gen-356

erally exhibits stronger correlations with task per-357

formance compared to general translation capabili-358

ties. A notable exception is that in the rule-based359

instruction-following task, we observe an inverse360

scaling effect: larger LLMs produce lower-quality361

translations compared to their smaller counterparts.362

We find that larger LLMs are more likely to execute363

instructions rather than strictly perform translation,364

known as prompt injection.365

Models within the same family exhibit consistent366

performance patterns across languages. We367

calculate Spearman correlation coefficients to an-368

alyze the performance similarity between models369

of the same family (excluding R1-distilled mod-370

els) across different languages for each task. As371

shown in the right panel of Figure 6, models within372

the same family show strong correlations across373

various tasks, with most correlation coefficients374

exceeding 0.7.375

R1-distilled models exhibit enhanced multilin-376

gual reasoning and code generation capabilities,377

but some other capabilities, especially transla-378

tion, are noticeably degraded. As illustrated in379

Llama3.1-70B Qwen2.5-72B
Translated by GT 4o-mini Ours GT 4o-mini Ours

Rule-based 66.9 53.5 76.2 71.5 57.2 80.8
Func Compl. 47.8 68.2 69.7 50.4 75.5 78.6
Science 33.7 35.1 35.8 36.9 37.8 39.4
Multi Func. 23.0 43.7 44.3 26.7 61.3 61.8

Table 5: Our pipeline provides a more accurate as-
sessment of the multilingual performance, compared
to naive translations by Google Translate(GT) and GPT-
4o-mini(4o-mini), respectively.

Table 3, the performance of R1-Distill-Llama3.3- 380

70B is comparable to DeepSeek-V3 in reasoning 381

and code generation tasks, and is stronger than 382

Llama-3.3-70B-Instruct. However, other capabil- 383

ities like instruction following of 7B/8B models 384

exhibit degradation to some extent. They tend to 385

generate repeated tokens in the reasoning process 386

when using non-English languages. The translation 387

capabilities of both large and small distilled models 388

decline dramatically. In addition to repeated gener- 389

ation, we also observe a frequent phenomenon of 390

code-switching in translations. 391

5 Analysis 392

5.1 Models rank differently in understanding 393

and generation tasks 394

Prior work like Aya-Expanse (Dang et al., 2024) 395

relies on conventional understanding tasks such as 396

XCOPA and XWinograd for multilingual evalua- 397

tion. With these metrics, Gemma2-9B achieves 398

the best performance, followed by Aya-Expanse- 399

8B, Llama3.1-8B, and Qwen2.5-7B. However, our 400

evaluation through BenchMAX reveals a different 401

pattern: Qwen2.5-7B demonstrates superior multi- 402

lingual capabilities on generation tasks, while Aya- 403

Expanse models show notably weaker performance 404

on code generation tasks, as shown in Table 4. 405

This discrepancy highlights the importance of com- 406

prehensive evaluation frameworks that incorporate 407

both understanding and generation tasks to accu- 408

rately assess multilingual capabilities of LLMs. 409

5.2 Our pipeline provides a more accurate 410

assessment of models’ performance 411

We naively translate a subset of tasks from En- 412

glish to other 16 languages by Google Translate 413

and GPT-4o-mini, and then evaluate two models us- 414

ing this task data. We directly translate sources by 415

Google Translate as it doesn’t support constraints, 416

and use appropriate prompts with constraints to 417

request GPT-4o-mini. The results in Table 5 show 418
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Metric Translation
Model

Reasoning - Math Reasoning - Science Code generation - Prob. Solving
zh de sw te zh de sw te zh de sw te

spBLEU
Gemma2-27B 40.0 51.4 38.2 29.2 80.6 84.8 66.2 57.5 85.5 78.5 76.2 52.3
Llama3.1-70B 35.2 54.4 36.6 35.0 71.8 84.9 64.0 65.3 84.8 78.5 75.5 56.7
Qwen2.5-72B 37.7 50.1 13.5 12.6 77.0 79.4 41.2 40.9 84.6 73.0 48.8 42.1

TER
Gemma2-27B 36.2 32.1 40.2 58.6 15.7 12.8 26.9 33.5 15.3 15.6 17.4 33.3
Llama3.1-70B 36.0 30.1 44.0 51.8 19.6 12.9 28.4 26.9 15.1 15.4 17.9 46.8
Qwen2.5-72B 33.1 33.5 76.8 85.7 15.4 16.8 65.8 51.4 14.3 19.6 38.3 53.5

XCOMET
Gemma2-27B 86.0 96.1 68.1 71.8 63.2 77.6 36.3 44.1 45.2 46.7 27.0 25.0
Llama3.1-70B 86.8 95.6 66.1 74.0 63.7 77.4 37.1 46.8 43.5 46.3 27.8 28.9
Qwen2.5-72B 87.6 95.6 24.5 30.1 65.2 76.3 20.3 28.4 45.0 45.7 18.0 18.4

Retention Rate
Gemma2-27B 1.00 1.08 0.98 0.99 0.98 0.98 1.07 0.81 1.02 0.96 0.89 0.95
Llama3.1-70B 1.01 1.06 1.00 0.97 0.92 1.06 0.99 0.77 1.01 0.98 0.91 0.89
Qwen2.5-72B 1.03 1.04 0.71 0.71 0.90 0.98 1.04 0.79 1.00 1.04 0.93 0.86

Table 6: There exists challenges in domain-specific translation evaluation. The table presents different metric scores
of the En-X translation of selected models on specific domains.

Model Rule-based Func Compl. Science

GPT-4o-mini 79.1 78.7 34.1
GPT-4o 80.8 80.1 45.6

DeepSeek-V3 83.9 83.2 47.4

Table 7: The leading open-source model, DeepSeek-
V3, bridges the gap to the closed-source models. We
compare DeepSeek-V3 and GPT-4o on some of tasks.

that models achieve higher scores generally on419

our translated tasks compared to naive machine-420

translated ones. Google Translate lacks the flex-421

ibility to handle diverse constraints and specific422

domains, while GPT-4o-mini does not always per-423

form translation task, especially on instruction data.424

This indicates that naive machine translation un-425

derestimates LLMs’ capabilities, whereas our data426

provides a more accurate assessment.427

5.3 BenchMAX reveals the challenges in428

domain-specific translation evaluation429

Domain-specific texts often contain substantial seg-430

ments that do not require translation, such as code,431

leading to inflated spBLEU scores. To address this,432

we explore alternative metrics: the edit-distance433

metric TER (Snover et al., 2006), the model-based434

metric XCOMET-XXL (Guerreiro et al., 2024),435

and the performance retention rate that compares436

downstream task performance builded by model437

self-translations and human translations. Table 6438

presents these metric scores across selected tasks439

and languages. All these common metrics prove440

unreliable for domain-specific translation evalua-441

tion. Both spBLEU and TER yield extreme values442

in scientific and code data due to large portions of443

unchanged text, failing to capture the quality of444

crucial translated segments. The XCOMET met-445

ric is inconsistent, with scores ranging widely (18446

to 96), particularly struggling with low-resource447

languages and specialized domains. Additionally, 448

the performance retention rate provides minimal 449

differentiation between translations, limiting its ef- 450

fectiveness. These findings highlight the need for 451

specialized metrics for domain-specific translation, 452

which is an important direction for future research. 453

5.4 Comaparing open-source and 454

closed-source models on BenchMAX 455

As demonstrated in Table 7, although GPT-4o-mini 456

and GPT-4o demonstrates strong multilingual ca- 457

pabilities across various tasks, they fall short of 458

DeepSeek-V3, the leading open-source model in 459

our evaluation. This suggests that state-of-the-art 460

open-source models are becoming competitive with 461

their closed-source counterparts. Due to budget 462

constraints, our evaluation of closed-source models 463

is limited to GPT-4o-mini and GPT-4o on some of 464

tasks. A more comprehensive comparison would 465

be valuable for further validating this trend. 466

6 Conclusion 467

We introduce BenchMAX, a comprehensive, high- 468

quality, and parallel multilingual benchmark com- 469

prising 10 tasks assessing crucial capabilities 470

across 17 diverse languages. The multilingual task 471

data is initially translated from English using ma- 472

chine translation and subsequently refined through 473

multiple iterations of post-editing by native speak- 474

ers, ensuring high data quality. Through extensive 475

experiments, we find that the language-agnostic 476

capabilities of current leading LLMs remain un- 477

even across different languages. While increasing 478

model size consistently enhances multilingual per- 479

formance, the performance gap between English 480

and other languages persists, highlighting the need 481

for further efforts to achieve balanced multilingual 482

capabilities. 483
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7 Limitations484

We discuss the limitations of our work in this sec-485

tion.486

• The data construction process may introduce487

model biases, as we use Qwen2.5-72B-Instruct for488

quality estimation, and GPT-4o-mini for selecting489

the final translation. However, these biases may490

have slight influences on the evaluation results,491

and the overall data quality is high.492

• We do not fully evaluate leading multilingual pro-493

prietary models such as GPT-4o and Claude-3.7-494

Sonnet due to the limited resources. Evaluating495

these models on all tasks, especially the long con-496

text task, can cost tens of thousands of dollars.497

• In the model-based instruction following task, us-498

ing LLM-as-a-judge can bring self-bias to the win-499

rates. This bias stemmed from the nature of LLM-500

as-a-judge is difficult to circumvent. We provide501

further analysis of self-bias in Appendix E.502
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A Capability and Task Data Selection944

Instruction Following Capability involves un-945

derstanding and executing commands accurately946

and efficiently. In the light of varied evaluation947

methods - rule-based or model-based - we include948

two distinct tasks.949

• Rule-based Intruction Following: We collect data950

from IFEval (Zhou et al., 2023), which is a bench-951

mark for evaluating the instruction following abili-952

ties of LLMs, composed of around 500 verifiable953

instructions and can be evaluated for accuracy us-954

ing automated rules. Note that the accuracy for955

IFEval is the average of the four accuracies (i.e.956

prompt-strict, prompt-loose, inst-strict and inst-957

loose accuracies), following (Dubey et al., 2024).958

• Model-based Instruction Following: We collect959

data from Arena-hard (Li et al., 2024) which con-960

tains 500 real-world instructions from the Chatbot961

Arena (Chiang et al., 2024), and m-ArenaHard3962

which contains translated multilingual versions.963

This benchmark can provide better model sepa-964

rability and higher alignment with human prefer-965

ence. It is assessed by the Win Rate of the testing966

model in comparison to the baseline model, GPT-967

4o, judged against DeepSeek-V3.968

Code Generation Capability refers to automat-969

ically producing functional code scripts based on970

given requirements. Considering variations in diffi-971

culty, two separate tasks are included.972

• Function Completion: We collect data from Hu-973

maneval+ (Liu et al., 2024) which is an augmented974

version of HumanEval (Chen et al., 2021), com-975

prising an expanded test cases. Each problem in976

the benchmark gives a definition of a Python func-977

tion accompanied by an English docstring, and978

requires LLMs to complete the function.979

• Problem Solving: We collect data from Live-980

CodeBench 4 (Jain et al., 2024) which provides a981

more rigorous assessment of the code generation982

capabilities. It is a much harder benchmark by col-983

lecting coding problems in natural language from984

real competition platforms with live updates.985

Long Context Modeling Capability involves986

understanding and generating coherent text from987

extensive input sequences, allowing the model988

to capture dependencies and relationships within989

3https://huggingface.co/datasets/CohereForAI/
m-ArenaHard

4We adopt the code generation subset in LiveCodeBench
v4 as the original English dataset.

lengthy texts. This paper focuses on the long- 990

context evaluation of multilingual settings based 991

on the RULER benchmark (Hsieh et al., 2024). 992

• Question Answering: We build synthetic test- 993

sets based on RULER, which contains several 994

question answering long-context tasks with pre- 995

defined context length, such as the needle-in- 996

a-haystack (NIAH) test and question answer- 997

ing (QA) test. Since the NIAH test is unrealis- 998

tic and many models perform perfectly on it, we 999

add a new task called QA-in-a-heystack (QAIAH), 1000

where one or several paragraphs are inserted into 1001

the haystack. The model then answers the ques- 1002

tion related to the inserted paragraph instead of 1003

finding the obtrusive needle. We reserve the tasks 1004

of NIAH, QAIAH, and variable tracking (VT) in 1005

our task list, while others are excluded. 1006

Reasoning encompasses thinking logically, 1007

drawing conclusions, making inferences, and 1008

solving problems by processing data, applying 1009

rules, and utilizing various forms of logic and 1010

knowledge representation. Pushing LLMs beyond 1011

surface-level tasks, we extend MGSM (Shi et al., 1012

2023) and GPQA (Rein et al., 2023) requiring 1013

deeper understanding and reasoning across 1014

different context. 1015

• Math Reasoning: We collect data from MGSM 1016

which evaluates the capability of LLM to solve 1017

math reasoning problems in multiple languages, 1018

focusing on grade-school level complexity. 1019

• Science Reasoning: We collect data from GPQA 1020

which is crucial for assessing LLM capability 1021

for advanced, unsearchable reasoning and criti- 1022

cal thinking across diverse, complex domains. It 1023

comprises multiple choice questions formulated 1024

by experts in the domains of biology, physics, and 1025

chemistry, posing extreme challenges where hu- 1026

man experts achieve accuracy lower than 70%. 1027

Tool Use Capability requires the model to trans- 1028

late user queries into executable functions for 1029

calling in operating software tools. We extend 1030

Nexus (Srinivasan et al., 2023) to a multilingual 1031

version, which is adopted by Llama3 (Dubey et al., 1032

2024). 1033

• Multiple Functions: Nexus offers a set of func- 1034

tions and user queries. For each query, the lan- 1035

guage model is required to generate a function call 1036

from a list of noisy functions, in accordance with 1037

the function definitions and docstrings. 1038
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[Original Text] {prompt: Create an ad copy by expanding “Get 40 miles per gallon on the highway” in the form of a QA
with a weird style. Your response should contain less than 8 sentences. Do not include keywords ‘mileage’ or ‘fuel’ in
your response.
instruction_id_list: [‘length_constraints: number_sentences’, ‘keywords: forbidden_words’]
kwargs: [{’relation’: ‘less than’, ‘num_sentences’: 8}, {‘forbidden_words’: [‘mileage’, ‘fuel’]}]}
[Translation Input] Create an ad copy by expanding "Get 40 miles per gallon on the highway" in the form of a QA
with a weird style. Your response should contain less than 8 sentences. Do not include keywords ‘<b>mileage</b>’ or
‘<b>fuel</b>’ in your response.
[Google Translation Result]以风格怪异的问答形式扩展“在高速公路上每加仑行驶 40英里”来创建广告文案。
您的回复应少于 8个句子。请勿在回复中包含关键字“<b>里程</b>”或“<b>燃料</b>”。
[Postprocessing] {prompt: 以风格怪异的问答形式扩展“在高速公路上每加仑行驶 40英里”来创建广告文案。您
的回复应少于 8个句子。请勿在回复中包含关键字“里程”或“燃料”。
instruction_id_list: [‘length_constraints: number_sentences’, ‘keywords: forbidden_words’]
kwargs: [{‘relation’: ‘less than’, ‘num_sentences’: 8}, ‘forbidden_words’: [‘里程’, ‘燃料’]] }
[Human Post-Editing] {prompt: 以一种奇特风格的问答形式展开“在高速公路上每加仑行驶40英里”这句话，创
建为一个广告文案。你的回答应该少于8句话。不要在你的回复中包含关键字“里程”或“燃料”。
instruction_id_list: [‘length_constraints: number_sentences’, ‘keywords: forbidden_words’]
kwargs: [{‘relation’: ‘less than’, ‘num_sentences’: 8}, ‘forbidden_words’: [‘里程’, ‘燃料’]] }

Table 8: One example in rule-based instruction following task, which includes complex constraints. First, we
enclose these constraints with special symbols and then translate the prompt from English to the target language by
Google Translate. Finally, we postprocess the prompt by extracting constraints into kwargs and removing special
symbols for human post-editing.

Translation Capability needs the model to con-1039

vert text between multiple languages while main-1040

taining semantic meaning accurately. To compre-1041

hensively evaluate this capability, we introduce gen-1042

eral and task-specific translation datasets.1043

• General: General domain data are composed of1044

Flores-200 (Costa-jussà et al., 2022), TED (Cet-1045

tolo et al., 2012) and WMT24 (Kocmi et al., 2024)1046

testsets. In BenchMAX, we include parallel data1047

from 17 selected languages.1048

• Domain: Domain translation data is a by-product1049

of the BenchMAX construction process, encom-1050

passing a 17-way parallel task across diverse do-1051

mains, such as reasoning, code generation, tool1052

usage, and instruction following. Unlike tradi-1053

tional translation tasks, this poses a new challenge1054

to the model by requiring it to determine whether1055

a given segment should be translated or not.1056

B Dataset Construction1057

B.1 Rule-based Instruction Following Dataset1058

We first filter out some English-specific instructions1059

from the original dataset, such as changing the let-1060

ter cases. After filtering, the number of remaining1061

samples is 429. The next problem is how to extract1062

the keywords from the translated instruction since1063

the keywords are also translated and are required1064

in the verification step.1065

For example, as shown in Table 8, the sample re-1066

quires extra processing to extract constraints from1067

Setting
Target Language

zh es fr hu

w/o special symbols 0.68 0.68 0.68 0.68
symbol 1: <b> </b> 0.91 0.89 0.88 0.93
symbol 2: ( ) 0.88 0.91 0.89 0.92
symbol 3: ([ ]) 0.82 0.89 0.87 0.92

Order 1
+ symbol 1 0.91 0.89 0.88 0.93
+ symbol 2 0.93 0.93 0.90 0.95

Order 2
+ symbol 2 0.88 0.91 0.89 0.92
+ symbol 1 0.90 0.93 0.90 0.95
+ symbol 3 0.92 0.93 0.90 0.95

Table 9: The recall rates of constraints using different
groups of special symbols. We choose Order 1, which
has fewer steps and produces on-par or better perfor-
mance than other settings.

the translated instruction, as they are needed for 1068

verification. Inspired by Yuan et al. (2020), we en- 1069

close the keywords in the original instruction with 1070

special symbols, making them easy to extract from 1071

the translated result. If one symbol fails, another 1072

symbol is used to improve recall. 1073

As shown in Table 9, we explore various groups 1074

of special symbols and different orders, and cal- 1075

culate the recall rates of keywords. Comparing 1076

to not using special symbols, apply any symbol 1077

group can greatly improve the recalls, while com- 1078

bining different symbol groups in multiple rounds 1079

can further improve the recalls. We choose Or- 1080
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zh es fr de hu ru ja th sw bn te ar ko vi cs sr

w/o special symbols 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68
+symbol 1 0.91 0.89 0.88 0.92 0.93 0.93 0.91 0.91 0.92 0.95 0.96 0.90 0.88 0.90 0.92 0.99
+symbol 2 0.93 0.93 0.90 0.92 0.95 0.94 0.92 0.93 0.93 0.97 0.99 0.94 0.91 0.92 0.93 1.00

Table 10: The recall of keywords when translating IFEval English data to other languages.
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Figure 7: The radar charts visualize the performance of models on each subtask in different languages. Most model
evaluated have imbalanced performance across different languages.

der 1 as it can achieve better results with fewer1081

groups than Order 2. Complete results across all1082

languages are provided in Table 10. In addition,1083

the number-word constraints for non-English lan-1084

guages are multiplied by a ratio in order to make1085

the difficulty of the same instruction in different1086

languages comparable. Specifically, we calculate1087

the ratio of the word count of English to that of1088

a non-English language in the Flores-200 corpus1089

using language-specific tokenizers. we also adapt1090

verification rules to multilingual scenarios. For in-1091

stance, word and sentence segmentation methods1092

may vary across different languages.1093

During post-editing, we ask human annotators1094

to check whether the translated keywords in the1095

kwargs, which are used by the rule-based program,1096

appear in the translated instruction.1097

B.2 Model-based Instruction Following 1098

Dataset 1099

Ten of the sixteen languages required have been 1100

provided by m-ArenaHard, which has translated 1101

the original dataset into 22 languages using Google 1102

Translate. Based on m-ArenaHard, we further 1103

translate the English data into six other languages 1104

via Google Translate. Subsequently, we ask hu- 1105

man annotators to review and edit the translated 1106

instructions in all 16 languages. 1107

B.3 Function Completion Dataset 1108

The objective is to translate only the natural texts 1109

within the function comments. However, it is chal- 1110

lenging to prevent Google Translate from translat- 1111

ing other elements, such as function names. Al- 1112

ternatively, we instruct GPT-4o to complete this 1113

translation task with well-designed prompts (Ta- 1114
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ble 17). Furthermore, a human post-editing process1115

is employed to refine the quality of the generated1116

translation.1117

B.4 Problem Solving Dataset1118

Similar to the Function Completion Dataset, we1119

employ GPT-4o to translate the English prob-1120

lems into other 16 languages with a well-designed1121

prompt (Table 18), since Google Translate cannot1122

distinguish the parts that should remain untrans-1123

lated. Human review is also used to ensure the1124

overall quality of the translated texts.1125

B.5 Math Reasoning Dataset1126

Given that the MGSM examples are written in1127

ten languages we need, we only translate the En-1128

glish version into the remaining six languages via1129

Google Translate. This is also followed by a man-1130

ual checking procedure.1131

B.6 Science Reasoning Dataset1132

The question and the four options of each sample1133

are translated into 16 other languages by Google1134

Translate. In particular, the question and options1135

are concatenated by option markers like “(A)”. Af-1136

ter translation, we extract the translated question1137

and options to form a new sample.1138

B.7 Long-Context Question Answering1139

Dataset1140

The haystacks, needles, paragraphs and questions1141

related to QAs are translated to other languages.1142

We use the parallel testsets from the UN cor-1143

pus (Ziemski et al., 2016) as the haystack. The1144

English version contains about 128k tokens, and1145

we extend it to other languages using Google Trans-1146

late. The sentence of the needle is also translated1147

into 16 other languages, in which UUIDs are em-1148

ployed as keys and values that are not translated.1149

With respect to the QA data, we translate the para-1150

graphs and questions in XQUAD (Artetxe et al.,1151

2020) to the languages we need. Note that we1152

also use the trick in translating IFEval to extract1153

the answer spans. With access to our multilingual1154

haystacks, needles and paragraphs, we are able to1155

synthesize the multilingual long-context testsets.1156

B.8 Multiple Functions Dataset1157

We only translate the user queries from English into1158

other languages, given that the majority tool de-1159

scriptions are written in English. The user queries1160

are initially translated by Google Translate and1161

subsequently adjusted by human annotators. To 1162

preserve the English parameters, we replace them 1163

with placeholders before machine translation and 1164

restore them afterward. 1165

C Model Information 1166

Here we list the evaluated models in this section. 1167

Llama3.1-Instruct (Dubey et al., 2024) series 1168

contains three multilingual large language models 1169

with number of parameters ranging from 8B to 1170

405B. The pre-training corpus of Llama3.1 con- 1171

tains 8% multilingual tokens, and multilingual 1172

alignment is also optimized during post-training. 1173

In our experiments, we evaluate the 8B version and 1174

the 70B version of Llama3.1-Instruct. 1175

Qwen2.5-Instruct (Qwen Team, 2024) is a col- 1176

lection of multilingual language models with sev- 1177

eral sizes, ranging from 0.5B to 72B. The models 1178

are trained with multilingual tokens in both pre- 1179

training stage and post-training stage, and are rig- 1180

orously evaluated on several multilingual tasks. In 1181

our experiments, we evaluate the 7B, 32B ,and 72B 1182

version of Qwen2.5-Instruct. 1183

Aya-Expanse (Dang et al., 2024) is an open- 1184

weight research of models with advanced multi- 1185

lingual capabilities, supporting 23 languages. The 1186

Aya Expanse 8B and 32B variants are instruction- 1187

tuned and beat Llama3.1-instruct models on the 1188

m-ArenaHard, a multilingual instruction following 1189

benchmark. 1190

Gemma2-IT (Team et al., 2024) family demon- 1191

strates strong multilingual capabilities, although 1192

this is not highlighted in the technical report. We 1193

benchmark the 9B and 27B variants of Gemma2- 1194

IT. 1195

InternLM2.5-chat (Cai et al., 2024) is the suc- 1196

cessor of InternLM (Team, 2023), which is claimed 1197

as a multilingual model. We include the 7B version 1198

and 20B version in our experiments. InternLM2.5- 1199

7B-chat-1m is a long-context variant supporting 1200

context windows with 1M tokens. 1201

DeepSeek-V3 (DeepSeek-AI et al., 2024) is one 1202

of state-of-the-art open-source models that achieve 1203

performance comparable to that of the best propri- 1204

etary models. It is a 671B MoE model, with 37B 1205

activated for each token. A multilingual corpus 1206

and a multilingual-optimized tokenizer are incor- 1207

porated into their training process. 1208
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cs de es fr ru sr bn zh ja ko ar th hu vi sw te

Rule-based

Math

Science

Func. Compl.

Prob. Solving

Multi Func.

0.81 0.89 0.84 0.85 0.76 0.77 0.69 0.78 0.76 0.76 0.76 0.68 0.81 0.78 0.72 0.58

0.82 0.82 0.89 0.76 0.84 0.82 0.75 0.82 0.75 0.79 0.82 0.80 0.81 0.86 0.81 0.60

0.70 0.69 0.68 0.67 0.68 0.66 0.65 0.69 0.68 0.67 0.69 0.65 0.64 0.69 0.61 0.61

0.87 0.86 0.88 0.90 0.91 0.87 0.84 0.89 0.88 0.87 0.90 0.88 0.90 0.90 0.82 0.71

0.89 0.89 0.90 0.90 0.90 0.89 0.86 0.89 0.89 0.88 0.88 0.87 0.87 0.89 0.86 0.86

0.96 0.94 0.95 0.94 0.95 0.95 0.91 0.96 0.94 0.95 0.94 0.95 0.91 0.96 0.94 0.92

Llama3.1-70B
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Math
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Multi Func.

0.85 0.88 0.87 0.88 0.83 0.80 0.80 0.83 0.84 0.85 0.80 0.80 0.82 0.85 0.72 0.71

0.81 0.87 0.87 0.80 0.82 0.84 0.70 0.81 0.82 0.85 0.85 0.84 0.79 0.84 0.82 0.77

0.77 0.75 0.75 0.75 0.74 0.69 0.70 0.75 0.72 0.70 0.72 0.74 0.73 0.74 0.69 0.70

0.94 0.92 0.95 0.93 0.96 0.92 0.91 0.93 0.95 0.90 0.90 0.93 0.90 0.94 0.86 0.84

0.93 0.91 0.92 0.92 0.92 0.92 0.92 0.93 0.92 0.90 0.91 0.91 0.90 0.93 0.91 0.89
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Figure 8: Advanced models show high consistency be-
tween English and other languages across six tasks.

DeepSeek-R1-Distill-Llama & DeepSeek-R1-1209

Distill-Qwen (Guo et al., 2025) are dense mod-1210

els with long reasoning capabilities, and are dis-1211

tilled from DeepSeek-R1 based on Llama3.1-8B,1212

Llama3.3-70B-Instruct, Qwen2.5-Math-7B, and1213

Qwen2.5-32B.1214

GPT-4o & GPT-4o-mini (OpenAI, 2024) are1215

two of the best proprietary models that also achieve1216

remarkable performance on multilingual tasks.1217

Their tokenizer can better compress multilingual1218

texts than that of GPT-4. GPT-4o-mini is the1219

smaller version of GPT-4o with powerful perfor-1220

mance.1221

D Inference Configuration1222

We adopt greedy decoding for most tasks, except1223

for the problem solving task, where the sampling1224

temperature is set to 0.2. The default chat tem-1225

plate and system prompt of each model are applied.1226

Detailed prompts are provided in Appendix G.1227

For reasoning tasks, we adopt the zero-shot na-1228

tive chain-of-thought templates in LM-Evaluation-1229

Harness (Gao et al., 2024). For other tasks, we use1230

the prompt templates provided in corresponding1231

repositories5, and change the user inputs to other1232

languages.1233

Llama3.1-70B

Aya-Expanse-32B

Gemma2-27B
GPT-4o-mini

Qwen2.5-72B
DeepSeek-V3
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Figure 9: Self-bias is inevitable in model-based instruc-
tion following evaluation. DeepSeek-V3 prefers its own
outputs, while GPT-4o-mini tends to prefer GPT-4o’s
outputs. The win-rates of evaluated models are judged
by DeepSeek-V3 and GPT-4o-mini.

E More Analysis 1234

E.1 High consistency between the questions 1235

answered correctly/incorrectly in English 1236

and in other languages 1237

Although sometimes similar performance can be 1238

achieved across different languages for certain 1239

tasks, the specific problems being addressed may 1240

vary significantly. To examine the language align- 1241

ment, we compute the consistency between the 1242

problem-solving correctness in English versus 1243

other languages. Consistency is calculated as the 1244

proportion of predictions where a model’s output 1245

is correct or incorrect in both languages, out of all 1246

evaluated samples. Figure 8 presents the consis- 1247

tency between English and languages, based on 1248

results of Llama3.1-70B and DeepSeek-V3 on six 1249

subtasks of BenchMAX. Both these strong multilin- 1250

gual models demonstrate high consistency on most 1251

tasks, with most scores exceeding 0.75. Agreement 1252

for low-resource languages are notably lower than 1253

those for high-resource languages. Low consis- 1254

tency is also pronounced in science reasoning tasks, 1255

suggesting these knowledge-intensive problems 1256

pose unique challenges for cross-lingual knowl- 1257

edge transfer. 1258

E.2 Self-bias is inevitable in the model-based 1259

instruction following tasks 1260

Applying model-based evaluation exhibits self-bias, 1261

where the judge model prefers the outputs of it- 1262

5https://github.com/EleutherAI/
lm-evaluation-harness
https://github.com/LiveCodeBench/LiveCodeBench
https://github.com/evalplus/evalplus
https://github.com/NVIDIA/RULER
https://github.com/lmarena/arena-hard-auto
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Figure 10: A screenshot of the annotation platform.

self or models from the same family (Li et al.,1263

2024; Xu et al., 2024). We further adopt GPT-4o-1264

mini as the judge model, and compute the win-rate1265

against the baseline model GPT-4o. Figure 9 shows1266

that DeepSeek-V3 strongly favors its own outputs,1267

while GPT-4o-mini prefers GPT-4o’s outputs. Nev-1268

ertheless, the win-rates of other models judged by1269

the different judges are comparable, and the rank-1270

ings are fairly consistent.1271

F Details about human annotation1272

We recuite native annatators to post-edit the ma-1273

chine translations. The instructions vary according1274

to the task and constraints. One screenshot of the1275

annotation platform is shown in Figure 10. The1276

annotators are paid above local average salary.1277

G Details about Prompt Templates1278

We present the prompt templates used in each task1279

in this section. Table 11 and Table 12 show the1280

native-CoT prompts for MGSM and GPQA. Ta-1281

ble 13 shows the prompt templates for some tasks1282

where the original English template is used. Ta-1283

ble 14 shows the prompt templates of the long-1284

context modelling task. Table 16 shows the LLM-1285

Judge Instruction for comparing two translations.1286

H Detailed results1287

Figure 7 illustrates the detailed results of each1288

model on each task.1289

Language Prompt
En Question: {question}\nStep-by-Step Answer:
Zh 问题: {question}\n逐步解答:
Es Pregunta: {question}\nRespuesta paso a paso:
Fr Question : {question}\nRéponse étape par étape :
De Frage: {question}\nSchritt-für-Schritt-Antwort:
Ru Задача: {question}\nошаговоерешение:
Ja 問題: {question}\nステップごとの答え:
Th โจทย:์ {question}\nคาํตอบทีละขั1นตอน:

Sw Swali: {question}\nJibu la Hatua kwa Hatua:
Bn !": {question}\nধােপ ধােপ উ(র:

Te ప"శ$: {question}\nదశల'ా)*+ా సమ./0నం:

Ar لاؤسلا : {question}\n ةوطخب ةوطخ ةباجلإا :
Ko 질문: {question}\n단계별답변:
Vi Câu hỏi: {question}\nCâu trả lời từng bước:
Cs Otázka: {question}\nOdpověď krok za krokem:
Hu Kérdés: {question}\nVálasz lépésről lépésre:
Sr Питање: {question}\nОдговор корак по корак:

Table 11: The native-CoT prompts of the mathematical
reasoning task.
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Language Prompt
En What is the correct answer to this question:{question}\nChoices:\n(A) {choice1}\n(B) {choice2}\n(C) 

{choice3}\n(D) {choice4}\nLet's think step by step: 
Zh 这个问题的正确答案是什么: {question}\n选项:\n(A) {choice1}\n(B) {choice2}\n(C) {choice3}\n(D) 

{choice4}\n我们来一步步思考一下:
Es ¿Cuál es la respuesta correcta a esta pregunta? {question}}\nOpciones:\n(A) {choice1}\n(B) {choice2}\n(C) 

{choice3}\n(D) {choice4}\nPensemos paso a paso: 
Fr Quelle est la bonne réponse à cette question : {question}\nChoix :\n(A) {choice1}\n(B) {choice2}\n(C) 

{choice3}\n(D) {choice4}\nRéfléchissons étape par étape :
De Was ist die richtige Antwort auf diese Frage: {question}\nAuswahlmöglichkeiten:\n(A) {choice1}\n(B) 

{choice2}\n(C) {choice3}\n(D) {choice4}\nLassen Sie uns Schritt für Schritt überlegen: 
Ru Какой правильный ответ на этот вопрос: {question}\nВарианты:\n(A) {choice1}\n(B) {choice2}\n(C) 

{choice3}\n(D) {choice4}\nДавайте подумаем шаг за шагом: 
Ja この質問の正しい答えは何ですか: {question}\n選択肢:\n(A) {choice1}\n(B) {choice2}\n(C) 

{choice3}\n(D) {choice4}\nステップごとに考えてみましょう: 
Th คาํตอบที)ถูกตอ้งสําหรับคาํถามนี5 คืออะไร: {question}\nตวัเลือก:\n(A) {choice1}\n(B) {choice2}\n(C) {choice3}\n(D) 

{choice4}\nมาคิดทีละขั5นตอนกนั: 
Sw Je, ni jibu gani sahihi kwa swali hili: {question}\nChaguo: \n(A) {choice1}\n(B) {choice2}\n(C) 

{choice3}\n(D) {choice4}\nWacha tufikirie hatua kwa hatua: 
Bn এই #ে%র স(কউ+র িক: {question}\nপছ/:\n(A) {choice1}\n(B) {choice2}\n(C) {choice3}\n(D) 

{choice4}\nআসুন ধােপ ধােপ িচ6া কির: 
Te ఈప#శ%క' స)*+న సమ./0నం ఏ3ట5: {question}\nఎం7ికల':\n(A) {choice1}\n(B) {choice2}\n(C) {choice3}\n(D) 

{choice4}\nదశల;ా)=>ా ఆల@AB0C ం:

Ar لاؤسلا اذھل ةحیحصلا ةباجلإا يھ ام : {question}\n تارایخلا :\n(A) {choice1}\n(B) {choice2}\n(C) {choice3}\n(D) 
{choice4}\n ةوطخب ةوطخ ركفنل :

Ko 이질문에대한정답은무엇입니까? {question}\n선택지:\n(A) {choice1}\n(B) {choice2}\n(C) 
{choice3}\n(D) {choice4}\n단계별로생각해보겠습니다: 

Vi Câu trả lời đúng cho câu hỏi này là gì: {question}\nCác lựa chọn:\n(A) {choice1}\n(B) {choice2}\n(C) 
{choice3}\n(D) {choice4}\nChúng ta hãy suy nghĩ từng bước một: 

Cs Jaká je správná odpověď na tuto otázku: {question}\nMožnosti:\n(A) {choice1}\n(B) {choice2}\n(C) 
{choice3}\n(D) {choice4}\nZamysleme se krok za krokem: 

Hu Mi a helyes válasz erre a kérdésre: {question}\nVálasztási lehetőségek:\n(A) {choice1}\n(B) {choice2}\n(C) 
{choice3}\n(D) {choice4}\nGondoljuk végig lépésről lépésre: 

Sr Који је тачан одговор на ово питање: {question}\nИзбори:\n(A) {choice1}\n(B) {choice2}\n(C) 
{choice3}\n(D) {choice4}\nХајде да размислимо корак по корак: 

Table 12: The native-CoT prompts of the scientific reasoning task.
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Task Prompt Template

Rule-based instruction following {prompt}

Model-based instruction following {prompt}

Problem Solving [System Message]
You are an expert Python programmer. You will be given a question (problem
specification) and will generate a correct Python program that matches the specification
and passes all tests. You will NOT return anything except for the program.
[User Message]
### Question:
{question}
### Format: Read the inputs from stdin solve the problem and write the answer to
stdout (do not directly test on the sample inputs). Enclose your code within delimiters
as follows.

```python
# YOUR CODE HERE
```

### Answer: (use the provided format with backticks)

Function Completion [User Message]
Please provide a self-contained Python script that solves the following problem in a
markdown code block:
```
{prompt}
```
[Assistant Message]
Below is a Python script with a self-contained function that solves the problem and
passes corresponding tests:
```python

Tool use [Tool Info]
{prompt}

Table 13: The prompt templates of the listed tasks. The prompt in the template is multilingual.
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Subtask Prompt Template

NIAH [User Message]
Some special magic uuids are hidden within the following text. Make sure to memorize it. I
will quiz you about the uuids afterwards.
{heystack}
What are all the special magic uuids for {query} mentioned in the provided text?
[Assistant Message]
The special magic uuids for {query} mentioned in the provided text are

QA in a heystack (QAIAH) [User Message]
Answer the questions based on the given documents. Only give me the answers and do not
output any other words.

The following are given documents.

{context}

Answer the questions based on the given documents. Only give me the answers and
do not output any other words.

Questions:
{query} [Assistant Message]
Answers:

Variable Tracking (VT) [User Message]
Memorize and track the chain(s) of variable assignment hidden in the following text.

{context}
Question: Find all variables that are assigned the value {query} in the text above.
[Assistant Message]
Answer: According to the chain(s) of variable assignment in the text above, 5 variables are
assgined the value {query}, they are:

QA [User Message]
Answer the question based on the given documents. Only give me the answer and do not
output any other words.

The following are given documents.

{context}

Answer the question based on the given documents. Only give me the answer and
do not output any other words.

Question: {query}
[Assistant Message]
Answer:

Table 14: The prompt templates of the long-context modelling task.

Score the following translation from {src_lang} to {tgt_lang} with respect to the human reference
on a continuous scale from 0 to 100 that starts with “No meaning preserved”, goes through “Some
meaning preserved”, then “Most meaning preserved and few grammar mistakes”, up to “Perfect
meaning and grammar”

{src_lang} source: “{source}”
{tgt_lang} translation: “{target}”
Score:

Table 15: The GEMBA-SQM prompt.
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[System Message]
Please act as an impartial judge and evaluate the quality of the lang translations provided by two
humans for the English source sentence displayed below. You will be given human A’s translation
and human B’s translation. Your job is to evaluate which human’s translation is better.

You must identify and correct any mistakes or inaccurate information.

Consider if the human’s translations are accurate and fluent. Accurate means the trans-
lation conveys the same meaning, information, and nuances as the original source text. Fluent
refers to the quality of the translation in terms of its naturalness, readability, and adherence to the
grammatical, stylistic, and idiomatic conventions of the target language.

Then consider whether the human’s translations are consistent with the context. Code
input/output and programming language syntax should not be translated. Finally, review the
formatting of the translated text, including indentation, to ensure it is consistent and appropriate.

After providing your explanation, you must output only one of the following choices as
your final verdict with a label:

1. Human A is significantly better: [[A>>B]]
2. Human A is slightly better: [[A>B]]
3. Tie, relatively the same: [[A=B]]
4. Human B is slightly better: [[B>A]]
5. Human B is significantly better: [[B>>A]]

Example output: “My final verdict is tie: [[A=B]]”.
[User Message]
<| Source Text|>
{source}

<|The Start of Human A’s Translation|>
{translation_1}
<|The End of Human A’s Translation|>

<|The Start of Human B’s Translation|>
{translation_2}
<|The End of Human B’s Translation|>

Table 16: LLM-Judge Instruction
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[System Message]
You are a professional translator specializing in technical content. Please translate the following
English Python codes into {tgt_lang}, adhering to these specific guidelines:

1. **Do not translate** content representing code input/output or programming lan-
guage syntax. Only translate content in comments.
2. **Maintain the original formatting** of the text, structure and indentation.
3. **Do not translate** any LaTeX code.
4. **Only output the translation** without any additional comments or explanations.
[User Message]
{problem}

Table 17: Prompt for translating the Function Completion task.

[System Message]
You are a professional translator specializing in technical content. Please translate the following
English coding problems into {tgt_lang}, adhering to these specific guidelines:

1. **Do not translate** any LaTeX code.
2. **Do not translate** content representing code input/output or programming language syntax.
3. **Maintain the original formatting** of the text and structure.
4. **Only output the translation** without any additional comments or explanations.
[User Message]
{problem}

Table 18: Prompt for translating the Problem Solving task.
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