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Abstract

Recent large language models (LLM) exhibit sub-optimal performance on low-
resource languages, as the training data of these models is usually dominated by
English and other high-resource languages. Furthermore, it is challenging to train
models for low-resource languages, especially from scratch, due to a lack of high
quality training data. Adapting pretrained LLMs reduces the need for data in the
new language while also providing cross lingual transfer capabilities. However,
naively adapting to new languages leads to catastrophic forgetting and poor to-
kenizer efficiency. In this work, we study how to efficiently adapt any existing
pretrained LLM to a new language without running into these issues. In partic-
ular, we improve the encoding efficiency of the tokenizer by adding new tokens
from the target language and study the data mixing recipe to mitigate forgetting.
Our experiments on adapting an English LLM to Hungarian and Thai show that
our recipe can reach better performance than open source models on the target
language, with minimal regressions on English.

1 Introduction & Related work

Multilingual large language models have become prevalent recently [1, 2, 3, 4, 5, 6], and have
shown strong cross lingual knowledge and capability transfer [7, 8, 9, 10, 11, 12, 13]. However,
these multilingual models tend to perform poorly on low-resource languages. On top of this, training
models for low-resource languages from scratch is also challenging due to a lack of training data and
prohibitive computational requirements. These challenges, along with the prevalence open sourced
English models creates an interesting opportunity to see how they can be adapted to new languages
quickly, without wasting resources by pretraining from scratch. While prior work [9, 10, 11, 14, 13]
has studied this concept, there are two important questions that warrant further investigation.

How to efficiently encode the new language? Byte Pair Encoding (BPE) [15] tokenizers are com-
monly used in LLMs including GPT[16, 17], Llama [18, 19] and BLOOM [1, 2]. These tokenizers
are able to encode text at the byte level so that they can generalize to characters that are outside
of their vocabulary; this means that any BPE tokenizer can be used for all languages. However,
the BPE tokenizer has poor tokenization efficiency if it was not trained on a given language. For
example, the original English-centric GPT2 tokenizer with a vocabulary size of 50k needs to use
3.8 times more tokens to encode Thai compared to a smaller tokenizer with a vocabulary size of 5k
that is trained on Thai. This will inevitably cost us 3.8 times more compute in both training and
inference. Furthermore, it has been shown that models with sub-optimal tokenizers can also have
worse evaluation results [20, 21]. In our work, we show how to improve tokenizer fertility[22] by
replacing the least frequent tokens in the base model with tokens from the new language.

How to avoid catastrophic forgetting? Many works have shown that when continuing to train a
LLM on data from a new domain, it undergoes catastrophic forgetting of the original domain it was
trained on [23], and similar issues appear when training on a new language [23, 9, 24, 2, 25, 10, 26].
Different training paradigms including instruction-align[24], MAD-X [27], (IA)? [28] are proposed

Efficient Natural Language and Speech Processing Workshop @ NeurIPS 2023.


http://arxiv.org/abs/2311.05741v2

Figure 1: Fertility score of the bilingual tokenizers (left: Hungarian, right: Thai) with different
number of tokens replaced by new language. The red lines represent the original GPT-2 tokenizer
(50k vocabulary), while the green lines represent the tokenizer trained purely on the new language.
Every tokenizer has the same total vocabulary size. The number of replaced tokens are in 103 scale.
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to alleviate this issue, while mixing the training corpus from different languages [9, 11, 14, 29, 12,
13] is an approach shared among all the methods above. Thus, in order to avoid forgetting, we
study how to use the minimum amount of mixed training data in both continuous pretraining and
instruction tuning stages.

We adapt an English-centric model to Hungarian and Thai, and our evaluations show that adding new
tokens and mixing training data from both languages can retain the model’s English capabilities in
addition to improving the models ability to learn the new language. Some contemporary works
explore similar, but far less efficient methods of training LLMs on low resource languages. [30]
builds an English-Arabic bilingual LLM, but they train it from scratch; while [29] builds one for
English-Portuguese, but it does not optimize the tokenizer or mix the training data.

2 Implementation Details

2.1 Improving Tokenizer Efficiency

To adapt an existing tokenizer to a new language, tokens from the low resource language can be
added to the existing tokenizer’s vocabulary to improve its fertility. Fertility is defined as the average
number of tokens per word [22], and details about how we calculated it can be found in appendix
A.1l. In our work, instead of extending the tokenizer’s vocabulary, we replace the least frequent
tokens from it with tokens from the new language. This way, we keep the model capability the same
by controlling the vocabulary and embedding table size. In particular, we train a BPE tokenizer
on the new language with vocabulary size k and check the number of overlapping tokens o with
the original tokenizer. Then we replace the least important k¥ — o non-overlapping tokens from the
original tokenizer with the new ones. We also reinitialize the corresponding embeddings in the
model. For more details see appendix A.2.

As shown in figure 1, as the number of replaced tokens k increases, the fertility of the tokenizer
approaches the monolingual tokenizer fertility on the new language, with minimal regressions on
the English fertility. We choose to replace around 5000 tokens, which is only 10% of the overall
vocabulary, because it improves the fertility by 42% on Hungarian and 73% on Thai. Note that
50% fertility drop entails two times faster training and inference. In addition, replacing more tokens
beyond 5000 provides diminishing returns on the fertility, while also increases the difficulty of model
adaptation due to having more randomly re-initialized token embeddings.

2.2 Training Data Mixtures

Training data for both pretraining and finetuning are prepared following the details in Section 3.
Once the datasets are prepared for both languages, we shuffle them at sample level, so that every
batch contains text from both languages during training. Note that in our experiments, we do not
make any further transformations to either the model or the datasets, after the data is prepared
on each side, so that our study is orthogonal and complementary to existing proposed methods
[24, 27, 28, 9, 12] focusing on training paradigm studies.



Table 1: Each model is labeled by the language it is adapted for, followed by what style of training
was done, The EN PT model is the base model for all following rows. PT stands for pretrained and
IT stands for instruction tuned. Each column represents the average of all the benchmarks from a
classified under a language and category, the constituent benchmarks can be found in appendix E

English Hungarian Thai
Tasks Multi-choice Multi-choice QA Sum. Trans. Multi-choice QA Sum. Trans.
Metrics Acc. (1) Acc. (1) FI1 (1) Rouge-2 (1) BLEU (1) Acc. (1) F1 (1) Rouge-2 (1) BLEU (1)
Llama2-7B 59.2% 43.9% 4.3% 2.8 47.1%  48.6% 30.9 7.7
XGLM-7.5B 51.9% 42.8% 15.8% 0.4 1.1 46.8%  27.9% 0.0 0.2
mt0-xx1 52.7% 50.6%  30.6% 2.0 14.0 46.2%  85.3% 21.9 0.9
PULI-GPT-3SX 33.5% 43.2%  35.9% 3.1 1.3 - - - -
openthaigpt-7b-chat ~ 60.9% - - - - 43.7%  43.4% 26.5 4.0
ENPT 57.3% 46.2%  32.8% 0.9 1.9 46.0% 14.4% 0.0 0.2
EN PT +IT 57.3% 459%  34.4% 1.3 1.7 46.2% 16.1% 2.7 0.0
HU PT 55.3% 449%  48.5% 3.7 7.7 - - - -
HUPT +1IT 58.0% 549%  64.3% 9.2 6.1 - - - -
THPT 57.4% - - - - 48.4%  31.1% 11.4 3.9
THPT +IT 56.4% - - - - 499%  48.9% 13.9 12.5

3 Experiments

3.1 Experimental Setup

Training is done in a two stage pipeline. The first stage is adaptive pretraining (PT) where a base
pretrained English 13B GPT-2 model (B) is continuously trained on a mixture composed of the new
language and English. Then, the adapted checkpoint is instruction tuned (IT) on a collection of
prompt completion pairs from the new language and English. For more information see appendix

bl

We categorize all evaluation tasks into 4 categories. Multiple Choice, for this category we append
each candidate answer to the prompt and pick the highest probability answer. Open-ended Question
Answering, where we let the model generate an answer for each question, and report the average
F1 score between the model output and the ground truth. Summarization, where we let the model
generate a summary and report the average ROUGE-2 score between the model output and ground
truth. Translation, where we let the model generate translated text and report the BLEU score
between the model output and the ground truth. When we report the score for each category, it is the
averaged score of all the evaluation tasks that we classified into that category in appendix E.

3.2 Main Results

We list all the results in table 1. The HU PT model is trained from EN PT with 50% HU, 50% EN
data, and TH PT is similarly trained but with Thai data. The HU PT + IT model is trained from the
HU PT checkpoint with 50% HU, 50% EN IT data. The TH PT + IT is similarly trained from the
TH PT checkpoint with 50% TH, 50% EN IT data. The EN models trained on purely English data
are used as baselines. We list out the dataset and training details in appendix C, D.

Table 1 shows that with our proposed training recipe, the adapted models are able to maintain the
performance on English benchmarks, and improve significantly on the benchmarks of the new lan-
guages. This confirms the effectiveness of replacing the tokens in the tokenizer and mixing training
data to efficiently adapt a LLM to a new language. On top of this, the adapted models perform as
well or better than the state of the art baseline models we have evaluated.

3.3 Ablation Studies Table 2: .Perff)rmance of Hungarian
model with different tokenizers.
3.3.1 Tokenizer

GPT2 Bilingual
In this experiment, we evaluate models trained on identical  EN - Multi-choice 57.9%  58.0%
data during both the continuous pretraining and IT stages.  HU- Multi-choice 50.8%  54.9%
These models follow the same training recipe but use differ- HU - QA 632%  64.3%
ent tokenizers. Table 2 shows that the model trained with [E[-[[[]J ,?r‘;‘; 57;3 gf
the bilingual tokenizer performs as well or better than the - ’ :




model that uses the original tokenizer, on both English and Hungarian tasks. While at the same
time, the bilingual tokenizer has much better encoding efficiency as illustrated in Figure 1.

3.3.2 Pretraining data mixture

Given the same total amount of training data, we tested varying the percentage of English data (50%,
25% and 0%) in the English/Hungarian bilingual data mixture. All training is run for 30k steps. We
also compare this to training a pure Hungarian model using only Hungarian data [31], a Hungarian
tokenizer, from scratch for 100k steps. All the training details can be found in appendix D.1.

We summarize the comparison results in Figure Figure 2: Varying pretraining data mixtures. "EN"
2. The first ﬁndmg is that it is effective to add and "HU" models are monolingua] models trained
in training data from the new language dur- from scratch, while the other models are trained
ing pretraining, because those models greatly from the "EN" model with the labeled data mix-
outperformed the baseline English model. Sec- ture.

ond, it is better to adapt a pretrained LLM

than train a new one from scratch, as the HU Eval Perplexity EN Multi-choice
adapted checkpoint performs better on both lan-
guages, even though they are trained for one
third as long. Third, when comparing the re-
sults from the models trained with and without
English data mixed in, we can see that mixing
English data can mitigate the catastrophic 20 O O O 0 S
forgetting on English and improve the model 1@1\«‘9\ S !
performance on Hungarian. Note that there is SEE P&

no significant difference between mixing 50%

and 25% of English data during training, which implies that adaptation is not sensitive to the exact
mixture ratio as long as the original language and new language are included.
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3.3.3 IT data mixture

We run all instruction tuning experiments from Figure 3: Model performance with different IT
the Hungarian pretrained model using 6 gigabytes data mixture. ROUGE-2 score is reported for
of instruction tuning text data (2 billion tokens) HU Sum, while accuracy and F1 scores are re-
and the same training settings. Each experiment ported for the rest of the tasks.

is repeated 3 times with different random dataset 70 : : :

samples. For more details on instruction tuning [ 60 L — T+ -

datasets or training settings see appendix C.2,C4 2 [/ _— 1

and D.2 £ 50 :/I—\*‘*I/\I_/i 0.1
. . . oo 8 40 [/

There is a lack of diverse high quality instruc- < ¢ ‘ ‘ ‘ ‘ ‘ ‘

tion tuning data in most languages besides English. 300 1 5 10 20 130 40 500

Thus, we study the impact of the amount of IT data Percentage of Hungarian data

from the new language on the final model perfor- EN - multi-choice HU - multi-choice

mance by varying the Hungarian instruction tuning HU-QA ——  HU-Sum.

data mixing rate from 0% to 50%. Figure 3 shows
that when no Hungarian instruction tuning data is included, the model undergoes catastrophic for-
getting of Hungarian. However, the model performance on Hungarian improves as more Hungarian
data is mixed in, with marginal returns after more than 1% of the data is Hungarian. This indicates
that a small amount of IT data from the new language gives most of the model performance on the
new language.

4 Conclusion

In our paper, we study the recipe to efficiently adapt an existing pretrained LLM to a new language,
with better tokenizer efficiency and without catastrophic forgetting of its original knowledge. With
only 10% of tokens in the tokenizer replaced by the the new ones from the target language, it can
drop the fertility by 50% and 70% on Hungarian and Thai respectively, with limited regression on
English. This can greatly improve the efficiency of both training and inference on the new language
by 2x and 3x. In addition, with mixing training data from both languages in pretraining and IT



stages, we show that this can improve the model performance on the new language while retaining
the model capability on the original language.
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A Tokenizer Details

A.1 Tokenizer Fertility Definition

Fertility is defined as the average number of tokens per word [22]. Words are defined by the Uni-
versal Dependencies framework, which gives a "consistent annotation of grammar (parts of speech,
morphological features, and syntactic dependencies) across different human languages" [32]. To
calculate the fertility we tokenize each word from the treebank individually to get the sum total
number of tokens, and then divide this by the number of words in the treebank. For Hungarian we
used the test set of the "Szeged Dependency Treebank" [33], for Thai we used the test set of the Thai
"CoNLL 2017" treebank [34] and for English we used the test set of the "Gold Standard Universal
Dependencies Corpus” [35].

A.2 Token Replacement Details

In our work, instead of extending the tokenizer’s vocabulary, we replace the least frequent tokens
from it with tokens from the new language. This way, we keep the model capacity the same by
controlling the vocabulary and embedding table size.

1. Train a tokenizer limited to a vocabulary size k, where k is the number of tokens you want
to replace in the original tokenizer

2. Find the number of overlapping tokens o between the new tokenizer of vocab size k, and
the original tokenizer

3. Replace the least frequently used k£ — o tokens from the original tokenizer with the k — o
tokens from the new tokenizer. Ensure that all the unchanged tokens from the original
tokenizer keep the same vocabulary indices as they had before.

(a) note that in the GPT2 tokenizer the tokens in the vocabulary and merges file are or-
dered from most frequent to least frequent, so we replace the last & — o vocabulary
indices in a GPT2 Tokenizer.

4. The GPT2 Tokenizer executes the merges rules in the merges.txt file line by line, so to
improve the efficiency on the newly added tokens, Add the merges rules from the k — o
new tokens to the beginning of the merges.txt file.

(a) Note that various BPE encoding algorithms are implemented without using the merges
rules, so ensure that you examine your tokenizer to see how to improves the tokenizer
efficiency.

5. Randomize the embeddings of the replaced tokens in the original model so the new embed-
dings can be learned.

We tested this tokenizer to ensure that the encoding and decoding of text works properly, and figure
1 shows that it also improves the fertility.

B Base Model

We train our base model with the same tokenizer and architecture as GPT-2 model [16]. The model
has 40 layers of transformer blocks with hidden dimension 5120 and 13 billion parameters in total.
The vocabulary size is 50260. The base model was pretrained on 300B English tokens from the
PILE[36] and C4[37] datasets, filtered for only natural language English text.

C Datasets

C.1 English pretraining data

For the continuous pretraining phase, we often mix English data with either Hungarian or Thai.
The English data we used is a 100 gigabyte sample of data from the base model pretraining corpus
introduced in section B.

C.2 English instruction tuning data

To construct our English instruction tuning dataset, we sample each constituent task from FlanV2
[38] and OIG [39] equally by raw text size with a fixed dataset size budget. This creates an instruc-
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tion tuning dataset that is task diverse and reasonably sized. The benefit of sampling instruction
tuning data at the task level is shown in [40], and provides a compute efficient alternative to training
on all the data. The dataset is 2.6 gigabytes of raw text and about 1.9 million samples.

C.3 Hungarian pretraining tuning data

The dataset used for Hungarian pretraining is the Hungarian Webcorpus 2.0 [31]. Our dataset is 96
gigabytes and 11,152,900 documents.

C.4 Hungarian instruction tuning tuning data

There is a lack of naturally written Hungarian instruction tuning datasets, so we use google translate
to translate our English Instruction tuning corpus C.2 to Hungarian. During translation the prompt
and completion are translated separately and only concatenated during training.

C.5 Thai pretraining data

For the Thai pre-training corpus, we combine the Thai subsets of OSCAR [41], MC4 [42], and
CCNet [43], which are all derived from Common Crawl. The entire combined corpus was processed
with MinHash deduplication [44, 45] with 1-grams and a Jaccard similarity of 0.6, with sentence
level n-grams (split by whitespace), and totals 15.32 million documents.

C.6 Thai instruction tuning data

For Thai instruction tuning data, we use a mixture of manually templated Thai datasets, as well as
existing IT datasets translated from English.

We take various Thai NLP datasets and create a variety of prompting templates for each task to form
an instruction tuning dataset. These consist of translation [46] [47] [48] [49] [50] [51], NLI [52],
QA [53] [54], text categorization, sentiment analysis [55], and summarization [56] [57] tasks. This
collection of datasets totals 6.26 million instruction tuning examples.

The English-translated IT datasets consist of traditional instruction tuning, multi-turn conversation,
and domain-specific QA (i.e. general knowledge, finance, science, mathematics) sourced from col-
lections like FLAN [38], OIG [39], Alpaca [58], Dolly [59], HC3 [60], and OpenAssistant [61],
totalling 1.06 million examples.

D Training Details

D.1 Pretraining Hyperparameters

The training process utilized cross-entropy loss to optimize the CLM objective. All training runs
shared the same hyperparameters to ensure a fair comparison and to avoid hyperparameter searches.
When comparing two pre-training ablations, the runs were trained to token parity, training on the
same number of tokens regardless of available data or tokenizer efficiency

The hyperparameters used were batch size = 512, fixed learning rate = 0.000015 and weight decay
= 0.1. All the tokens were packed into the training sequences, if they did not fit in a sequence then
they would be placed in the next sequence so no training tokens are lost." An attention mask was
applied so that only tokens from the same article attend to each other.

D.2 Instruction Tuning Hyperparameters

All instruction tuning studies share the same hyper-parameters. But ablations comparing runs are
not run to step parity, rather they are all trained to 1 epoch to ensure they see all the data.

The hyperparameters used are batch size = 128, fixed learning rate = 0.000015, weight decay = 0.1,
grad norm clip = 1.0, and prompt loss weight = 0.0 to ensure that prompts are attended to but not
trained on. All the tokens were packed into sequences in a greedy fashion, if they did not fit in a
sequence then they would be discarded.! An attention mask was applied so that only tokens from
the same article attend to each other.

"https://github.com/sambanova/generative_data_prep
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D.3 Hardware Configuration

All training is run on SambaNova’s Reconfigurable Data Units (RDU) [62].
E Evaluation

The EAI evaluation harness[63] is used for all benchmarking. The code? was adapted for new tasks
to evaluate the models on non-English languages. We categorize all the tasks into 4 categories:

Multiple-choice In this category of tasks, we append each candidate option after the prompt and
let the model pick answer with the highest probability. We report average accuracy on each tasks.

Table 3: Multiple Choice Evaluation Benchmarks

Language | Evaluation Tasks
English Lambada [64], HellaSwag [65], Openbookqa [66], Boolq [67], Arc Easy and
Challenge [68], PiQA [69], ANLI R1 [70] and Winogrande [71].
Hungarian HULU evaluation suite [72], which is composed of human translated tasks
HuCB, HuSST, HuWNLI, HuCOPA, HuCOLA and HuRTE.
Thai XCOPA [73] and WiseSight Sentiment Analysis [55] corpus. Translated ver-
sions of HellaSwag [65], MultiRC [74], RTE [75].

Open-ended Question Answering In this category of tasks, we let the model to freely generate
completions for each question prompt and we report the average F1 score between the model output
and the ground truth answer.

Table 4: Open-ended Question Answering Evaluation Benchmarks
Language | Evaluation Tasks
Hungarian | translated versions of BoolQ [67] and Natural Questions [76]
Thai XQuAD [53] and a translated version of ReCoRD [77]

Summarization In this category of tasks, we let the model freely generate a summary for each
prompt and we report average ROUGE-2 score between the model output and ground truth.

Table 5: Summarization Evaluation Benchmarks
Language | Evaluation Tasks
Hungarian | Translated version of XSum [78].
Thai ThaiSum [56]

Translation In this category of tasks, we let the model to freely generate translated text and we
report BLEU score between the model output and the ground truth answer.

Table 6: Translation Evaluation Benchmarks
Language | Evaluation Tasks
Hungarian | wmt 2009 en-hu and wmt 2009 hu-en ® datasets
Thai WIT3 Ted Talks Corpus [50]

2our open source eval suite link
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