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Abstract001

Evaluating automatic paraphrase production002
systems is a difficult task as it involves, among003
other things, assessing the semantic proxim-004
ity between two sentences. Usual measures005
are based on lexical distances, or at least on006
semantic embedding alignments. The rise of007
large language models has provided tools to008
model relationships within a text thanks to the009
attention mechanism. In this article, we intro-010
duce ParaPLUIE, a new measure based on a011
log likelihood ratio from a LLM, to assess the012
quality of a potential paraphrase. This mea-013
sure is compared with usual measures on three014
datasets of manually labeled paraphrases and015
non-paraphrases pairs. Two datasets, posterior016
to this study, are known for their quality or dif-017
ficulty on this task. The third one, build for this018
occasion, is composed of LLM outputs. Ac-019
cording to evaluations, the proposed measure is020
better for sorting pairs of sentences by seman-021
tic proximity. In particular, it is much more022
independent to lexical distance and offer a easy023
classification threshold between paraphrases024
and non-paraphrases.025

1 Introduction026

In the field of automatic generation of paraphrases,027

plenty of definitions of paraphrases have been pro-028

posed (Mel’čuk, 1997; Barzilay and McKeown,029

2001; Sekine, 2005; Zhao et al., 2009; Fabre et al.,030

2021). All those definitions point the importance031

of meaning conservation, that is inherently an am-032

biguous concept.033

Despite this, paraphrase generation systems need034

semantic measures to be trained or evaluated. Usu-035

ally, metrics work either with lexical matching (Pa-036

pineni et al., 2002) or embedding matching (Zhang037

et al., 2020). By design, lexical matching approach038

struggles to reconcile simple transformations like039

synonym replacement (Banerjee and Lavie, 2005).040

Moreover, they have difficulties to reject sentences041

with an opposed meaning if they are lexically close.042

On the other hand, metrics that use semantic em- 043

bedding matching, are laid on sub-phrasal align- 044

ments without taking into account a global view of 045

sentences. These two points have been highlighted 046

by Zhang et al. (2019) and lead to the construction 047

of PAWS dataset. 048

The TRANSFORMER architecture (Vaswani et al., 049

2017) and the emergence of Large Language Mod- 050

els have led to many advances in the area of nat- 051

ural language processing. Specifically, the self- 052

attention mechanism, can capture semantic rela- 053

tions in a large context. Chen et al. (2023) have 054

demonstrated that a LLM is capable of scoring the 055

quality of reference-free sentences. We offer to 056

explore the development of a new semantic metric 057

for paraphrase classification, ParaPLUIE, based 058

on a LLM and its output perplexity. 059

The paper is organized as follows. First, we sum 060

up metrics usually used to classify paraphrases in 061

section 2. The reference evaluation datasets are 062

then described in section 3, including a new dataset 063

of human labeled paraphrases. In section 4, we pro- 064

pose a novel automatic metric dedicated to seman- 065

tic proximity, ParaPLUIE. State of the art metrics 066

are evaluated together with ParaPLUIE in section 067

5. It should be noted that, despite their variety, au- 068

tomatic metric scores seem correlated to the edit 069

distance, which is not the case for ParaPLUIE. 070

2 Automatic metrics 071

Metrics usually used to evaluate meaning conser- 072

vation between two sentences, can be split into two 073

main groups. One that involves metrics measuring 074

how much the lexical structure is similar between 075

two sentences, thanks to a lexical distance. Another 076

that involves metrics estimating the semantic prox- 077

imity between two sentences, thanks to embedding 078

matching. 079

In the first group, we can include the Levenshtein 080

distance (LEV.) (Levenshtein, 1965), METEOR 081
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(Banerjee and Lavie, 2005) and BLEU (Papineni082

et al., 2002).083

LEV. gives a measurement of differences be-084

tween two character strings. This metric is count-085

ing the number of minimal deletions, insertions086

and replacements of characters, needed to trans-087

form one string into another. As the considered088

strings are getting longer, the LEV. distance in-089

creases, then it is usually normalised by the longest090

string length.091

BLEU has been designed to measure translation092

quality. It consists in computing the n-gram over-093

lap between a candidate and reference sentence as094

well as a brevity penalty. Usually, n-grams up to095

4 words long are considered. In this paper, we use096

the Torchtext1 implementation of BLEU with the097

default settings.098

METEOR echoes the design of BLEU, by com-099

puting an harmonic mean of the uni-gram precision100

and recall between the hypothesis and the source.101

Moreover, METEOR considers a synonym match-102

ing to compute its score. METEOR has shown a bet-103

ter correlation with human judgement than BLEU.104

One might argue that, if two sentences have105

a close lexical structure, they are more likely to106

be paraphrases. This is why, even if it seems not107

adequate, lexical metrics can be used to assess108

if two sentences share a common meaning. The109

weakness of this argument is that, even if two110

sentences share a common structure, they can111

convey a different meaning as with these two112

sentences:113

"The cat is alive" and "The cat was alive".114

115

To address this issue, a research effort has been116

made to create another group of metrics. Those117

metrics rely on semantic distances and use token118

embeddings to symbolize words inside a LLM. In119

this second group, we can include BERTscore (Zhang120

et al., 2020) and ParaScore (Shen et al., 2022).121

BERTscore is a score of similarity between each122

token embeddings of a hypothesis and of a source.123

Its definition is based on the following assumption:124

if a pairing between two sentences exists such as,125

all embeddings that form them are close, then their126

meaning is close. In the experiments, we use the127

BERT base uncased model (Devlin et al., 2019)128

from Hugging Face2.129

1https://pytorch.org/text/stable/data_metrics.
html

2https://huggingface.co/spaces/
evaluate-metric/bertscore

Shen et al. (2022) points out that, while lexi- 130

cal distances between two sentences increase, the 131

performance of metrics decreases. To deal with 132

this issue, they propose ParaScore, a metric that 133

extends BERTscore by including the normalized LEV. 134

distance to determine a similarity score. 135

It is important to note that semantic similarity 136

metrics take into account a word to word matching, 137

without considering higher level semantic relations. 138

This carries a risk concerning the quality of classi- 139

fication of paraphrases. 140

3 Datasets 141

Evaluating automatic metrics on sentence to 142

sentence semantic proximity involves the use 143

of datasets of labeled pair sentences as para- 144

phrases/not paraphrases. Optimally, for assessing 145

the relevance of metrics in challenging cases, la- 146

beled pairs of non-paraphrases should be lexically 147

or semantically close (without being considered 148

as paraphrases by a human). Our choice thus set- 149

tled on two English corpora, PAWS (Zhang et al., 150

2019), designed to fool lexical metrics, and MRPC 151

(Dolan and Brockett, 2005) including examples of 152

semantic inference (but asymmetric). 153

The MRPC (MS-SSLA licence) dataset used in 154

this paper is available on HuggingFace3. It con- 155

tains 5,801 couples where 3,900 has been labeled 156

as paraphrases, representing 67% of the dataset. 157

This dataset has been generated automatically from 158

a large corpus of newspapers organized by themes. 159

During the labeling, the procedure was the follow- 160

ing: for each couple of sentences, two evaluators 161

have been asked if the pair can be considered as 162

semantically equivalent. They were constrained 163

to answer only by yes or no. In case of disagree- 164

ment between them, a third one answers with the 165

same guideline. This dataset is mostly composed 166

of entailments. Here is a characteristic example 167

of non-paraphrase entailment from MRPC: “Last 168

year, Bush appointed him to the Homeland Security 169

Advisory Council.” and “He has also served on the 170

president’s Homeland Security Advisory Council.”. 171

For PAWS (free use licence), we are using the 172

dev subset. This one is composed of 8,000 couples 173

from which 3,539 are paraphrases. They repre- 174

sent 44% of the dataset. The whole dataset counts 175

108,463 couples and has been generated in a semi- 176

automatic manner by word swapping and reverse 177

3https://huggingface.co/docs/datasets/v1.13.0/
about_dataset_features.html?highlight=mrpc
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translation. For each generated couple, 5 humans178

have labeled the couple as paraphrases or non-179

paraphrases. PAWS has been designed to be a chal-180

lenge for automatic paraphrase classification sys-181

tems. Indeed, generating sentences by word swap-182

ping often creates non-paraphrases, while maintain-183

ing a close lexical distance with the source sentence.184

Here is a typical example of non-paraphrase cou-185

ple from PAWS: “flights from New York to Florida”186

and “flights from Florida to New York”.187

3.1 New LLM generated paraphrase dataset188

The purpose of this new dataset is to have sentence189

pairs with a significant lexical distance. To do so,190

we use MISTRAL (Jiang et al., 2023) and LLAMA2191

(Touvron et al., 2023) to generate paraphrases.192

Models have not been fine-tuned to generate para-193

phrases. Source sentences are randomly picked194

up from PAWS and MRPC sets. Two prompt tem-195

plates are used for MISTRAL and one for LLAMA2.196

Moreover, to create diversity, and be more likely197

to generate non-paraphrases, a vulgar template has198

been designed. As LLAMA2 refuses to generate199

with this template, it was only used with MISTRAL.200

Hypothesis paraphrases generated with this tem-201

plate contain a wider range of vocabulary.202

We have generated 605 hypothetical paraphrases203

with LLM from 605 source sentences. Each hy-204

pothesis paraphrase has been classified by at least205

one human judge. The evaluators were volunteers,206

non-experts in NLP domain. The evaluation pro-207

tocol was as follows. Each judge was proposed to208

label up to 55 couples on a web-application (Fayet209

et al., 2020) in which 5 couples were reserved for210

the training trial. The training trial was the same211

for all judges.212

Sentence pairs have been shown one by one, one213

sentence above the other. Presentation order of the214

sentence pair is chosen randomly. For each pair,215

judges had 5 possible answers: [Very different,216

Slightly similar, Mostly similar, Same meaning,217

Don’t know], presented in this order. Evaluation218

guidelines with examples were also provided.219

At the end of the evaluations, 276 couples have220

been labeled as "Same meaning", 181 as "Mostly221

similar", 93 "Slightly similar", 28 "Very different"222

and 22 "Don’t know". We consider couples labeled223

as "Very different" and "Slightly similar" as non-224

paraphrases. "Mostly similar" and "Same meaning"225

labeled couples are considered as paraphrases. It226

is interesting to note that LLMs seem capable to227

generate paraphrases, and most of the times very228

good paraphrases. 229

Here is an example of a non-paraphrase in our 230

dataset: “Trading volume was incredibly light 231

at 500.22 million shares, below an already thin 232

611.45 million exchanged at the same point Thurs- 233

day.” and “The trading volume was significantly 234

lower than usual on this day, with only 500.22 mil- 235

lion shares exchanged compared to 611.45 million 236

shares traded at the same time the previous day.” 237

Overall, 457 couples have been labeled as para- 238

phrases, 121 as non-paraphrases, 22 as indetermi- 239

nate and 5 have been used for the training trial 240

and were not taken in account. We did not include 241

couples labeled as indeterminate in the dataset. In 242

the end, the dataset is composed of 79% of para- 243

phrases. 244

Details for reproducibility – prompts used and 245

evaluation guidelines – are provided in appendix 246

A.1 and A.2. The annotated corpus is provided as 247

supplementary material. 248

4 ParaPLUIE 249

Usual metrics are focused on lexical proximity, or 250

at best on token embedding alignments. As a result, 251

their capacity to catch complex relations between 252

sentences is limited. Recently, advancement with 253

the TRANSFORMER architecture, thanks to the self- 254

attention mechanism (Vaswani et al., 2017), has 255

demonstrated that, it is possible to more effectively 256

consider the internal relationships within a text. 257

LLMs are intended to model the probabilities as- 258

sociated to a token, knowing the previous ones. It 259

is thus possible to compare two similar sequences 260

to calculate a class belonging degree while consid- 261

ering intricate and subtle relations inside sentences. 262

We propose ParaPLUIE, a novel semantic prox- 263

imity metric, relying on a learnt probabilistic model 264

of a LLM. ParaPLUIE is defined as the log likeli- 265

hood ratio of “yes” versus “no” knowing a template 266

(Tpl, see section 4.1) filled with the source (S) sen- 267

tence to paraphrase and the evaluated hypothesis 268

(H), i.e: 269

ParaPLUIE(S,H) = log

(
p (yes|Tpl(S,H))

p (no|Tpl(S,H))

)
270

271

The intuition beside ParaPLUIE comes from the 272

fact that, if LLM are capable to criticize sentences 273

while generating, their surprise on the appearance 274

of a token can be used as a metric. A positive score 275
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is given to a couple of sentences if the system esti-276

mates that they are likely to be paraphrases. On the277

opposite, the system gives a negative score when278

it estimates that they are not paraphrases. This279

propriety helps the interpretation of results unlike280

other scoring metrics because it creates a natural281

threshold decision at zero. Score is a real value282

whose range depends on the learnt probabilistic283

model used.284

4.1 Templates285

A template is an incomplete prompt that is then286

filled with sentences to evaluate. In the following,287

S is the source sentence and H is a candidate para-288

phrase of S. The template mimics a dialog with a289

user and an assistant because the model used in290

these experiments is a fine-tuned LLM, learnt to291

work as a conversational agent. We considered292

three different templates in our experiments.293

4.1.1 Template: DIRECT294

This naive template directly explains the task in-295

tended by the model and the expected output for-296

mat.297

TplDirect(S,H) :298

(user): You will receive two sentences A and B. Do299

these two sentences mean the same thing? Answer300

with only one word "yes" or "no".301

(assistant): Please provide the sentences for me302

to evaluate.303

(user): A: "S"; B: "H"304

305

4.1.2 Template: INDIRECT306

(Qiao et al., 2023) points out that using a chain of307

thoughts may help the LLM to answer correctly.308

In other words, letting a LLM generate context or309

explanations about a question makes it more likely310

to be right in its answer. Inspired by this, a template311

involving a generation step, denoted E, has been312

created. First, the model generates its answer. Then313

it is requested to summarize it using only one word.314

TplIndirect(S,H) :315

(user): You will receive two sentences A and B. Do316

these two sentences mean the same thing?317

(assistant): Please provide the sentences for me318

to evaluate.319

(user): A: "S"; B: "H"320

Generation −→ E321

(assistant): E322

(user): Summarize your answer with only one323

word "yes" or "no".324

4.1.3 Template: FS-DIRECT 325

Numerous studies have shown that a few-shots ap- 326

proach helps LLMs to give an accurate answer 327

(Rios and Kavuluru, 2018; Brown et al., 2020; 328

Chung et al., 2024). We have used an improved 329

version of the DIRECT template which contains 330

few examples of the task resolution. The exam- 331

ples were generated using a LLM and labeled by 332

three experts. We have intentionally picked ex- 333

amples where ParaPLUIE with the DIRECT tem- 334

plate made scoring errors. More precisely, we have 335

picked examples for whom the associated score 336

was likely to classify them as paraphrase, while 337

they are non-paraphrases and reciprocally. We have 338

also picked some examples where the model was 339

right with it prediction. The complete template is 340

available in A.3. 341

4.2 Practical computation 342

To compute the prediction score with ParaPLUIE, 343

we evaluate the ratio between the probability that 344

the template is followed by the token “yes” and 345

the probability that the template is followed by 346

the token “no”. As the templates differ by only 347

one token (“yes” or “no”), we can reformulate the 348

equation using perplexities. This is convenient as 349

the perplexity reflects the “surprise” of the model 350

for the prediction of a token. 351

ParaPLUIE(S,H) = log

(
p (yes|Tpl(S,H))

p (no|Tpl(S,H))

)
352

= log

(
ppl (Tpl(S,H) ◦ no)T+1

ppl (Tpl(S,H) ◦ yes)T+1

)
353

where T is the number of tokens that made up the 354

template and “◦” a text concatenation operator. 355

Moreover, as LLMs are trained by using the per- 356

plexity as a loss function, we can use it directly. 357

Then, the metric equation becomes: 358

ParaPLUIE(S,H) = (T + 1)× 359

(lossLLM (Tpl(S,H) ◦ no)− lossLLM (Tpl(S,H) ◦ yes)) 360

In our experiments, we use the MISTRAL 7B In- 361

struct v0-24 version of MISTRAL, in half-precision 362

configuration. This model is a medium size lan- 363

guage with 7 billion parameters. It is based on the 364

TRANSFORMER architecture and uses a sliding at- 365

tention window to reduce computing costs. The 366

dataset used for its training is not disclosed. With 367

4https://huggingface.co/mistralai/
Mistral-7B-Instruct-v0.2
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MRPC PAWS LLM Global
yes no yes no yes no yes no

LEV. ↓ 0.38±0.16 0.51±0.13 0.20±0.15 0.32±0.15 0.49±0.17 0.55±0.16 0.31±0.19 0.38±0.17

BLEU ↑ 0.40±0.21 0.28±0.18 0.62±0.18 0.49±0.19 0.24±0.20 0.18±0.18 0.49±0.23 0.42±0.21

METEOR ↑ 0.69±0.14 0.56±0.15 0.91±0.06 0.88±0.07 0.64±0.18 0.54±0.20 0.79±0.16 0.78±0.18

BERTscore ↑ 0.82±0.07 0.74±0.08 0.94±0.04 0.91±0.04 0.82±0.08 0.76±0.11 0.87±0.08 0.86±0.10

ParaScore ↑ 0.83±0.07 0.76±0.09 0.92±0.03 0.92±0.04 0.82±0.08 0.76±0.10 0.87±0.08 0.87±0.09

ParaPLUIE
DIRECT ↑ 20.02±8.94 4.41±15.43 22.04±6.65 12.80±13.46 23.84±5.27 16.44±13.81 21.15±7.89 10.41±14.60

ParaPLUIE
INDIRECT ↑ 14.71±12.79−2.61±14.88 18.33±9.59 6.96±16.09 19.07±8.07 10.91±14.84 16.58±11.37 4.22±16.33

ParaPLUIE
FS-DIRECT ↑ 5.00±7.92 −4.89±8.30 9.10±7.36 −3.82±10.38 10.16±7.02 4.05±11.19 7.14±7.91 −3.99±9.91

Table 1: Average scores and standard deviation of each measure on MRPC, PAWS and the LLM paraphrases corpus.
Datasets have been split according to the hypothesis sentence label: yes, it is a paraphrase or no. The ↑ associated to
a metric indicates that, the higher the score, the closer the sentences. The ↓ sign means the opposite.

this configuration, the model needs approximately368

15 GB of memory. We have conducted our experi-369

ments on a computer equipped with a Nvidia RTX370

4090 GPU. The ParaPLUIE code is released with371

the supplementary material.372

5 Results373

In our evaluation scenario, we are given a source374

sentence (S) and the associated candidate para-375

phrase (H). (H) label as paraphrase or non-376

paraphrase given by human evaluators is consid-377

ered as the gold label. As the goal is to evaluate (H)378

as a paraphrase candidate for (S), our evaluation379

takes place in a reference-free context.380

5.1 Scores range381

For each dataset and metric, the score of each sen-382

tence is computed and compared to human anno-383

tations. Table 1 presents the mean scores obtained384

for the different metrics on the datasets. Results are385

divided into subsets such as all paraphrase pairs,386

denoted as "yes" and non-paraphrase pairs, denoted387

as "no".388

We can observe that the mean edit distance i.e389

LEV. distance, is the lowest on PAWS dataset,390

medium on MRPC and the highest on the LLM391

generated. This offers us a large overview of dif-392

ferent paraphrases/non-paraphrases. We can point393

out that, mean scores of every metrics, excluding394

ParaPLUIE, strongly overlap. This can be ex-395

plained by the deliberately misleading nature of the396

corpora considered in this experiment. We can ob-397

serve that, ParaPLUIE mean scores on paraphrase398

pairs overlap less on non-paraphrase scores. More- 399

over, the mean scores of non-paraphrases is always 400

lower than paraphrases’ ones. In addition, we can 401

view that the global mean score of ParaPLUIE FS- 402

DIRECT on non-paraphrases is negative. Overall, 403

this is not true for the other templates. It may con- 404

firm that giving examples to the LLM helps it solve 405

complex tasks such as paraphrase detection. 406

5.2 Metrics accuracy 407

Let us now look at the best threshold score to 408

classify paraphrases/non-paraphrases with the best 409

accuracy for each metric. By looking at the re- 410

sults, presented in table 2, for metrics other than 411

ParaPLUIE, we can notice that a good threshold 412

for a corpus is not applicable on another one. More- 413

over, we can notice that, as explained by Zhang 414

et al. (2020), BERTscore is not well performing on 415

PAWS corpus. Despite that, BERTscore seems to 416

be a good metric for this task. We can also ob- 417

serve that choosing a common threshold to all the 418

dataset for a given metric significantly reduces its 419

performance. This indicates two things, metrics 420

struggle to correctly classify paraphrases and they 421

are not resilient. Surprisingly, we can notice that 422

the LEV. distance looks like to be the best metrics. 423

Obviously LEV. is not a good metric for semantic 424

evaluation. Consequently, this may suggest that 425

other metrics are correlated with the edit distance. 426

By looking at the results of the different 427

ParaPLUIE templates, we can see that their ac- 428

curacy is significantly higher than others metrics 429

on all datasets, except for the LLM corpus. Their 430
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MRPC PAWS LLM Global

LEV.

Max. acc. 0.69 0.70 0.79 0.58
Threshold 0.52 0.12 0.87 0.40

F1 0.78 0.55 0.88 0.65
Recall 0.81 0.41 1.00 0.71

Precision 0.75 0.84 0.79 0.60

BLEU

Max. acc. 0.67 0.67 0.79 0.57
Threshold 0.00 0.67 0.00 0.48

F1 0.80 0.54 0.88 0.59
Recall 1.00 0.47 1.00 0.57

Precision 0.67 0.69 0.79 0.61

METEOR

Max. acc. 0.73 0.59 0.80 0.57
Threshold 0.52 0.92 0.26 0.52

F1 0.81 0.53 0.88 0.70
Recall 0.87 0.51 0.98 0.92

Precision 0.76 0.54 0.81 0.56

BERTscore

Max. acc. 0.73 0.64 0.80 0.57
Threshold 0.73 0.96 0.61 0.73

F1 0.82 0.48 0.89 0.71
Recall 0.88 0.38 0.99 0.93

Precision 0.76 0.68 0.80 0.57

ParaScore

Max. acc. 0.72 0.56 0.80 0.57
Threshold 0.74 1.00 0.61 0.74

F1 0.80 0.00 0.89 0.70
Recall 0.86 0.00 0.99 0.92

Precision 0.75 0.40 0.80 0.56
Max. acc. 0.78 0.69 0.83 0.71

ParaPLUIE Threshold 8.76 22.84 12.42 21.09
DIRECT F1 0.85 0.69 0.90 0.76

Recall 0.89 0.77 0.97 0.81
Precision 0.81 0.62 0.84 0.71
Max. acc. 0.78 0.65 0.81 0.70

ParaPLUIE Threshold −8.26 19.10 −11.90 13.50
INDIRECT F1 0.84 0.69 0.89 0.75

Precision 0.81 0.57 0.82 0.69
Recall 0.88 0.86 0.98 0.82

Max. acc. 0.76 0.77 0.81 0.75
ParaPLUIE Threshold −3.25 5.53 −7.53 0.37
FS-DIRECT F1 0.82 0.75 0.88 0.78

Recall 0.83 0.79 0.94 0.82
Precision 0.82 0.71 0.83 0.75

Table 2: F1, recall, precision and associate score thresh-
old of each metrics on every datasets, according to their
best classification accuracy. Best accuracy’s is in black,
F1 in blue, precision in orange and recall in violet.

performance does not sharply decrease if we are431

working on all datasets. This is highlighted by the432

figure 1.433

This leads us to the assumption that ParaPLUIE434

is resilient and is able to classify paraphrases435

without being influenced by the edit distance.436

ParaPLUIE FS-DIRECT seems to be the best437

template as it shows the best accuracy and the best438

F1 overall. The best threshold overall is really close439

to zero. This is convenient because it follows the440

inherent natural threshold of ParaPLUIE. It is inter-441

esting to see that the INDIRECT ParaPLUIE tem-442

plate always gets the best recall. This means that,443

with the INDIRECT template, we can be really444

Figure 1: Evolution of the classification accuracy when
sentence couples are ranked according to their score.
For each rank, couples ranked higher are considered
paraphrases and are compared to their gold label.

confident about the couples labeled as paraphrases 445

with a threshold chosen retrospectively. 446

5.3 Correlation with edit distance 447

To confirm our previous assumptions, the Pearson 448

correlation between metrics and edit distance is pre- 449

sented in table 3. It is focused on correlation inside 450

each class – paraphrase/non-paraphrase. Indeed, 451

the extent of belonging to a category should be re- 452

lated to semantic distance and not lexical distance. 453

Undoubtedly, other metrics than ParaPLUIE are 454

correlated with the edit distance. This is a con- 455

cern because the semantic proximity estimation 456

among two sentences should not be guided by the 457

edit distance that separates them. We can observe 458

that, all ParaPLUIE templates are much less cor- 459

related with the edit distance. This observation is 460

highlighted by figure 2. More precisely, BERTscore, 461

ParaScore and METEOR scores are linked to the 462

edit distance and they are not able to create clusters 463

of paraphrases/non-paraphrases. On the opposite, 464

different ParaPLUIE templates are clearly less cor- 465

related and are able to cluster sentence pairs. We 466

can regret that there are many false positives in the 467

paraphrase clusters of the templates DIRECT and 468

INDIRECT. The ParaPLUIE FS-DIRECT made 469

less false positive and false negative errors. It’s in- 470

teresting to point out that, between the two clusters 471

made by ParaPLUIE FS-DIRECT we can notice 472

an area of uncertainty. The closer we are to zero, 473

the less certain the system is to classify the hypoth- 474

esis sentence. This is a really attractive propriety 475

as it enhances the natural dynamic of the measure. 476

In other words, the higher the score of a hypothesis 477
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MRPC PAWS LLM Global
yes no yes no yes no yes no

WER 0.88 0.79 0.93 0.91 0.87 0.81 0.93 0.90
BLEU −0.67 −0.60 −0.66 −0.57 −0.59 −0.64 −0.76 −0.68
METEOR −0.63 −0.57 −0.45 −0.47 −0.53 −0.59 −0.69 −0.65
BERTscore −0.72 −0.63 −0.61 −0.55 −0.63 −0.63 −0.76 −0.69
ParaScore −0.56 −0.54 −0.10 −0.23 −0.56 −0.56 −0.60 −0.58
ParaPLUIE DIRECT −0.08 −0.14 −0.07 −0.02 −0.00 −0.13 −0.06 −0.17
ParaPLUIE EXPLAINS −0.13 −0.15 −0.04 −0.02 −0.04 −0.13 −0.11 −0.15
ParaPLUIE FS-DIRECT −0.17 −0.15 −0.05 −0.13 −0.08 −0.22 −0.19 −0.12

Table 3: Pearson correlation coefficients between evaluated metrics and the edit distance for each corpus and each
class. Emphasis is placed on the weakest correlations.

(a) BERTscore (b) ParaPLUIE DIRECT

(c) METEOR (d) ParaPLUIE INDIRECT

(e) ParaScore (f) ParaPLUIE FS-DIRECT

Figure 2: Score distribution of paraphrase couples, represented by blue circles and non-paraphrase, represented in
orange squares, in regards of the edit distance. BERTscore, METEOR are ParaScore are between zero and one. For
ParaPLUIE, the red line denotes the natural threshold at zero.

sentence is, the higher we can be confident in the478

classification and vice versa.479

5.4 Equal Error Rate (EER)480

We might view paraphrase classification as a spoof-481

ing detection task, where the spoofs are the non-482

paraphrase sentences. Then, as in spoofing detec-483

tion, we can compute the EER for each metrics, 484

as in table 4. The EER indicates the point where 485

the false acceptance rate and false rejection rate 486

are equal. It provides an interesting indicator when 487

classes are not balances like in the LLM corpus. 488

The lower the EER, the better the system is. 489

Thus, all ParaPLUIE templates, compared to 490
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MRPC PAWS LLM Global

LEV. EER 0.66 0.66 0.60 0.58
Threshold 0.44 0.23 0.54 0.33

BLEU EER 0.37 0.35 0.42 0.48
Threshold 0.35 0.57 0.20 0.43

METEOR EER 0.31 0.41 0.40 0.52
Threshold 0.62 0.91 0.61 0.84

BERTscore
EER 0.31 0.37 0.36 0.51

Threshold 0.79 0.93 0.80 0.89

ParaScore EER 0.33 0.46 0.37 0.53
Threshold 0.80 0.93 0.81 0.90

ParaPLUIE EER 0.25 0.31 0.41 0.31
DIRECT Threshold 21.01 23.29 24.72 22.90

ParaPLUIE EER 0.25 0.35 0.39 0.34
INDIRECT Threshold 16.13 21.18 21.19 20.82
ParaPLUIE EER 0.26 0.23 0.40 0.26
FS-DIRECT Threshold 1.24 6.58 11.29 4.18

Table 4: EER for each metric on each corpus. The
lowest error rates are emphasized.

other metrics, have lower or at least similar EER491

on individual corpora. When all corpora are consid-492

ered together, then ParaPLUIE templates EER’s is493

much lower than other metrics. Despite of that, for494

the LLM corpus, BERTscore and ParaScore performs495

better. This could be explained by the fact that496

mistakes made by a LLM when generating para-497

phrases are reproduced while the LLM criticizes498

them. In other words, it seems more difficult for a499

LLM to spot LLM errors. That is why ParaPLUIE500

DIRECT and INDIRECT EER threshold is so high,501

around 20. They tend to give a high score to many502

sentences. However, ParaPLUIE FS-DIRECT503

threshold is much closer than natural classification504

threshold from ParaPLUIE formula.505

5.5 Natural threshold506

ParaPLUIE, defined by the logarithm of a ratio,507

possesses a natural frontier at zero between para-508

phrases and non-paraphrases. The table 5 offers an509

overview of different ParaPLUIE templates accu-510

racy and F1 on each datasets, by taking a score of511

zero as a classification threshold.512

We can see that, the ParaPLUIE FS-DIRECT513

template gets the best accuracy overall. Hence,514

each ParaPLUIE system, using this a priori thresh-515

old perform better – or similar for ParaPLUIE516

FS-DIRECT on the LLM corpus – than any other517

metrics using the best threshold a posteriori.518

These experiments on complex corpora seem to519

indicate that ParaPLUIE is a good semantic mea-520

sure. The FS-DIRECT template looks resilient and521

able to classify paraphrases and non-paraphrases522

better than the state of the art. Its natural threshold523

makes it understandable and usable without having 524

prior knowledge on candidates data. 525

MRPC PAWS LLM Global
ParaPLUIE Accuracy 0.77 0.56 0.82 0.66

DIRECT F1 0.85 0.66 0.89 0.75
ParaPLUIE Accuracy 0.76 0.64 0.80 0.69
INDIRECT F1 0.82 0.69 0.88 0.75
ParaPLUIE Accuracy 0.75 0.75 0.79 0.75
FS-DIRECT F1 0.80 0.76 0.87 0.78

Table 5: Accuracy on each datasets for each ParaPLUIE
templates according to a decision threshold fixed at zero.
Best accuracy on each datasets is emphasis in black and
F1 in blue.

6 Conclusion 526

We propose ParaPLUIE, a new metric for evalu- 527

ating semantic proximity between two sentences. 528

ParaPLUIE is relying on a learned probabilistic 529

model of LLM. It is designed to return scores that 530

can be directly interpreted thanks to the natural 531

threshold of this metric. We have conducted ex- 532

periments with various templates for ParaPLUIE 533

on three English paraphrase corpora. One of them 534

is created automatically with LLM and delivered 535

with this paper. Our experiments have shown that 536

ParaPLUIE performs better than commonly used 537

measures. Interesting properties of ParaPLUIE 538

are the easy comprehensible threshold between 539

paraphrase and non paraphrases, and that it is 540

marginally correlated to the edit distance. 541

In future work, we will look into the develop- 542

ment of Small Language Models dedicated to the 543

generation of paraphrases, thanks to learning meth- 544

ods like knowledge distillation (Hsieh et al., 2023) 545

and ParaPLUIE as a loss. 546

7 Ethical considerations 547

It is important to keep in mind that, ParaPLUIE 548

is not using learning methods. The best template 549

ParaPLUIE FS-DIRECT does not need a genera- 550

tion step and MISTRAL is a medium size language 551

model. For these reasons, scoring with ParaPLUIE 552

is not much computing intensive. The use of a 553

larger LLM could lead to better results. Neverthe- 554

less we appeal to not do that. As we live in a world 555

of limited resources and energy, the research ef- 556

fort should be put into the adaptation and creation 557

of small model dedicated to this task. Therefore, 558

as hint by ParaPLUIE FS-DIRECT good results, 559

distilling and fine-tuning a model for paraphrase 560

evaluation could improve ParaPLUIE. 561
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8 Limitations562

This section aims to discuss about other limits than563

those already discussed.564

Experiments in this study were lead on a limited565

quantity of data. The entire PAWS corpus was not566

used but only the dev subset. This is due to the high567

computational cost needed to use an LLM, specifi-568

cally with the ParaPLUIE INDIRECT which needs569

a generation step. Results on the whole PAWS570

dataset may vary.571

LLAMA2 and MISTRAL, although producing572

different results, are likely to be trained on very sim-573

ilar data. They both have TRANSFORMER-style ar-574

chitecture and have the same magnitude of weights.575

Other model architecture may produce different576

results.577

Most sentence pairs inside the LLM dataset578

made for this experiment were labeled by only one579

human. Hence, inter-annotator agreement is not580

available. This corpus is smaller than other cor-581

pora, so it has weak impact on the overall evalua-582

tion. This corpus turns out to be highly unbalanced583

since the generation systems produce good para-584

phrase overall. Moreover it appears that none of585

the metrics are able to perform very well on it.586

The LLM used for ParaPLUIE could have been587

trained on corpora evaluated during these experi-588

ments as they are well known dataset and the train-589

ing corpus isn’t disclosed.590

For ParaPLUIE FS-DIRECT, since sources591

sentences used to build the 6 examples are extracted592

from MRPC and PAWS, they shared the “style” as593

the considered corpora. Evaluations on other writ-594

ing styles could be performed to validate results.595

Throughout this paper, three ParaPLUIE ver-596

sions have been shown. We have tested other tem-597

plates with different generation step strategies. The598

prompt plays a critical role here, as small changes599

in it can involve major differences in scoring. Tem-600

plates versions proposed may not be optimal.601
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A Appendix 775

A.1 Templates used to generate paraphrases 776

with LLM 777

We used two models to generate paraphrases, MIS- 778

TRAL and LLAMA2. Both models are fine-tuned 779

to work as conversational agents. The templates 780

mimic a dialog with a user and the assistant. Here 781

S denote the sentence which we want to paraphrase. 782

To create diversity in generated paraphrases, we 783
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create a vulgar template. This one shows an ex-784

ample of paraphrase for a vulgar sentence. We785

empirically observe that, with this kind of exam-786

ple the model is more inventive and tends to use a787

wider range of vocabulary.788

MISTRAL naive(S) :789

(user): You have to transform a sentence A790

into a paraphrase B. The purpose of A to B791

transformation is to maintain the original meaning792

of the sentence A in B.793

(assistant): I’ve understood the instructions794

perfectly.795

(user): A: "The little cat refreshes himself with796

water every morning."797

(assistant): B: "Every morning, the little cat798

refreshes himself by drinking water."799

(user): A: "S"800

801

LLAMA2 naive(S) :802

(system): You have to transform a sentence803

A into a paraphrase B. The purpose of A to B804

transformation is to maintain the original meaning805

of the sentence A in B.806

(user): A: "The little cat refreshes himself with807

water every morning."808

(assistant): B: "Every morning, the little cat809

refreshes himself by drinking water."810

(user): A: "S"811

812

MISTRAL vulgar(S) :813

(user): You have to transform a sentence A814

into a paraphrase B. The purpose of A to B815

transformation is to maintain the original meaning816

of the sentence A in B. You can use offensive and817

disrespectful statements.818

(assistant): I’ve understood the instructions819

perfectly.820

(user): A: "Fuck both of you."821

(assistant): B: "Go fuck yourselves."822

(user): A: "S"823

824

A.2 Details about the LLM generated825

paraphrase dataset826

Each judge had to self-assess his English level.827

They were able to select between, poor, good, ad-828

vanced and native to self-assess their confidence829

in their English. To avoid bias in judgement, ev-830

ery button to choose was in grey except for the831

"Don’t know" option which was colored in light-832

blue. To help judges, word differences between833

sentences were highlighted in yellow. Addition-834

ally, explanations about their task and examples of 835

expected responses were available at any moment. 836

Here are the explanations provided : "You are go- 837

ing to see two sentences. You are asked to estimate 838

the extent to which the two sentences share a com- 839

mon meaning. To help you, the differences between 840

the sentences are highlighted in yellow of which 841

several examples are shown bellow." Here are the 842

examples provided: 843

• The cat drinks water. 844

• The cat eats kibble. 845

• Very different 846

• The associated actions have nothing in com- 847

mon even though the two sentences have the 848

same subject. 849

850

• The cat drinks milk. 851

• The cat drinks water. 852

• Slightly similar 853

• The subjects and actions are similar, but water 854

is not milk. 855

856

• The cat drinks water. 857

• The cat quenches its thirst. 858

• Mostly similar 859

• The only difference is that the first sentence 860

specifies the type of liquid that is being drunk. 861

862

• The cat eats the mouse. 863

• The mouse is eaten by the cat. 864

• Same meaning 865

• Differences linked to context interpretation in 866

these two sentences are too small to say that 867

their meaning is different. 868

869

• The cat drinks tomato soup. 870

• Cat tomato soup. 871
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• Don’t know872

• The second sentence doesn’t make any sense.873

We can’t draw any conclusions from it.874

A.3 Complete few shots template875

TplFS-Direct(S,H):876

(user): You will receive two sentences A and B. Do877

these two sentences mean the same thing? Answer878

with only one word "yes" or "no".879

(assistant): Please provide the sentences for me880

to evaluate.881

(user): A: "Amrozi accused his brother, whom he882

called "the witness", of deliberately distorting his883

evidence ."; B: "Amrozi accused his brother, whom884

he disparagingly referred to as ’the liar witness’,885

of intentionally twisting his testimony."886

(assistant): No887

(user): A: "Pennmakkal is an Indian Malayalam888

film from 1966, produced by J. Sasikumar and889

directed by KP Kottarakkara."; B: "The Indian890

Malayalam film ’Pennmakkal’, released in 1966,891

was produced by J. Sasikumar and directed by KP892

Kottarakkara."893

(assistant): Yes894

(user): A: "Sorkin , who faces charges of conspir-895

acy to obstruct justice and lying to a grand jury ,896

was to have been tried separately."; B: "Despite897

being accused of conspiring to obstruct justice and898

perjury, Sorkin was supposed to stand trial on his899

own."900

(assistant): No901

(user): A: "Gilroy police and FBI agents described902

Gehring as cooperative , but said Saturday that he903

had revealed nothing about what had happened904

to the children ."; B: "Although Gilroy police and905

FBI agents reported that Gehring was cooperative906

, he hadn’t disclosed any information about the907

children’s whereabouts or what had happened to908

them as of Saturday ."909

(assistant): No910

(user): A: "Whereas “e” the electric charge of911

the particle and A is the magnetic vector potential912

of the electromagnetic field."; B: "The electric913

charge of the particle is denoted by “e”, and the914

magnetic vector potential of the electromagnetic915

field is denoted by ’A’."916

(assistant): Yes917

(user): A: "The Jidanul River is a tributary of the918

Jiul de Vest River in Romania."; B: "The Jidanul919

River is a mere insignificant stream that flows into920

the grand Jiul de Vest River in Romania."921

(assistant): No 922

(user): A: "S"; B: "H" 923

924
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