Implementing Divisive Normalization in CNNs Improves Robustness to Common Image Corruptions
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Abstract
Some convolutional neural networks (CNNs) have achieved state-of-the-art performance in object classification. However, they often fail to generalize to images perturbed with different types of common corruptions, impairing their deployment in real-world scenarios. Recent studies have shown that more closely mimicking biological vision in early areas such as the primary visual cortex (V1) can lead to some improvements in robustness. Here, we extended this approach and introduced at the V1 stage of a biologically-inspired CNN a layer inspired by the neuroscientific model of divisive normalization, which has been widely used to model activity in early vision. This new model family, the VOneNetDN, when compared to the standard base model maintained clean accuracy (relative accuracy of 99%) while greatly improving its robustness to common image corruptions (relative gain of 18%). The VOneNetDN showed a better alignment to primate V1 for some (contrast and surround modulation) but not all response properties when compared to the model without divisive normalization. These results serve as further evidence that neuroscience can still contribute to progress in computer vision.

1 Introduction
Over the past decade, some convolutional neural networks (CNNs) have achieved state-of-the-art performance in several computer vision applications such as image classification [1-3]. In parallel, CNNs have also been relatively successful in modeling neuronal responses along the primate ventral visual pathway as well as primate object recognition behavior [4-8]. However, most CNNs exhibit important limitations such as their vulnerability to adversarial attacks [9, 10, 11] and, perhaps more relevant for real-world applications, failure to recognize objects in images perturbed with different types of common corruptions [12, 13, 14]. Additionally, no CNN tested to date is able to perfectly model the primate ventral visual stream to the extent that it has been tested [15, 16, 17].

To overcome some of these limitations, there have been several efforts to develop CNN models that are more directly inspired and constrained by neuroscience data [17, 18, 19, 20, 21, 22]. In [18], the authors developed a hybrid CNN containing a neuroscientific model of the primate primary visual cortex (V1) as its front-end, followed by a standard architecture back-end. This model family, the VOneNet, not only achieved high neural predictivity of V1 responses but also showed gains in robustness to adversarial attacks and common corruptions.

In this work, we expanded the VOneNet model family with a new layer, the DNBBlock, inspired by the divisive normalization model, a popular neuroscientific model that has been used to explain a wide range of neuronal phenomena in primate early vision, such as surround suppression, cross-orientation inhibition, and nonlinear contrast response characteristics [23]. While this layer can be implemented in any CNN and in any of its stages, we introduced it at the output of the V1 stage of a VOneNet and
called this model family, VOneNetDN. After optimizing the model parameters for object classification performance, including those in the divisive normalization layer, the new model shows not only a better clean accuracy, but also an improved robustness to common image corruptions, particularly the contrast and fog types, when compared to the VOneNet. In addition, it also better matches primate V1 at the single neuron level, with neurons exhibiting nonlinear contrast response function as well as surround modulation. Together, these results suggest that building models that more precisely emulate brain mechanisms can lead to further gains in challenging computer vision applications.

1.1 Related work

**Common corruptions:** Robustness of CNNs against common image corruptions [14] is an important topic that has received a great deal of attention lately. In [24], DeepAugment+AugMix, was considered the current state-of-the-art in this area. Augmentation with Gaussian noise and other noise patterns has also been shown to improve robustness [25, 26], but can affect performance on clean image [25] and low frequency corruptions [27]. Other approaches to increase robustness involve using: anti-aliasing module to restore the shift-equivariance [28], stylized images to increase shape bias [29], stability training [30], and assembling several techniques [31].

**Biologically-constrained CNNs and robustness:** By replacing the first layer of a CNN with a model of primate V1, [18] was able to improve the model robustness to white box adversarial attacks and common corruptions. In a related work, [17] replaced the first convolutional layer of a standard CNN with Gabor filters to improve robustness to noise. A similar but complementary approach has been using neuronal representations to regularize training of models in object classification, which has also been shown to lead to better generalization [20, 21, 22].

**Divisive normalization:** Divisive normalization has been used to model a wide range of neuronal phenomena, namely in low-level visual areas [23]. In [32], a CNN with divisive normalization improved neuronal predictivity in the macaque V1. Brain-inspired divisive normalization has also been shown to lead to gains in image classification accuracy in small datasets [33].

2 Methods

We developed a novel model family containing a biologically-inspired divisive normalization layer at the model’s V1 stage. We used the VOneNet [18], a family of CNNs whose front-end – the VOneBlock – simulates primate V1, as the starting point for our model. We adapted the VOneResNet18 variant with 512 channels in the VOneBlock (256 simple cells and 256 complex cells) and no neuronal stochasticity. The output of each VOneBlock channel is the result of convolving the input image with a biologically-constrained Gabor filter followed by either a simple- or complex-cell like nonlinearity (Figure 1). Then, we incorporated a divisive normalization layer, the DNBlock, that normalizes the activations of each VOneBlock channel by spatially pooling the activations of neighboring neurons in all the channels (weighted sum of the activation of VOneBlock channels). The normalizing spatial filters were constrained to have the shape of 2D Gaussians whose parameters are learned during training in object classification using the Tiny ImageNet dataset [34] (Section A.4 for more details). Parameterizing the normalization spatial filters with 2D Gaussians significantly reduces the number of parameters to be optimized while allowing the divisive normalization model to capture lateral influence spanning 2deg of visual space. We call the resulting model the VOneResNet18DN.

To compare the performance of the standard model ResNet18, the VOneResNet18, and our new model, the VOneResNet18DN, we used the Tiny ImageNet validation dataset to evaluate their accuracy, and the common image corruptions dataset scaled to Tiny ImageNet [14] to evaluate their robustness. This last dataset contains 75 perturbations: 15 different corruption types each at five levels of severity, which can be grouped into four categories (noise, blur, weather, and digital). To evaluate in detail whether the current implementation of the divisive normalization model makes the V1 stage more aligned to primate V1, we used a set of benchmarks that evaluate model to brain alignment using single neuron response property distribution similarity [15, 35].
Figure 1: Overview of the VOneNetDN model family with divisive normalization. The VOneNet model family was expanded by introducing a divisive normalization model, the DNBlock, after the VOneBlock. The VOneBlock contains a convolutional layer (Gabor filter bank with weights constrained by empirical data) and a nonlinear layer (simple and complex cell nonlinearities). The output of the VOneBlock is then propagated through the DNBlock where each channel is normalized by a weighted sum of the activity in all the channels. Each channel has a distinct set of normalizing 2D Gaussian filters which are used to convolve all the VOneBlock channels. The VOneBlock together with the DNBlock form the V1 stage. The rest of the model back-end is a standard CNN architecture.

3 Results

3.1 Divisive normalization improves robustness to common image corruptions

When compared to the standard model (ResNet18), the VOneResNet18 (no divisive normalization) shows improved robustness to all common image corruptions categories (overall relative gain of 11% for top-1 accuracy). This, however, comes at a cost of a slightly lower performance on clean images (relative accuracy of 95%). The new model with divisive normalization, on the other hand, reaches virtually the same accuracy of the standard model (relative accuracy of 99%) and improves on all corruption categories by an even larger amount (relative gain of 18%, Figures 2 and A.2). Compared to the model without divisive normalization, the VOneResNet18DN is better on clean images and all corruption categories except blur, with the greatest individual improvements being for the fog and contrast corruptions (relative gains of 28% and 93%, Table A.3 and Figure A.2).

3.2 Divisive normalization improves alignment to some but not all V1 response properties

For response properties in which divisive normalization mechanisms have been implicated, such as those related to contrast response function and surround modulation [23], the VOneResNet18DN obtained considerable gains over the model without divisive normalization (relative improvements of 36% and 148%, Figure 3 and Tables A.1 and A.2). Inspection of individual neurons contrast and size tuning curves in the model with divisive normalization revealed that similarly to biological neurons, these exhibited non-linear saturating responses with increasing contrast, as well as decreased responses for large stimuli (surround suppression). While the alignment to primate V1 improved on average with the introduction of the divisive normalization layer (relative gain of 10%), the benchmark scores for some response properties degraded (receptive field size, texture modulation, and response magnitude), suggesting that the current implementation of divisive normalization can still be further improved (Figure 3 and Tables A.1 and A.2).
4 Discussion

Building models that more robustly generalize to image distributions unseen during training is a major problem in computer vision [13, 14]. State-of-the-art approaches to increase generalization and robustness of models typically rely on data augmentation and regularization procedures during training. Here, we took inspiration in neurobiology and introduced divisive normalization, a computational model widely used in neuroscience to explain multiple phenomena in low-level vision. Divisive normalization computations in V1 and other early vision areas are often credited for the ability of primate vision to process such a wide dynamic range of luminance and contrast in naturally occurring stimuli. Our new model containing divisive normalization improved robustness to common image corruptions when compared to a standard CNN model, and to a biologically-inspired model without the divisive normalization layer. In addition, it also improves in alignment to V1 according to an extensive set of brain benchmarks. While our model still falls short of completely addressing the problem of robustness and generalization, this work demonstrates that combining neuroscientific models with standard CNNs can lead to gains in computer vision applications.
Even though the model with divisive normalization, the VOneResNet18DN, was not trained with any data augmentation, it achieved considerably better performance in classifying corrupted images when compared to both the standard model, ResNet18, and the model without normalization, VOneResNet18. Corruption types related to contrast and weather perturbations corresponded to the largest performance gains. Since these tend to affect the luminance and contrast of the images either globally (contrast and brightness) or locally (fog and frost), the divisive normalization layer is likely to compensate for some of these perturbations in order to improve model accuracy. In addition, despite having a fixed-weight Gabor Filter Bank as its first convolutional layer, which usually degrades performance for clean images, the model achieved virtually the same clean accuracy as the standard model, suggesting that a divisive normalization may compensate for some of the performance lost due to a more limited representation after the first convolutional stage.

It is known that optimizing for performance in a computer vision task, leads to improved alignment of standard CNNs to the ventral stream (though this result weakens for high-performing models). Here we extend this result to optimizing a model containing a trainable divisive normalization layer for object classification and measuring its alignment to V1 using an extensive set of benchmarks. Interestingly, the model with divisive normalization greatly improved its alignment to V1 for contrast and surround modulation response properties, which are thought to result from recurrent connectivity within V1. The spatial filters of the divisive normalization layer are likely capturing this type of processing. Unfortunately, the improvement of alignment to V1 was limited to these benchmarks, since for the remaining the scores remained unchanged or even slightly degraded.

While the model described in this study represents a relevant development in bridging neuroscience and computer vision models, the improvements obtained are limited and far from perfect. Despite the large improvements in performance for the common image corruptions, performance of the model is still low for high severity perturbations (Figure 4.2), specially those of the blur category, the only category that the divisive normalization layer led to a reduction in accuracy. Future work combining the divisive normalization layer with other training-based approaches, such as using different types of data augmentation, may potentially lead to further improvements in model robustness and generalization. As for the brain-benchmarks, the divisive normalization layer did not improve alignment to V1 for any of the benchmarks categories other than contrast and surround modulation. That is not entirely surprising as the divisive normalization was added to the VOneBlock, a model component that had been designed separately. More extensive analyses dissecting neuronal responses in the model may provide insights on how to change both the components of the V1 stage, the VOneBlock and the DNBloc, in order to improve their alignment to primate V1.

In addition, we view this study as the starting point of a novel research direction exploring the benefits of combining divisive normalization models with CNNs to build hierarchical models of the ventral stream and object recognition. For that purpose, it will be interesting to study the benefits of adding divisive normalization layers in multiple stages of the model. In addition, here, we limited the model to brain comparisons to primate V1. It remains to be seen whether adding a divisive normalization layer in early model layers, lead to more brain-like representations in downstream layers. While TinyImageNet is already a considerably more difficult problem that CIFAR, expanding the current models to the ImageNet dataset is a critical next step towards building a model that can potentially be used for real-world applications and can better emulate visual processing in the primate ventral stream.
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