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ABSTRACT

We propose a new unifying framework, Birch SGD, for analyzing and designing dis-
tributed SGD methods. The central idea is to represent each method as a weighted
directed tree, referred to as a computation tree. Leveraging this representation, we
introduce a general theoretical result that reduces convergence analysis to studying
the geometry of these trees. This perspective yields a purely graph-based inter-
pretation of optimization dynamics, offering a new and intuitive foundation for
method development. Using Birch SGD, we design eight new methods and analyze
them alongside previously known ones, with at least six of the new methods shown
to have optimal computational time complexity. Our research leads to two key in-
sights: (i) all methods share the same “iteration rate” of O ((R+1)LA/e 4 o?LA/e?),
where R the maximum “tree distance” along the main branch of a tree; and (ii) dif-
ferent methods exhibit different trade-offs—for example, some update iterates more
frequently, improving practical performance, while others are more communication-
efficient or focus on other aspects. Birch SGD serves as a unifying framework for
navigating these trade-offs. We believe these results provide a unified foundation
for understanding, analyzing, and designing efficient asynchronous and parallel
optimization methods.

1 INTRODUCTION

Optimization is central to machine learning (ML), data science (DS), and federated learning (FL)
(Konecny et al., 2016; Bottou et al., 2018; Kairouz et al., 2021). In these domains, stochastic
optimization techniques such as stochastic gradient descent (SGD) (Robbins & Monro, 1951) and its
adaptive variants (Adam, AdamW, etc) (Kingma & Ba, 2015; Loshchilov & Hutter, 2019) have become
the standard approach for tackling large-scale problems (Schmidt et al., 2021). Due to the rising
computational demands of modern functions, the theoretical foundation of distributed algorithms
supporting a large number of workers (e.g., CPUs, GPUs, servers) is important (Mayer & Jacobsen,
2020; Kairouz et al., 2021; Douillard et al., 2023).

We consider distributed optimization problems with smooth nonconvex optimization functions:
min f(xz (1)
i /(2),

In nonconvex settings, the goal is to find an e—stationary point, meaning we want to find a random
vector Z such that E [||V f(Z)[|?] < e (Nemirovskij & Yudin, 1983; Murty & Kabadi, 1985). The

function f : R — R satisfies the following standard assumptions:
Assumption 1.1. f is differentiable and L—smooth: ||V f(z) — Vf(y)|| < L ||z — y|| Vz,y € R™
Assumption 1.2. There exist f* € R such that f(z) > f* for all z € R%

We focus on problems where workers are limited to computing stochastic gradients. Each worker
has access to unbiased stochastic gradients, denoted by V f(x; £), whose variance is bounded by
o2. In the context of ML, this implies that all workers can access the same data, which is practical
when training large language and computer vision models. In such scenarios, privacy is not a critical
concern, and devices can sample data from the Internet or shared datasets (Goodfellow et al., 2016).

Assumption 1.3. For all z € R?, stochastic gradients V f(z;&) are unbiased and o2-variance-
bounded, i.e., E¢[V f(z;€)] = Vf(x) and E¢[||V f(z; &) — V f(2)||?] < 02, where 02 > 0.
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1.1 RELATED WORK

One worker and optimal oracle complexity. With a single worker, the most standard optimization
method is the Vanilla SGD algorithm, which updates the iterate as w**! = w* —yV f(w"; n*), where
{n*} are i.i.d., w® € RY is a starting point, v is a step size, and A := f(w®) — f*. Arjevani et al.
(2022); Carmon et al. (2020) showed that Vanilla SGD is optimal in terms of oracle complexity, which
is given by © (LA/e 4 *LA/<?) for finding an e-stationary point.

Multiple workers and optimal time complexity. Consider now that we have n workers computing
stochastic gradients asynchronously and in parallel. In this setup, there are numerous ways to
construct a distributed SGD method. The most well-known celebrated and recent approaches include
Synchronized SGD (Minibatch SGD), Local SGD (Zinkevich et al., 2010; Stich, 2019), Asynchronous
SGD (Recht et al., 2011), Picky SGD (Cohen et al., 2021), Rennala SGD (Tyurin & Richtarik, 2023),
and Ringmaster ASGD (Maranjyan et al., 2025). The multi-worker setup is rich and versatile, offering
numerous ways to design distributed SGD methods.

One may naturally ask which method offers the best theoretical performance. In distributed settings,
the standard oracle complexity becomes less informative, as workers compute stochastic gradients
in parallel with varying speeds. A more suitable comparison uses the h;-fixed computation model
(Mishchenko et al., 2022), where each worker i needs at most h; seconds to compute a gradient.
In this model, Mishchenko et al. (2022); Koloskova et al. (2022) showed that Asynchronous SGD
outperforms Synchronized SGD. Its time complexity is further improved by Rennala SGD (Tyurin
& Richtarik, 2023) and Ringmaster ASGD' (Maranjyan et al., 2025), both optimal under this and
the more general universal computation model (Tyurin, 2025) (see Section A). However, as we will
discuss in more detail later, other factors come into play, such as communication complexity, support
for A11Reduce, peak bandwidth, and model update frequency.

These developments raise several important questions. Rennala SGD and Ringmaster ASGD are known
to be optimal, yet differ in design and structure, each with distinct advantages and trade-offs. This
leads to our central questions: Are there other optimal methods? Can we develop a unified framework
that encompasses all distributed SGD methods and offers theoretical guidance? What fundamental
properties make these methods optimal? And, given different system constraints, which method should
one choose?

1.2 CONTRIBUTIONS

& New framework: Birch SGD (Section 2). We propose Birch SGD, a unifying framework that
captures a wide range of distributed SGD methods. The key idea is that SGD methods can be
represented using weighted directed trees, which we refer to as computation trees (see Figure 1). We
develop a new theoretical result, Theorem 2.4, that reduces the analysis of SGD methods to analyzing
of the structure of these computation trees. The proofs become purely geometric and topological
in nature, offering geometric intuition for the design of new methods. Moreover, this geometric
viewpoint leads to tighter time complexity guarantees even for Local SGD (FedAvg) approaches
(McMabhan et al., 2017), as we illustrate in Section H.

& Eight new methods (Table 1 and Section 3). Using Birch SGD, we identify eight new methods
in addition to those already known. For the first time, we prove that at least six of these newly
discovered methods are computationally optimal, matching the lower bound (Tyurin & Richtarik,
2023). We compare all methods across several dimensions, including computational and communi-
cation complexity, A11Reduce compatibility, peak bandwidth, and model update frequency. Our
improvements: i) our newly developed Async-Local SGD and Async-Batch SGD provably improve the
communication complexity of Ringmaster ASGD while preserving asynchronicity; ii) we introduce
Cycle SGD, which provably reduces peak bandwidth compared to all existing methods; iii) we propose
a key modification to the family of local methods and design Local SGD and Dual-Process SGD that,
for the first time in the literature, achieve the optimal time complexities within this family and improve
upon the classical approach (see Section H); iv) for multi-cluster settings, we introduce Local-Async
SGD and Nested Local-Async SGD, incorporating a carefully designed synchronization mechanism
that guarantees optimality in computational time complexity; v) we develop a flexible meta-algorithm,
Meta Local SGD, which supports arbitrary synchronization strategies, while incorporating a “Hard

! Asynchronous SGD with a key modification; see Alg.7.
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Algorithm 1 Birch SGD framework

Input: starting point w® € R¢, step size v > 0

Initialize the set of computed points: V = {w’}

(and the set of edges E = ()

for k=0,1,2,... do
Choose any point wyase € V' from which to compute a new point
Choose any point wgrag € V' at which to compute a stochastic gradient
Compute the new point’: w* ! = wpse — YV f(Werad; M), 1 ~ D
Add w1 to the set of computed points V'
(and add the edge with weight (wpgee, w 1, V f (Weraa; 1)) to the set of
edges E)

end for

February Azure,
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Figure 1: A possible computation tree G for SGD method after four steps and beyond.

Sync” mechanism to guarantee convergence rates and to temper overly chaotic synchronization. As a
byproduct, we prove that frequent model updates of fully asynchronous methods can lead to faster
convergence and improve optimal Rennala SGD.

4 Insights and Guidelines (Section 4). We observe that there is no silver bullet—each method has its
own advantages and disadvantages. Some methods update the iterates more frequently, making them
more appealing in practice, while others prioritize communication efficiency, support A11Reduce,
or focus on different aspects. Through our new framework, we uncover insights that provide deeper
intuition and a simpler perspective on asynchronous, local, and parallel optimization methods.

2 Birch SGD: A GENERAL VIEW OF SGD METHODS

We begin our work by observing that various SGD methods, including Vanilla SGD, Asynchronous
SGD, Local SGD, among others, can be constructed in the manner described in Algorithm 1.

Let us explain it. Initially, any SGD method starts at some point w® € R, computes a stochastic
gradient at w, and then finds a new point w! = w® — 4V f(w"; ), which is added to the set V
of computed points. In the next step, there are four options for choosing the subsequent point w?:
w? = w' — 4V f(w’;-) fori,j € {0,1}. This process continues indefinitely, and the number of
possible choices, and hence methods, grows exponentially (see an example in Figure 1).

Note that any instance of Algorithm 1, after any steps, can be represented by a weighted directed tree
G = (V, E), called a computation tree, where V is the set of computed points and E is the set of
edges with weights given by the stochastic gradients used to compute the new points. Our main idea
now is to take any computation tree G and analyze its structure to provide convergence guarantees
for the corresponding SGD method. Intuitively, the structure of the tree, e.g., number of branches,
length of branches, the tree distance between wgrag and Wpase in Alg. 1 when we calculate a new point
should be related to the convergence speed of the method.

Example. Consider Local SGD from Figure 4. There, we illustrate two global steps of the method with
2 workers. In the first round, they compute M; = 2 and My = 2 local steps (first figure in Figure 4).
During these steps, worker 1 first calculates V f (2%; "), finds 2" = 20 — 4V £(2%; "), then
calculates V f (2 ;") and 2% = 20 — AV £ (20 nY"). Similar steps are performed by worker
2. Then, via a parameter-server or A11Reduce, LocalSGD aggregates the stochastic gradients and
performs the global step 2 — y(V f(2%10™") + V(1" s00"") + Vf(2%05%) + V(25 505))
to obtain the new global point 2%, from which the second global steps will start. The step of
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finding 2% is equivalent to the steps 2! = 20 — AV f (2% nY?), 22 = 2! — AV (V00,23 =
a2 — V() and 2t = 23 — 4V f (25" ;n2'"). This is how we construct the second figure
in Figure 4, which is a geometric representation of the first global step. Then, the workers compute
My =1 and My = 3 local steps, accordingly, and synchronize again (third figure in Figure 4) to find
2%, from which the third global steps will start.

2.1 MAIN THEORETICAL RESULT ON CONVERGENCE RATES

Before we state our main theorem, we need to introduce sequences and definitions that characterize
the structure of computation trees G.

Definition 2.1 (Main Branch and Auxiliary Sequence). For a given computation tree G, we call a
sequence {zk}kzo a main branch if it forms a path in G starting at the initial node w° = z°. That
is, for each k > 0, the node z**! is a direct successor of z* in G. By the construction of tree G, if
{2} >0 is a main branch, then for each k > 0 there exists a unique pair (2*, £F), where zF € V
and £F ~ D¢, such that 2¥+1 = 2k — 4V f(2¥; €%). The sequence {(2*, £¥)}1>0, which generates
the main branch {2}, is called an auxiliary sequence.

Although there may be several possible choices and any of them can be chosen in general, the
selection of the main branch is typically unique and straightforward in all reasonable SGD methods,
as it forms the backbone of the tree’.

V(i
Let us consider an example. In Figure 1, e /_/’@
we can take a main branch {z¥};>¢ as fol- S sy N1 AT T )
lows: 29 = w0 z' = w?, 2% = w3,2°% = /"._"_’._)._’.
wd,z* = w?, 2% = w'%. Accordingly, the .{;’ )
auxiliary sequence is given by (2°,£0) = ‘

(@0, (1eh) = (wlnt), (2,6%) = e
(w2 ), (518 = (), (469 =
(w?,1°). See Figure 2. Figure 2: Visualization.

Intuitively, the convergence rate should depend on the distance between x* and z*. When these points
are close (e.g., z¥ = z¥), the stochastic gradient is computed near the update point, typically yielding
descent on average. In contrast, if they are far apart, the gradient at z¥ may poorly approximate
the local behavior of f at xk, making the update direction irrelevant. Thus, it is crucial to define a
suitable distance metric that is both easy to evaluate for any point pair and directly related to the
convergence speed of the SGD method. We propose the following:

Definition 2.2. For all y, z € V, the tree distance dist(y, z) between y and z is the maximum number
of edges to the common closest ancestor of y and z.

As an example, consider Figure 2, where dist(w?, w*) = max{4,2} = 4, because the common
ancestor is w”, the number of edges from w? to w? is 4, and the number of edges from w? to w? is
2. It is left to define the representation of a pointy € V.

Definition 2.3. For all y € V the representation repr(y) is the multiset of stochastic gradients applied
to w” to get y. In other words, there exist {(m', x'),..., (mP, kP)} =: repr(y) for some p > 0 such
thaty = w® — v 30_) Vf(m/, w7).

We define the representation of points to understand how all points are related. An important
relation that we need is that repr(xz) C repr(y), which essentially means that all stochastic gra-
dients used to compute x are also used to compute y. For instance, in Figure 2, repr(w?) =
{(w®n°), (w',n'), (w?,9?), (w,n°)} and repr(w?) = {(w1°), (w?,n?)}, which allows to track
the path from from the starting point w® to w? and w?, and show that repr(w?) C repr(w?).

3A fitting analogy is the Git distributed version control system, which also has a central main branch.
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Figure 3: A general representation of the step 2*+! = zF — 4V f(2*; ¢¥) that shows how =¥ and z*
are graph-geometrically related.

Theorem 2.4 (Main Theorem). Let Assumptions 1.1, 1.2, and 1.3 hold. Consider any SGD
method represented by computation tree G = (V, E). Let {x*}>0 be a main branch of G and
{(z*,&¥) }r>0 be the corresponding auxiliary sequence (see Def. 2.1) that satisfy the following
conditions:

Condition 1: For all k > 0, £* is statistically independent of {(z*+1, 27+t ¢)} A2 1.
Condition 2: The representation of z* is contained within that of =¥, i.e., repr(z*) C repr(z*)
for all k > 0. Equivalently, all stochastic gradients used in the computation of z* are also
utilized in calculating x*.

Condition 3: There exists a constant R € [0, 00| such that dist(z*, z¥) < R for all k > 0.

Then - ZkK:_ol E[[IVf(z*)|?] < e forall K > 4(R+81)LA I 8U;LA with step size v =

min{ﬁ, m%’ Joo 1> Where A = F(z®) — f*.

Assumptions 1.1, 1.2, and 1.3 are well-known and standard in the analysis of stochastic optimization
methods (Lan, 2020; Arjevani et al., 2022). Let us explain the conditions of the theorem.

Condition 1. The first condition condition requires that £* is independent of { (1, z**1, ¢)}F !

which is a weak assumption. In Vanilla SGD, where z*+1 = zF — 4V f(2*; €F), it is standard to
assume that each £ is an independent sample. Our condition generalizes this to other SGD variants.
It guarantees that the stochastic gradient V f(-; £¥) is not used in computing z* or z*. Notably, this
remains true even in methods like Local SGD, where gradients may be reused.

Condition 2. The second condition is also weak in any reasonable and effective SGD method.
Figure 3 illustrates that there exists p > 0 such that

k—1 o

P = a0 T Vi(wig)ak ="~ -7 T VHGEE),
(w,£)eSk i=p

where S* is the set of points and random variables used to compute z* starting from z”.

Computing each stochastic gradient is time-consuming, so it is desirable to utilize as many computed
gradients as possible, including {V f(w; £)} (4 ¢)es+- Once V f(2¥; £F) has been used to compute
a**+1 the first condition prevents further use of {V f(w; €)} (4 ¢)e s+ in subsequent iterations because
2* depends on ¢ for all (w,&) € S*. Thus, it is reasonable to assume that if an SGD method
employs the stochastic gradient V f(2*; %) to compute 2**1, then it has already used the gradients
{Vf(w; &)} (w,¢)esr in previous iterations to fully leverage all available information. In other words,
all stochastic gradients used in the computation of z* are also utilized in calculating z*. This is
equivalent to the second condition repr(z*) C repr(z*).

Condition 3. This condition is arguably the most important in Theorem 2.4 because it determines the
iteration rate of the main branch {z*} 0. In fact, iteration rate O ((F+1)LA/c + o*LA/<2) depends

on R := supys dist(z", 2¥).

Vanilla SGD (Section E.1). For instance, consider the simplest method, the classical stochastic
gradient descent (Vanilla SGD) method: w**! = w* — vV f(w*; n¥), where w? is a starting point
and are {n*} are i.i.d. random variables. Taking ¥ = z*¥ = w* and ¢*¥ = »* for all k > 0.
Clearly, all conditions of Theorem 2.4 are satisfied: ¢* is independent of {(z'+1, zi*1 ¢/)}A2 1
repr(z*) = repr(z*) for all k > 0, and R = 0. We get the iteration rate O (LA/e 4+ o*LA/2)  The
corresponding tree is in Figure 15.
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Conversely, if an SGD method is overly non-conservative, leading to a large tree distance R between
x¥ and 2¥, the iteration rate correspondingly increases. The further the maximum tree distance R
between x* and z*, the more iterations are required to achieve the desired accuracy ¢.

Proof novelties. In Section D.1, we outline the key novelties, challenges, and the intuition guiding
our choice of conditions. Although our proof in Section D.2 is compact—which we view as a strength
rather than a limitation—it unifies a broad class of methods and provides new insights. Notably, right
at the beginning, we introduce a distinct approach to handling the staleness term ||z* — 2 ||, which
naturally arises from the update 2%+ = 2¥ — vV f(2*; €¥) in asynchronous and local methods. This
treatment fundamentally differs from prior work, as it analyzes staleness through geometric graph
reasoning. Moreover, using our framework, we later present our version of Local SGD, which yields
tighter guarantees compared to the classical Local SGD (see Sections 3 and H), further validating both
our framework and proof technique.

3 EXISTING AND NEW ALGORITHMS: SUMMARY AND COMPARISON

In this section, we consider examples of distributed methods. We will show that all of them can be
represented by computation trees and analyzed using Theorem 2.4. The detailed analysis of each
method is provided in Section E.

Rennala SGD (Section E.2). Consider Rennala SGD, which can be written as
k k Z . ki
Wt = wh —y 37V f(whnt), )
i=1

where n workers collaboratively calculate the batch of size B (see Alg 4). ThlS method pro-
duces a computation tree constructed as follows: 2! = 20 — YV f (2 50) = Bl —
YV f (2% €51), 2B = 3B — 4V f(a;¢B),.. . 22 = 2281 DAV f(ab 523 1) .., where
B is a batch size (see Figure 16) and {fk} are i.i.d. from D¢. Notice that the computation tree is

equivalent to (2) because ¥ = w', 228 = w?, etc. Here, all conditions of Theorem 2.4 are satisfied

for the main branch {z*} w1th the aux111ary sequence {(z % , &%)} such that 2° =BT =20,
B _ — ,2B-1 _ 0 _ OBl ¢B

B — ... = — B , etc, and & 77 = f 77 0. etc. However,

unlike Vanilla SGD, R = B — 1 because dist(x, 2 ) = O dist(z!, zl) ,dist(xB*17 2B =

B — 1,dist(xB, 2B) = 0, etc. Thus, the iteration rate is O (BLA/e + GZLA/EQ) :

Ringmaster ASGD (Section E.4). This an Asynchronous SGD method with the update rule
k
Wl = wh — AV f(wh 0 o), 3)

where 6% is a delay such that ¥ < G — 1, where G > 1 is a hyperparameter (see Alg. 7). We take
2% = w* for all k > 0. Thus, the corresponding auxiliary sequence is defined by 2# = z#—%" =
wk=3" and gk = nf =" for all k > 0. Constructing the computation tree (Figure 17), we can show
that the conditions of Theorem 2.4 hold with B = maxy>q 8% < G — 1 and the iteration rate is

O (GLA/E + 0'2LA/82) .

Previously, we presented Rennala SGD and Ringmaster ASGD that can be analyzed using Theorem 2.4.
This raises the question: Which method is most effective, and how should one choose the appropriate
one? In the following sections, we discuss different factors one should consider when selecting a
method, and present new algorithms. The discussion here is summarized in Table 1. Before we begin,
it is important to note that the iteration complexity in Theorem 2.4 does not reflect the true wall-clock
performance. It serves as an intermediate result used to derive the time complexities presented below.

1. Computational complexity. One way to compare the methods is to analyze their time
complexity under the h;-fixed computation model (see Sec. 1.1, A, and F). With a proper
choice of the corresponding parameters, i.e., B = max{l,[?"/]}, both Rennala SGD
and Ringmaster ASGD are optimal in terms of wall-clock time with the time complexity
O(min,, ey [(Y/m 310 Yni)~H (EA/e + o*LA/me?)]) provided that communication times are negli-
gible. In the worst-case scenario, on the “very bad function” (Arjevani et al., 2022), all these methods
perform equally well. Next, we discuss the strengths and weaknesses of the methods that are not
captured by the h;-fixed computation model.
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Table 1: Summary of distributed optimization methods from Sections 3 and E. In this table, we
compare methods across different metrics. A v indicates a favorable property in the corresponding
metric. As can be seen, each method has its own advantages and disadvantages. Therefore, for any
practical setup, one should choose the most suitable method based on the specific requirements. For
all methods, we use the parameters from the theorems of Section F when deriving the metrics.

Optimal Computational ~ C ication Com-® Optimal Total @ Update'¥ Peak®
Method (Sec. E) Complexity (Sec. F) plexity with Equal Times Complexity (Sec. I) AllReduce Frequency Bandwidth
Rennala SGD (Alg. 4) LA
(Tyurin & Richtdrik, 2023) v T X 4 t n
Ringmaster ASGD (Alg. 7) o2LA \, LA
(Maranjyan et al., 2025) v T ( ne2 v ) X X v n
Local SGD (Alg. 5) (new)” v riay X v ™ n
2, 2
Cycle SGD (Alg. 8) (new) X r (% v %) X _ 4 vy
Async-Local/Batch SGD LA i
(Alg. 9 and Sec. E.7) (new) 4 T - X ™ n
(Nested) Local-Async SGD v © (© o ©
(Alg. 12 and 14) (new) - - - -
Dual-Process SGD LA
(Alg. 18) (new) 4 T v X ™ n

Meta Local SGD®
(Alg. 16) (new)

@ Does a method support A11Reduce? Asynchronous SGD-like methods do not support it due to their greedy update nature. Cycle SGD synchronizes only a subset of
workers; thus, we cannot say definitively. We also cannot say definitively in the case of Local-Async SGD because the local asynchronous steps cannot be implemented with
AllReduce, while the global steps can be.

® This is an abstract method where all metrics (Computational Complexity, Communication Complexity, etc) depend on the chosen strategy.

© Similar to A11Reduce, here we also can not say definitely since Local-Async SGD and Nested Local-Async SGD are specially designed multi-cluster learning methods.
@ This is a slightly less formal metric that indicates how often an algorithm updates its iterate/model. Rennala SGD asks the workers to compute stochastic gradients at the
same point; thus, it updates the iterates less frequently. In contrast, Ringmaster ASGD updates the iterates immediately. All other methods fall somewhere in between. See the
discussion in Section 3.

) In the Rennala SGD, Ringmaster ASGD, Local SGD, and Async-Local SGD methods, all workers can start communication simultaneously; thus, their peak bandwidth is
O(n) whenn < @2/c In the Cycle SGD method, the workers communicate in a circular manner, so the peak bandwidth is O(n”¢/o2) when n < @2/e, which is smaller.
® While we recognize that Local SGD is well-known in the literature, what makes our version novel is the better time complexity compared to the classical version (Sec. H),
the stopping criterion 37| M; = B in Alg. 5, and the analysis in Sec. E.3, F, and G, which leads to the optimal computational time complexities with a proper choice of
B

(®) We report the terms w.r.t. communication time 7 under the (h, 7)-fixed computation model from Section G.

2. Number of model updates. At the same time, comparing (3) and (2) reveals that Rennala SGD
computes B stochastic gradients at the same point, while Ringmaster ASGD both computes and
“explores” more by immediately updating the model as in (3). This feature makes Ringmaster ASGD
more practically appealing. In fact, this intuition can be formalized using a simple two-dimensional
strongly convex quadratic function f : R? — R such that f(z,y) = px?/2+ Ly?/2 forall z,y € R.

For this function, we prove that Rennala SGD requires 5) (Uz/sn, X hxLf u) seconds to achieve an
e—solution under the h;-fixed computation model with h; = h for all ¢ € [n], while Ringmaster ASGD

needs © (h x L/u) , which is @*/en seconds less (see formal result in Section J). This is the first
result showing that Ringmaster ASGD/Asynchronous SGD can be strongly better than Rennala SGD.

3. Communication complexity. Communication delays are a major bottleneck in real-world dis-
tributed systems. Thus, minimizing communication and synchronization overhead is crucial. Ring-
master ASGD is the least efficient in this regard, requiring frequent communication and lacking
Al1Reduce support due to its asynchronous design. In a simple model where sending one stochas-
tic gradient takes 7 seconds and all workers have identical speed h; = h, the time complexity of
Ringmaster ASGD is (7 (EA/c + 7" LA/ ne?) + h (LA/e 4+ 0°LA/ne?) ) | In contrast, Rennala SGD
achieves O (7LA/c + h (LA/e + 0*LA/ne?)) (see Sec. G), which is better when 7 and °/« are large.

This is the point where we asked ourselves if it is possible to design a method that has the optimal
computational time complexity of Rennala SGD and updates the iterates more frequently than it. It
turns out this method is well-known and is called Local SGD:

Local SGD (Section E.3). We consider the classical Local SGD strategy, where each worker i € [n]
performs M; local steps, after which the server aggregates the results (see Alg. 5). Unlike most
previous approaches, however, the number of local steps M; may vary across workers. Moreover, the
server waits for a specific condition before aggregating: Z?:l M; = B. This strategy is adaptive
to fluctuations in the number of local steps performed by individual workers, as the server ensures
the total number of steps across all workers reaches the target sum Y ., M; = B, where B is
a hyperparameter. An example of the computation tree is shown in Figure 4. In Section E.3, we
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Figure 4: An evolution of a Local SGD computation tree with B = 4 and 2 workers, each performing
local steps over 2 global steps. In the first round, they compute M7 = 2 and Ms = 2 local steps (first
figure), after which they synchronize (second figure). In the second round, they compute M; = 1
and My = 3 local steps and synchronize again (third ﬁgure). Note that the maximum distances
dist(z3, z{"') and dlSt(ZE z2 %), when applying V£ (22 90" to 23 and V f(z5%;ny'?) to 27, are
equalto B —1 = ZZ: — 1 = 3. Notice that each stochastic gradient is used 2 times in the tree.

establish the iteration rate of Local SGD as O (BLA/z + o”LA/:2). This result follows directly
from Theorem 2.4 via a simple geometric argument. In fact, looking at Figure 4 reveals that
all the conditions of Theorem 2.4 are satisfied. The only minor difficulty is to show that R :=
supy,> dist(z¥, 2¥) < B — 1, which is guaranteed by the condition Y ;. , M; = B.

What is novel in our version of Local SGD is that it achieves better theoretical guarantees within the
family of Local SGD approaches (see Section H). Moreover, our stopping condition and the choice of
B together ensure its optimality under the h;-fixed computation model (see Theorem F.6).

Async-Local SGD (Section E.6). Another idea to leverage the practical benefits of Ringmaster ASGD,
while at the same time reducing the communication overhead, is to use Ringmaster ASGD with
local steps. The idea is to run M local steps on each worker instead of immediately sending the
computed stochastic gradients to the server in an asynchronous fashion (See Figure 5). We formalize
this algorithm and prove the iteration rate in Section E.6. Moreover, in Sections F and G, we
suggest an optimal choice of parameters that leads to optimal computational complexity and reduced
communication complexity, which is better than that of Ringmaster ASGD. We get as similar result
with a new method, Async-Batch SGD (Section E.7).

Dual-Process SGD (Section E.11). We took a step further and developed a new local method inspired
by Local SGD and Async-Local SGD. It is the first local method to achieve the optimal time complexity
in the distributed setting, where workers have varying computation and communication times (see
Section I). However, unlike Local SGD, it is not A11Reduce-friendly.

4. Peak bandwidth. Another critical factor is the peak bandwidth. The number of workers the
parameter-server or the A11Reduce operation can synchronize may be limited when the number of
workers n is huge. Notice that the worst-case peak bandwidth of Rennala SGD, Ringmaster ASGD,
Local SGD, and Async-Local SGD is O (n) .

Cycle SGD (Section E.5). To mitigate this issue, we propose a new method called Cycle SGD. Similar
to Local SGD, each worker performs local steps. However, once the workers finish computing the
initial stochastic gradients {V f(2{; 1))}, only the first group of s workers sends their gradients to
the server, where s is a hyperparameter. The server then aggregates these gradients and performs the
update w! = w® — 37| Vf(22;nY). Meanwhile, the first s workers begin computing their local
steps starting from w!, while the remaining workers continue their current local computations. Next,
the second group of s workers sends their locally computed vectors, and this process continues in a
circular manner. A computation tree presented in Figure 18. The peak bandwidth of Cycle SGD is
O (s) with s = min {max{[n*¢/o>],1},n} , which is smaller than © (n) when @/ > n.

5. Optimization with clusters. Consider a setup with many clusters of workers, where intra-cluster
communication (e.g., InfiniBand) is fast and inter-cluster communication (e.g., Ethernet) is slow.
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Figure 5: An example of the computation tree for Async-Local SGD with M = 2. In this example,
the first worker is significantly faster: before the second worker completes its first set of local steps,

20 — 25’1 — zé’Q, the first worker already completes two rounds of local updates and sends the cor-
responding stochastic gradients, (V f (2% n1%), V(21 ;1Y) and (V£ (22;020), V(2002 h).

Local-Async SGD (Section E.8) We run Asynchronous SGD within each cluster and synchronize
clusters after a fixed number of local steps. This setup is feasible due to fast intra-cluster links,
while slower inter-cluster links necessitate infrequent synchronization. In Section E.8, we formalize
this method, Local-Async SGD, and establish its iteration rate. Section F proves it achieves optimal
computational time complexity. A key novelty lies in the synchronization mechanism (see Alg. 12).

Nested Local-Async SGD (Section E.9) Our framework extends to a two-level hierarchy: within each
cluster, servers with 4-8 GPUs run Asynchronous SGD locally, synchronize at the server level, and
then synchronize across clusters. Analyzing such a setup using classical optimization tools would be
highly challenging. In contrast, our framework enables a straightforward analysis through geometric
graph reasoning.

6. Flexible synchronization and Meta Local SGD (Section E.10). We noticed that in all previous
methods, the workers are synchronized in a predefined manner or rule. We want to add more
flexibility to the synchronization process. Our idea is that the server (or the workers themselves,
in a decentralized setup) can select any subset of workers based on any strategy (e.g., randomly or
according to current communication speeds), gather their computed stochastic gradients, update the
global model, and ask these workers to continue performing local steps from the new point. However,
such “anarchic synchronization” can result in a computation tree with a large R if the selected strategy
is not chosen carefully. To ensure that R is bounded, in our meta-algorithm (Algorithm 16), we track
the current distances {d; } to the head of the main branch and the local steps { M; } performed by each
worker. Then, by tracking the value d; + Y .-, M; for all i € [n] and comparing it to a parameter B,
we compulsorily synchronize (Hard Sync) all workers for which d; + Y., M; = B. This way, we

can ensure that R is bounded by B, and the iteration rate of this method is O (BLA/e 4 0*LA/c?).

4 INSIGHTS AND GUIDELINES

All proposed methods share the same iteration rate of O ((R+1)LA/e 4 0?LA/2) | where R is con-
trolled by a method-specific hyperparameter and, at the same time, R is the largest tree distance
between z* and z*. For Rennala SGD, R = B — 1, where B denotes the batch size; for Ringmaster
ASGD, R = B—1, where B is the delay threshold; for Local SGD, R = B —1, where B corresponds to
the number of local steps; for Cycle SGD, R = n2/ s, where s is the group size, etc. In all these methods,
R can be controlled, and to achieve the best possible computational and communication guarantees,
one should always choose R = © (”/c) (see Sections G and F). We believe this is a fundamental
principle underlying all parallel optimization methods, and it should be considered a guiding rule
when developing new algorithms. This choice is also theoretically justified: by taking R = © (02/ 5),
the iteration rate does not change asymptotically: O ((R+DLA/c 4 0°LA/2) = O (LAfe + o LA/e?).
Larger values of R allow the methods to be more “parallel-friendly”. For instance, a large R enables
Ringmaster ASGD to consider stochastic gradients with larger delays, while a large R in Local SGD
allows the method to run more local steps. However, taking R > 02/ e results in a worse iteration rate,
suggesting that the corresponding method operates in an overly “anarchic” asynchronous regime,
which may lead to performance degradation. Geometrically, the theory suggests that, to achieve good
performance, the tree distance between z* and z* in Figure 3 should not exceed o°/c.

Notice that there is no single “best” method in Table 1, which we believe is another fundamental
law. Each method has its own strengths and weaknesses, and one should develop or choose the
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most appropriate method for the specific task. This process becomes easier with the help of our new
framework, Birch SGD, and insights.

While our primary focus is on training large-scale language and vision models, where the i.i.d.
assumption is usually appropriate, we acknowledge that non-i.i.d. scenarios are also important and
should be investigated in future work, where it may be necessary to add additional assumptions such as
first-order and second-order similarity of the functions (Arjevani & Shamir, 2015; Mishchenko et al.,
2022). Moreover, it would be interesting to extend our framework to methods with preconditioning
(Kingma & Ba, 2015) and non-Euclidean geometry (Jordan et al.).

We hope our observations will support the future development and analysis of asynchronous optimiza-
tion methods. Building on these insights, we designed at least eight new methods using our proposed
Birch SGD framework and the main result, Theorem 2.4. By reducing the analysis and design of these
methods to computation trees, our entire development becomes purely graph-geometrical, offering a
new and simpler view on asynchronous optimization methods.

5 SUMMARY OF EXPERIMENTAL RESULTS

In Section C, we provide a detailed comparison of methods on logistic regression, image clas-
sification with ResNetl8 (He et al., 2016), and next-token prediction with GPT2 (Radford
et al.,, 2019). When communication times are negligible (Fig. 6), as expected from Table 1
and the previous discussion, Ringmaster ASGD and Async-Local SGD converge faster on the lo-
gistic regression problem. However, when communication times are large (Fig. 7), Ringmas-
ter ASGD becomes less practical due to its frequent updates. Synchronized SGD exhibits the
worst performance across all setups. Rennala SGD and Local SGD are more stable, while Async-
Local SGD performs well due to its effective balance between frequent updates and local steps.

== Local SGD y=0.0078125 B=256 D y=0.0078125 B=256
—_ ¥=0.0078125 B=256

SGD y=0.0078125 B=256

| ster ASGD y=0.015625 B=512
20} 5 Async-Local SGD y=0.015625 B=512 M=2

Ax) = fix7)

10000 12000 14000 7500 5000 7500

5000 10000 2500 15000 17500
times (seconds) times (seconds)

Figure 6: Computation times h; = 1 or 10 ran-  Figure 7: Computation times h; = 10, commu-
domly, communication times 7; = 0. nication times 7; = 100.
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A ADDITIONAL DISCUSSION

A.1 DISCUSSION OF THE COMPUTATIONAL TIME COMPLEXITIES

In this section, we extend our discussion about the computational time complexities of the methods
discussed in the main part of the paper.

To compare parallel and asynchronous methods, Mishchenko et al. (2022) proposed using the h;-fixed
computation model. The idea is to assume that worker ¢ requires at most h; seconds to calculate
one stochastic gradient for all ¢ € [n] := {1,...,n} (without loss of generality, h; < hy <

- < hy). The authors considered Synchronized SGD, an iterative process defined as whtl =
wh — L3V f(w;n¥), where each worker calculates one stochastic gradient, synchronize, and
a parameter server aggregates them to update the iterate*. Using the h;-fixed computation model, it
can be easily shown that Synchronized SGD converges after

2
(’)(maxhix (LA+" LA)) @)

i€[n) 5 ne2

seconds, because the method waits for the slowest worker, whose time is max; ¢/, h; = h,.

Algorithm 2 Asynchronous SGD

Input: point w® € RY, stepsizes 75, > 0

Workers start computing stochastic gradients at w®

fork=0,1,... do

. k—ék k,é’“ . .

Gradient V f (w ;m; °) arrives from worker ¢
Update: w*+! = w* — 'kaf(wkféka_(sk)
Worker i begins calculating at w**1

end for

Mishchenko et al. (2022); Koloskova et al. (2022) provided new analyses of Asynchronous SGD (see
Algorithm 2) and Cohen et al. (2021) developed Picky SGD to show that this time complexity can be

improved to
" -1
1 1 LA | o%LA
O((nz:lm) (s ne2 >>’

where the dependence on {A;} is harmonic instead of being based on the maximum. It turns out that
this complexity can be further improved’ to

m -1
O | mi 151 LA | o°LA 5
(72%1[2] (mla hi) ( =+ 2= ) , (5

which is achieved by the Rennala SGD method (Tyurin & Richtérik, 2023). Moreover, Tyurin &
Richtérik (2023) proved a matching lower bound demonstrating that both this complexity and Rennala
SGD are optimal. Recently, Maranjyan et al. (2025) developed a new optimal Ringmaster ASGD
method, which is essentially Asynchronous SGD with a key modification. Additionally, under the
universal computation model, Tyurin (2025); Maranjyan et al. (2025) showed that both Rennala SGD
and Ringmaster ASGD remain optimal even when computation times are arbitrary, time-varying, and
random.

A.2 MORE RELATED WORK

Our focus is on the homogeneous setting, where all workers have access to the same data distribution
or dataset. The heterogeneous data setting is equally important, especially in federated learning (FL)
(Konecny et al., 2016) due to privacy constraints. In this context, many other methods have been

*Alternatively, there is no physical parameter server, and all workers perform an Allreduce.
>Note that mi[n]g(m) < g(n) for any functiong : N — R
men
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proposed, including Asynchronous SGD (Mishchenko et al., 2022; Koloskova et al., 2022), Asgrad
(Islamov et al., 2024), PIAG (Wu et al., 2022), and Malenia SGD (Tyurin & Richtérik, 2023). Notably,
Tyurin & Richtérik (2023); Tyurin (2025) showed that Malenia SGD is optimal under both the fixed
and universal computation models, without requiring assumptions of bounded gradients or gradients
dissimilarity.

In the homogeneous setting, numerous other works have studied asynchronous SGD methods, in-
cluding (Lian et al., 2015; Feyzmahdavian et al., 2016; Stich & Karimireddy, 2020; Sra et al., 2016).
However, these methods typically require the assumption that the delays in the indices of stochastic
gradients are bounded (on average in (Sra et al., 2016)). As a result, their theoretical guarantees in
terms of computational time complexity are weaker than those in (Cohen et al., 2021; Koloskova
et al., 2022; Mishchenko et al., 2022; Tyurin & Richtérik, 2023; Maranjyan et al., 2025), which do
not rely on such assumptions.

A.3 RELATION TO OTHER FRAMEWORKS

There were several previous approaches to unify SGD methods. Gorbunov et al. (2021) proposed using
a parametric assumption to unify the analysis of local methods, Wang et al. (2020) unified FedAvg-
like methods, Wang & Joshi (2018) proposed Cooperative SGD to analyze different synchronization
mechanisms through mixing matrices, Huang et al. (2022) analyzed a general sample-wise Push—Pull
framework in the heterogeneous setting using two-level augmented graphs, and Khaled et al. (2020);
Gorbunov et al. (2020) analyzed SGD methods with variance-reduction and compression techniques.
These approaches are related to, but not directly comparable with ours, and, to the best of our
knowledge, our approach is new and orthogonal.

Another interesting work that analyzes SGD methods is (Even et al., 2024). Their work and ours both
use graphs; however, we use graphs in completely different, orthogonal, and unrelated contexts. In
their case, nodes represent computers (GPUs, CPUs, servers), and edges represent communication
links. In our case, nodes represent points of an algorithm, (directed) edges indicate how one point
is calculated from another, and the graphs evolve with every iteration. Similarly, Huang et al.
(2022) also use a graph abstraction but with a different meaning for nodes and edges: in their case,
nodes correspond to devices and iterates of data samples, edges represent both communication and
computation links, and the number of nodes is fixed from the beginning since every node corresponds
to one sample or worker. These are different and orthogonal approaches. Another important difference
is that they compare methods using iteration complexities, whereas we use time complexities in
Table 1, which is a more robust and suitable metric for asynchronous and parallel methods.

B NOTATIONS

N := {1,2,...}; ||=| is the output of the standard Euclidean norm for all x € R%; (z,y) =

Zle x;y; s the standard dot product; g = O(f) : exist C > 0 such that g(z) < C x f(z) for all
z€ Z;9=0(f) :exist C > Osuchthat g(z) > C x f(z)forallz € Z; g =0(f) : g = O(f) and

g=Q(f); g =0O(f) : the same as g = Q(f) but up to logarithmic factors; a VV b := max{a, b}.

C EXPERIMENTS

C.1 SETUP

The experiments were prepared in Python. The distributed environment was simulated with the Simpy
Python library (Matloff, 2008). There are two hardware setups:

o CPU Setup: Intel(R) Xeon(R) Gold 6348 CPU @ 2.60GHz 52 cores (for logistic regression
experiments)

e GPU Setup: 2 x Nvidia A100 80 Gb, CPU: Intel(R) Xeon(R) Platinum 8358 CPU @ 2.60GHz 128
cores (for ResNet18 and GPT2 experiments)
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The distributed environment is simulated with the help of Simpy. To compare the methods, we
consider different computation and communication scenarios by taking different computation times
{h;} and communication times {;} of the workers.

For each task, we perform a grid search to identify the best parameters and report the top results
across all runs of each algorithm. The individual grid search parameters are drawn from a set of
values specified in Section C.7. We plot the convergence rates against the elapsed time.

We evaluate the convergence speeds of all algorithms in four regimes:

e Classical: h; = 10 and 7; = 0 for all i € [n]. All workers have the same computation times, and
the communication times are ignored.

e Slow Communications: h; = 10 and 7; = 100 for all ¢ € [n]. The communication takes time.

o Heterogeneous Computations: h; = random_choice({1, 10}) and 7; = 0 for all ¢ € [n]. All workers
have the different computation times randomly sampled from the set {1, 10}.

e Heterogeneous Communications: h; = 10 and 7; = random_choice([1,100]) for all i € [n]. All
workers have the different communication times randomly sampled from the set {1, 10}.

This setup allows us to observe how different algorithms perform across various regimes and to
compare their convergence behaviors under differing computational and communication conditions.

C.2 EXPERIMENTS WITH LOGISTIC REGRESSION

We begin our experiments with one the simplest ML problems—Ilogistic regression on the MNIST
dataset LeCun et al. (2010). In this setting, we evaluate three different numbers of workers: n €
{16, 64, 256}. We use the standard linear model with the logistic loss.

Starting with n = 16 workers, we perform a grid search over the parameters specified in Table 2
across all four regimes. The corresponding results are shown in Figure 8. In the classical setup
(Figure 8a), all algorithms perform similarly. However, Rennala SGD and Local SGD underperform
slightly due to the inability to interrupt an already initiated local step, resulting in occasional update
losses. In the slow communications setup (Figure 8b), Rennala SGD, Local SGD, and Async-Local
SGD perform better, as they aggregate local steps and reduce communication overhead. In contrast,
Synchronized SGD and Ringmaster ASGD perform poorly due to excessive communication. In both
the heterogeneous computations (Figure 8c) and heterogeneous communications (Figure 8d) regimes,
Async-Local SGD and Ringmaster ASGD achieve the fastest performance. Synchronized SGD, as
expected, is the slowest because it is not robust to heterogeneous computations and communications.

For n = 64 (grid search parameters in Table 3, results shown in Figure 9) and n = 256 (grid search
parameters in Table 4, results shown in Figure 10), we observe behavior similar to the n = 16 case
across all four regimes.
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Figure 8: Comparison of different optimization algorithms across various distributed computing
regimes with n = 16. Each plot shows the convergence behavior in terms of loss versus simulated
wall-clock time.
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Figure 9: Comparison of different optimization algorithms across various distributed computing

regimes with n = 64. Each plot shows the convergence behavior in terms of loss versus simulated
wall-clock time.
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Figure 10: Comparison of different optimization algorithms across various distributed computing
regimes with n = 256. Each plot shows the convergence behavior in terms of loss versus simulated

wall-clock time.

20



Under review as a conference paper at ICLR 2026

C.3 EXPERIMENTS WITH RESNET18 AND IMAGE CLASSIFICATION

We test the algorithms on the CIFAR10 (Krizhevsky et al., 2009) image recognition task with
the ResNet18 (He et al., 2016) deep neural network. For ResNet18, we similarly report the best
convergence results from a grid search over the parameters listed in Table 5, using a setup withn = 8
workers. Results for all algorithms across the four regimes are presented in Figure 11.

The conclusions largely mirror those from the logistic regression experiments, with a few additional
observations. In the classical setup (Figure 11a), Ringmaster ASGD outperforms all other methods.
We believe that this is due to the frequent updates of the method. In the slow communications
regime (Figure 11b), the trends are consistent with those observed in the MNIST experiments:
Ringmaster ASGD becomes slower, while methods that are less communication-intensive achieve
better performance. In the heterogeneous communications (Figure 11d) regime, Async-Local SGD has
the best performance due to the good balance of frequent model updates and local steps.
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Figure 11: ResNet18 experiments with n = 8
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C.4 EXPERIMENTS WITH GPT2 AND TOKEN PREDICTION

We also evaluate the algorithms on the Wikitext-2 (Merity et al., 2016) next token prediction task
with GPT2 (Radford et al., 2019). For GPT2, we evaluate all four regimes using a setup withn = 8
workers. To achieve faster and more robust convergence, we use the AdamW normalization strategy®
only in these experiments with GPT2. The resulting convergence curves are shown in Figure 12.
Once again, the results are similar to those of the previous experiments. Due to hardware limitations,
a narrower grid search range is used; therefore, it is possible that convergence could be further
improved with a more extensive search.
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Figure 12: GPT-2 experiments with n = 8

C.5 EXPERIMENTS WITH Cycle SGD AND PEAK BANDWIDTH
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Figure 13: Comparison of methods in the setup, where the communication time depends on the
number of synchronized workers. It takes i; = 10 seconds to compute a stochastic gradient, and the
communication time is 1.5 x k seconds, where k is the number of synchronized workers.

In Figure 13, we present the comparison of Cycle SGD with other methods to verify the advantageous
theoretical property of Cycle SGD. For this particular regime, when the computational times are the
same, all methods except Cycle SGD require all the 64 workers to synchronize at the same time,
leading to high peak bandwidth. At the same time, Cycle SGD synchronizes only 8 workers and

k

®Instead of the SGD step w*+! = w”* — vg*, where ¢* is a descent direction, we use the AdamW strategy

with g*.
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reduces the communication time and the total time complexity, which we observe in Figure 13 with
logistic regression on the MNIST dataset.

C.6 SENSITIVITY TO THE CHOICE OF B IN Rennala SGD
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Figure 14: Slow Communications regime: h; = 10, 7, = 100

In this section, we aim to understand the sensitivity of the choice of the value B in Rennala SGD.
From the proof of Theorem E.2, we know that R := supj~ dist(z*, z¥) = ©(B). By increasing
B = ©(R), we can examine whether the method starts to slow down. This slowdown is expected
due to the discussion in Section 4. In Figure 14, we present our results on logistic regression problem

on the MNIST dataset and n = 100 workers, where we see that if we take B too large, the method
slows down accordingly.
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C.7 PARAMETERS OF THE EXPERIMENTS

Table 2: Experimental configuration for logistic regression on MNIST with n = 16 workers.

Parameter Value
Batch size 1
Optimizer SGD

Number of workers 16

Algorithm-specific configurations:

Synchronized SGD  + range: [27°,24]

Rennala SGD 7 range: [2715 279]
B set: {128, 256, 512, 1024}
Local SGD 7 range: [2715 273

B set: {128,256, 512, 1024}

Ringmaster ASGD v range: [271°, 21]
B set: {128, 256, 512, 1024}
Async-Local SGD v range: [2719, 21]

B set: {64, 128, 256, 512, 1024}
M set: {1, 2,4, 8}

Table 3: Experimental configuration for logistic regression on MNIST with n = 64 workers.

Parameter Value
Batch size 1
Optimizer SGD

Number of workers 64

Algorithm-specific configurations:

Synchronized SGD  + range: [27°,2¢]

Rennala SGD 7 range: [2715, 279]
B set: {1024, 2048, 4096}
Local SGD « range: [2715 273

B set: {1024, 2048, 4096}

Ringmaster ASGD range: [2715,21]
B set: {512, 1024, 2048, 4096}
Async-Local SGD v range: [2719, 21]

B set: {64, 128, 256, 512, 1024, 4096}
M set: {1, 2,4, 8}
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Table 4: Experimental configuration for logistic regression on MNIST with n = 256 workers.

Parameter Value
Batch size 1
Optimizer SGD

Number of workers 256

Algorithm-specific configurations:

Synchronized SGD v range: [27°, 24

Rennala SGD ~ range: [2715,273]

B set: {1024, 2048, 4096, 8192, 16384}
Local SGD ~ range: [2715 273

B set: {1024, 2048, 4096, 8192, 16384}
Ringmaster ASGD v range: [271°,21]

B set: {512, 1024, 2048, 4096, 8192}
Async-Local SGD v range: [2710, 2!

B set: {128, 256, 512, 1024, 4096, 8192}

M set: {1, 2, 4, 8}

Table 5:

Experimental configuration for

ResNet18 with n = 8 workers.

Table 6: Experimental configuration for GPT-2

with n = 8 workers.

Parameter Value Parameter Value
Batch size 16 Batch size 32
Optimizer SGD Optimizer AdamW
Number of workers 8 Number of workers 8

Algorithm-specific configurations:

Algorithm-specific configurations:

Synchronized SGD v range: [276,279]

Synchronized SGD v range: [2711,2710]

Rennala SGD ~ range: [276,273] Rennala SGD 7 range: [2711, 2710]
B set: {16, 32, 64} B set: {16, 32, 64}

Local SGD ~ range: [276,273] Local SGD ~ range: [2711,2710]
B set: {16, 32, 64} B set: {16, 32, 64}

Ringmaster ASGD v range: [276,279] Ringmaster ASGD v range: [2711,2710]

B set: {16, 32, 64}

B set: {16, 32, 64}

Async-Local SGD

~ range: [276,273]
B set: {16, 32, 64}
M set: {2, 4, 8}

Async-Local SGD

7 range: [2711, 2710]
B set: {16, 32, 64}
M set: {2, 4}
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D PROOF OF THEOREM 2.4

D.1 PROOF TECHNIQUE AND REASONS FOR CHOOSING THE CONDITIONS

Before we state the main theorem and provide the proof, let us explain the intuition, the novelty, and
how we identified the conditions of the theorem. The proof of the result is given in Section D.2 and
is relatively compact. We believe that the simplicity of our result, together with its ability to unify
methods, constitutes an important contribution to the optimization community. While the initial part
of the proof follows the same structure as in most related works, starting from (7) our treatment of
the staleness term ||z* — 2*||, which naturally arises from the step 2*+1 = zF — 4V f(2*; ¢F), is
novel.

After many attempts to develop a universal theory, let us illustrate how we arrived at our conditions.
Looking at Figure 3, which provides all possible relations between z* and z*, one can easily get

l2* = 24 = ZW - D Vf(wi

i=p (w,£)eSk

First, we noticed that any reasonable method should utilize Z(w, erest V f(w;€) in the computation

of z* before applying V f(z*; £¥) (see the previous discussion about Condition 2 in Section 2.1).
This implies {(w; &)}, 6)esr € {(2%5€ ) » » leading to the following identity:

[ =25 = 7| D VI )
jESk
for some set S* C {p,..., k — 1} such that S* U S* = {p, ...,k — 1}. The identity says that the
distance is roughly proportional to the number |Sk| of stochastic gradients applied after P and

before z*, which is tzghtly bounded by the tree distance from z* to the common ancestor 2”, i.e., it is
bounded by Hp,...,k—1}| since S* C {p,...,k—1}.

Under Condition 2, notice that |{p,... .k — 1}| = max{|{p,....k — 1}|,|S*|} =: dist(2¥, 2¥),
where we use S* C {p,...,k — 1} and Definition 2.2. Thus, to get a bound for ||z* — z¥||, it is

natural to introduce Condition 3, which allows us to conclude that |S*| < dist(z*, 2*) < R. It
remains to use classical mathematical tools to obtain

k—1
E[llz* - "] <20*R 3 E[|VAE)]] +242R0?,
j=k—R

. . 2
where the first term will be canceled by the corresponding term —JE {HV f(z%) || ] from (6).

D.2 FULL PROOF

Theorem 2.4 (Main Theorem). Let Assumptions 1.1, 1.2, and 1.3 hold. Consider any SGD method
represented by computation tree G = (V, E). Let {z*}},>0 be a main branch of G and {(2*, £*)} >0
be the corresponding auxiliary sequence (see Def. 2.1) that satisfy the following conditions:
Condition 1: For all k > 0, £¥ is statistically independent of{(:pi+1 RN O) e

Condition 2: The representation of z* is contained within that of =%, i.e., repr( ) C repr(a®) for
all k > 0. Equivalently, all stochastic gradients used in the computation of zF are also utilized in
calculating .

Condition 3: There exists a constant R € [0,00] such that dist(z*,2*) < R for all k > 0.
Then ZKfl E[[[Vf(z")?] < e for all K > 4(R+€1)LA + 8CLA \with step size v =

52
mln{2L721}2L’4o—2L} where A = f(x%) — f*.

Proof. As the beginning, the analysis is standard. Using Assumption 1.1, we have

f($k+1) < f(a:k) —7<Vf(a:’“),Vf( ’gk > HVf ,fk>H2
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for 1 = 2F — 4V f(2*; £¥). Due to Condition 1 of the theorem and the variance decomposition
equality,

Ex [f(@*)] < fa*) =7 (Vf(2* f(zk)> D s [Ivseten)]
— 1) = (VI + L) + L [[95GH e - v )]

L~?0?
< J@h) = (VI@"), V] >+—||Vf '+ =5,
where Ey, [-] is the expectation conditioned on (x*, 2%). In the last inequality, we use Assumption 1.3.
Rewriting the dot product and using v < 57, we obtain

Ex [f(xkﬂ)]

L 2 L 2 2
< fah) -1 (ku’f)!f FIVFEHIP = V@) = V) + 2 [0+ 252
L 2 2
< @) = S [VFEO]F = TIVEEO + 5 [VFEh) = VFEHI + 25 ©)
In the rest of the proof, we focus on ||V f(z*) — V f(z* H2.Using Assumption 1.1, we obtain
[95h) =TI < 12 o — ) ™
Notice that there exist p € {0, ..., k} and the closest common ancestor =P such that
k-1
et =af — ) Vf(h¢) =2 —vzvf ZVf
i=p
and
=2’ —y > Vfw¢) =a" —WZVf -7 Y VW),
(w,€)eSk (w,€)eSk

where S is the set of points and random variables used to compute z* starting from z? (see Figure 3).
Moreover, due to Condition 3, we have dist(z*, 2¥) < max{k — p, |Sk‘} < R, meaning p > k — R.
In total,

k>p>k—R, (®)
which we use later. Condition 2 assumes

repr(z¥) == { (21 €) Y20 W{(w0;€) }w.e)esr

A )&
C repr(z®) := {(2%; €)1 w{(2 €)1,
A B

where W is the multiset union operation. Thus

{(w; )} weresr C{(5ENNZ,

C B

and

k- =y Zw - > Vi)=Y VI, O

(w,)esk jesk
where S* is a set such that S* C {p,..., k — 1}. Substituting (9) to (7),

2

V1) = Vi < 2292 || Y ViGTed)

jesk
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Next, using Young’s inequality ||z + y||* < 2||z||* + 2 [[y||* for all z,y € RY, we get

2 2

E[[Vs@h) - VrEH|] < 202%E +2L°4°E

> V)

jegk

D (VI €) - V()

jesk

Since &7 is statistically independent of {(z*+1, 21, ¢)}~ for all j € S* (Condition 1) and using
Assumption 1.3,

2

E ||V/a*) - ViG] < 2029°E

> Vi)

jeSk

421242 |gk‘02

T a2 |84 3 B[] +207 |54 o2
jesk
Due to S¥ C {p,...,k — 1} and (8):
k-1
E[[Vr@h) - VrEhI] <2092k Y E[|[V5G)|°] + 2022 Ro?,
j=k—R

Substituting this inequality to (6) and taking the full expectation, we obtain

1 L~?0?
E[/(+)] < E 1] - 28 [|VsY)*] - 28 [[vseh)] + 22
k—1
+% (2L272R S E [||Vf(zj)||2} +2L272302)
j=k—R
<E[f@")] - JE[IVIE0)]°] - JE [IVFEH7] + 21%0?
+ LR Z E{Hw(zﬂ')ﬂ (10)
j=k—R

because 7 < 57 Note that ZkK;()l ZJ irE [HVf ()] ] < Rngol E [HVf(zk)’ﬂ . Thus,
summing (10) for £ =0, ..., K — 1 and substituting f*,

K-1 K-1
E[f@*) =] < f@) = 1 =3 SB[V - 7 S E[IVAEHI]] + KLq%0?
s k=0 k=0
+ L2 R 3B (|||
k=0
ny 1 9
< S = £ = 3 S E[|VIEHI] + K1re?

k=0

because v < 5. Finally, since E [ f(z%) — f*] >0,

= Z INCRINES % +2L0.

It is left to use that v = min{ﬁ, 57T 1227 J and the bound on K from the theorem statement. [
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E DETAILED DESCRIPTION OF ALGORITHMS AND ITERATION RATES

In this section, we provide a detailed description together with theoretical analysis of the algorithms
from the main part.

E.1 Vanilla SGD

We start we the celebrated Vanilla SGD algorithm, which formally can be implemented in the following
way:

Algorithm 3 Vanilla SGD

1: Input: starting point w® € RY, step size v > 0

2: for k=0,1,2,... do

3:  Sample n* ~ D; ({n*} arei.i.d.)
4:  Compute stochastic gradient V f(w*; n¥)

5. Update wkt! = wk — 4V f(w";n*)

6: end for

The corresponding computation tree can defined by the recursion

whh =t =V (whin®) (11)
for all £ > 0.
% V(") m Viaheh) /‘2\ Vi(a?e?) Vf(akigk) o)
®—0—0 @

Figure 15: The computation tree of Vanilla SGD

While the iteration rate of Vanilla SGD is well-known (Lan, 2020), we prove its convergence using our
new framework for clarity.

Theorem E.1. Let Assumptions 1.1, 1.2, and 1.3 hold. Consider the computation tree (11) of Vanilla
SGD. Then, {x"*}1>0 is a main branch with x* = w*, {(z*, £¥)} >0 is the corresponding auxiliary
sequence with (2*, &%) = (w*,n*) (see Def. 2.1), and 3 ZkK:_Ol E[|IVf(z")|?] < e forall

ALA  802LA
Kz—+802 .
13

3

with step size vy = min{5-, =57 }.

Proof. Indeed, {z*} >0 and { (2%, £¥)} >0 satisfy Def. 2.1 (see Fig. 15). Moreover, all conditions of
Theorem 2.4 are fulfilled: Condition 1 holds because the sequence {n*} is i.i.d., we have repr(z*) =
repr(z*) since 2% = z*, and consequently, R = sup, dist(z*, 2*) = 0.
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E.2 Rennala SGD

We now apply Theorem 2.4 to Rennala SGD. The iteration rate of Rennala SGD is also well-known
(Tyurin & Richtérik, 2023), but we provide a proof for completness. Rennala SGD can be formally
described as follows:

Algorithm 4 Rennala SGD (Tyurin & Richtarik, 2023)

1: Input: point w® € RY, stepsize v > 0, batch size B € N
2: Workers start computing stochastic gradients at w?°
3: fork=0,..., K—1do

4 gF=0forallic [n;b=0
5.  whileb < Bdo
6: Wait for the moment when stochastic gradient is computed by worker
7 Gradient V f (w*~%;n) is computed by worker i, 7 ~ D¢
8 if § = O then
9: Update g¥ = g¥ + V f(w*~?;n) locally in worker i
10: b=b+1
11: else
12: Ignore V f(wk=%;7)
13: end if
14: Worker i begins calculating gradient at w"
15:  end while
16:  Aggregate: g* =31 gk (e.g, via Al1Reduce)
17:  Update: w**! = wk — ~vg¥*
18: end for

To use Theorem 2.4, we have to construct the computation tree of Rennala SGD. It can be constructed
in the following way:

ot =2 — V%), ., 2P =P V%P, (12)

ePt = 2P —Vf@Peh), . P =P vt P,

where {¢'} are i.i.d. from Dg. See also a visualization in Figure 16. One can easily show that

wh = xo,w1 = mB,wQ = xQB, etc.

V(%) m Vi(a0el) V(€81 mw,,u ) m V(2P e84y Vf (P28

2B

Figure 16: The computation tree of Rennala SGD

Theorem E.2. Let Assumptions 1.1, 1.2, and 1.3 hold. Consider the computation tree (12) of
Rennala SGD, then {2 }1.>0 is @ main branch, {(z*, &%)} k>0 with (2%, &) = (xBR/Bl ¢F) is the

corresponding auxiliary sequence, and 3 kK:_Ol E [V f(z*)||?] < e forall

2
K> 4BLA n 8o LA.

€ g2

with step size v = min{ 557, 17 }-

Proof. Clearly, {z*};>¢ is a main branch and {(2*, £*)} 1> is the corresponding sequence by the
construction in (12). Moreover, £* is independent of {(z**!, 2*+1, €))}*= ! in (12) because {£'} are
1.i.d. (Condition 1 is satisfied). Next, notice that

repr(2°) = repr(z°) =

)

0
repr(z') = repr(2®) = 0 C repr(z'),
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B—l)

repr(z = repr(2?) = 0 C repr(z?~1)

because z¥ = 20 for all k < B. Next,

repr(z?) = repr(z?),

repr(22 1) = repr(z?) C repr(z®T1),

repr(22871) = repr(z?) C repr(z251)

)

because 2* = 2B for all B < k < 2B, where repr(z®) C repr(zP*1),... repr(z?)
repr(z28~1) due to (12). We can continue and show that repr(z*) C repr(z¥) for all k& >

(Condition 2 is satisfied). It is left to notice that

supdist(z®, 2F) < B — 1,

k>0
because
dist(2°, 2%) = 0,
dist(z', 2') = dist(z?, 2°) = 1,
dist(zB71, 2871 = dist(z® 71, 2%) = B — 1,
dist(z?, 2P) = dist(2®, 2P) = 0,
dist(zBT1, 2B+ = dist( B+ 2P) = 1,

The maximum tree distance between z* and z* is B — 1. Thus, R = B — 1 in Condition 3.

31

c
0

O



Under review as a conference paper at ICLR 2026

E.3 Local SGD

The Local SGD method is described in the following algorithm:

Algorithm 5 Local SGD

Require: Initial model w9, step size v, parameter B
1: fork=0,1,2,... do

Ask workers to stop’running LocalSGDWorker(w”, v)

Aggregate vy " | Zj.\/[:io_l Vf(zf’y ; nf’J) from the workers (e.g, via A1 1Reduce)
M;—1 k. ko

9: Update wh ™ =wh —y 370 | Y00 V(277

10: end for

2:  Broadcast w” to all workers

3:  for each worker 7 € [n] in parallel do

4: Worker i starts LocalSGDWorker(w®,~) from Algorithm 6

5:  end for

6:  Wait for the moment when > | M; = B ({M;} from LocalSGDWorker(wk,v))
7:

8:

Algorithm 6 LocalSGDWorker(w, ) in worker ¢ at round k

zf’o =w

M; <0

while True do
L (s, gl
M; =M, +1

end while

AINANE S e

One key change compared to the previous work is that individual local steps M, are not predefined.
Moreover, the server tracks the sum . ; M; and waits for the moment ;- , M; = B before
collecting the locally calculated gradients. With a proper choice of B, we will prove the optimal
computational time complexity of the method in Section F.

The corresponding computation tree of Local SGD can be constructed in the following way. Define
Ny := k x B and take k£ = 0. Then

gt =20 =V ),

7 K3

k,2 k,1 k.1, k1
z =z =V m),

7 K2

13)

oM e Miml g R MimL kM-l

)

7 Alternatively, allow the workers to finish computing their stochastic gradients without waiting for them
(since A11Reduce can be run in parallel), but discard these gradients in subsequent iterations, as they are no
longer relevant. This approach may introduce a delay before the workers begin their next local steps.

Another option is to allow the workers to finish computing their stochastic gradients without waiting for them,

and send these gradients in the next iteration. If some gradients are still not computed by then due to delays,
simply discard them.
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forall i € [n], and

eV = 2N v ),

Np+My _ Np+M;—1 k,My—1, k,M;—1
xk =tk ! _va(zl T )7

Ni4+Mi+1 _  Nu+M k0. k,0
g = T — AV (2 my ),

(14)

- k,Ms—1, k,M>—1
pNetMi+Mz _ o Ni+Mi+Mo lf’ny(ZQ’ 2— 1 5 2 )’

Vet — pNe+220, Mi=1 ’YVf(Z,]?M"_l; nﬁ’M"_I)

Repeat the previous steps with k = k + 1 starting at V1 = xNe+5_ See illustration in Figure 4.
One can easily show that w! = 28, w? = 228, ... w® = z*B ... where wF is the sequence from
Algorithm 5.

Theorem E.3. Let Assumptions 1.1, 1.2, and 1.3 hold. Consider the computation tree ((13) and (14))
of Local SGD, then {x*};,>¢ is a main branch and - ?:Bl E[[|Vf(z")|?] < e forall

2
K> 4BLA n 8o LA.

€ e?
with step size ¥ = min{52—, 257 }-

Although the proof may seem technical due to the heavy notation in (14), it is actually straightforward
when you refer to Figure 4. This figure clearly shows that all conditions of Theorem 2.4 are satisfied
with R = B — 1 because ) ., M; = B in every global iteration. The condition > ; M; = B

helps us to insure that the maximum tree distance supj, > dist(z*, 2%) < B — 1.

Proof. Clearly, {xk}kzo is a main branch by Definition 2.1. The corresponding auxiliary sequence
can be inferred from (14): (29,£%) = (299,700, ..., (zM1, eMr) = ()M 9 M) “and ete. Con-
dition 1 is satisfied because {nic 7} are i.i.d., and by the construction (14). Condition 2 of Theorem 2.4

holds because the same stochastic gradients used for computing z* are also used for 2*, as shown in
Figure 4. This can be formally verified using (14) and (13). It is left to notice that

supdist(z*, 2F) < B —1
k>0

because the maximum number of edges to the common closest ancestor can not exit B — 1. O
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E.4 Ringmaster ASGD

Algorithm 7 Ringmaster ASGD (Maranjyan et al., 2025)

1: Input: point w’ € RY, stepsize v > 0, delay threshold G € N
2: Setk=0

3: Workers start computing stochastic gradients at w°

4: while True do

5. Gradient V f(wh—%"; nf_ék) arrives from worker i
6: if 0¥ < G then
7: Update: w*+1 = wh — AV f(wk=0"; nF=9")
8: Worker i begins calculating at w*** ({nk} arei.id.)
9: Update the iteration number k = k + 1
10:  else
11: Ignore the outdated gradient V f (wk_‘sk ; 77? 76’“)
12: Worker i begins calculating at w”
13:  end if

14: end while

In this method, a main branch can be defined as

zF = w” (15)
and the auxiliary sequence is defined as (2%, £%) = (z#=9" nf_gk) forall k > 0.

@ V(@06 @ Vi @ Ve T @

Figure 17: The computation tree of Ringmaster ASGD

Theorem E.4. Let Assumptions 1.1, 1.2, and 1.3 hold. Consider the computation tree of Ringmaster
ASGD, then {x*} 0, defined in (15), is a main branch and - f:_ol E [|IVf(z")|]?] < e forall

4GLA  80’LA
> + .

K
€ g2

with step size v = min{ 5347, 57 }-

.. . . _5k .. k
Proof. Condition 1 is satisfied because {7*~°" } are i.i.d., z* = w” and z* = 2%=%" do not depend

on ¢k = nf“sk. Condition 2 is satisfied because repr(z*) = repr(wk*‘sk) C repr(w”) = repr(z").
Condition 3 is satisfied with R = G — 1 because

dist(z*, 2%) = dist(xk,mk_‘;k) = <G -1,

where the second equality due to the number of edges between x* and z* ~3" and the last inequality
due to the fact that §* is bounded by B in Algorithm 7. O
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E.5 Cycle SGD

We now present a new method, called Cycle SGD:

Algorithm 8 Cycle SGD

Require: Initial model w?, step size -, group size s
1: Partition workers into groups of size s:

Gi=1{1,...,8},Ga={s+1,...,25},...,Grpys1 = {([n/s] = 1)s +1,...,n}

in a circular manner.
2: Broadcast w' to all workers and assign the local variables z) = w® and M; = 0 for all i € [n]
3: while True do

4:  for group index g = 1 to [n/s] do
5: for each worker i € [n] in parallel do
6: 1 =2 v M), ~ Dy
8: end for o o
9: Aggregate v e Do V f(z];n!) from the workers of group G, only
10: Server aggregates and updates the model:
M;—1 o
wtt = w =y YNV n])
i€Gy j=0
11: Broadcast w" ! to all workers of group g and assign the local variables 2 = w"*! and
M; =0foralli € G,
12: r=r+1
13:  end for

14: end while

This method operates similarly to Local SGD, with workers performing local steps. However, a key
difference is that only s workers synchronize at each step, rather than all n workers. This strategy
can be advantageous in scenarios where reducing peak bandwidth is desirable. A visualization of the
corresponding computation tree is in Figure 18. For this algorithm, the first Z?:l M; nodes of the
main branch can be defined as

a' =2 =V (1)),

wM = MV (g,

- B (16)
eI Mitl g SIS Me g (50,10

)

mzi=1 M; = xZi:l M;—1 _ /yvf(zé\ls_l- ni\/[s_l)

) )

Notice that 22i=1 Mi = ! where we capture and unroll all stochastic gradients from the first group.
The next nodes of the main branch can be defined in a similar way going through all groups circularly.

Theorem E.5. Let Assumptions 1.1, 1.2, and 1.3 hold. Consider the computation tree of Cycle SGD
(Alg. 8), then {x*} >0, defined in (16), is a main branch and 3 f;ol E [[|[Vf(z*)|?] < e for all
8n2LA N 8c?LA

K >
se g2

with step size v = min{ %7, 57 }-
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Via%m*

ﬁ‘ . m‘ 20 .v/( Al '

. ’ — "/
PG
—_—

Figure 18: An example of Cycle SGD computation tree.

Proof. Once again, the proof is geometric. As an example, consider Figure 18 together with
Algorithm 8. One can easily show that Conditions 1 and 2 are satisfied similarly to the proof of
Theorem 5. However, the maximum tree distance is different since we synchronize the workers in a
circular manner.

First, the number of local steps M; < (%1 < 2" because each worker computes one stochastic
gradient in the inner loop and synchronizes every { ] loops.

Next, the maximum tree distance between a point 2* on the main branch and the corresponding point

oy . 2 . . .
of the auxiliary sequence z* is at most QL Let us explain this step Consider any 2* and 2*, and

2,2

their closest common ancestor w” (in Flgure 18, for instance, take x°, 25, and 23 accordingly).

The number of edges from z* to w”* never exceeds 2—” due to the bound on the number of local steps.

The number of edges from z* to w* never exceeds because while one worker performs local

steps, other workers can grow the main branch by at most [;] x(n—1)< w

the worker that computed 2 is synchronized®.

points before

Thus, we can take R = <2 in Condition 3 of Theorem 2.4. O

8For instance, see Figure 18, where, before the algorithm applies V f (zg ’1; 53 ’1) from the second worker, the
main branch grows by two edges, from x> to z°, due to gradients computed by the first worker.
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E.6 Async-Local SGD

The following algorithm is a mixture of Asynchronous SGD and Local SGD, which we formalize in
the following way.

Algorithm 9 Async-Local SGD

1: Input: point 2° € RY, stepsize v > 0, delay threshold B € N, number of local steps M
2: Setk =0

3: Workers start running local steps at w® with Alg. 10 for M steps

4: while True do

50 Sumvy 224:—01 Vf(z; ;n;,) arrives from some worker i

6:  Find the tree distance 6% = dist(w*, 20 )

(delay 6% of w*=9" at which point worker i, started local steps)
7. if 6* < B then

8: Update: wk*! = wk — v Ziw:f)l V(e sm)

9: Worker i starts running local steps at w**! with Alg. 10 for M steps
10: Update the iteration number k = k + 1
11:  else
12: Ignore the outdated sum ~y Zﬁ;l Viz )
13: Worker i starts running local steps at w” with Alg. 10 for M steps
14:  end if

15: end while

Algorithm 10 LocalSGDWorker(w,~y, M) in worker ¢

29 =w
forp=0,...M —1do
A= VG, nf ~ De
end for ur
Send to the server y Zp:_ol Vf(Ent)

DhEw N

If M = 1, then this method reduces to Ringmaster ASGD (Alg. 7). Taking M > 1, we can improve the
time complexity of Ringmaster ASGD by decreasing the number of times when workers synchronize
with the server. For this method, it is natural to take a main branch as

ot =2 =V (),

i1

e =M AV,

, ' (17)
pME=D+1 _  M(k=1) _ va(zo ,n?k%

’ik’
3

MEk MEk—1 M-1, M-1
T =Z - ’ny(zik i, )s

and so on. Notice that 2° = w?, 2™ = w!, etc.

Theorem E.6. Let Assumptions 1.1, 1.2, and 1.3 hold. Consider the computation tree of Async-Local
SGD (Alg. 9), then {x*}1>0, defined in (17), is a main branch and % f:_ol E [||Vf(xk)H2] <e
for all

4B+A4—nLA+8ﬁLA

K >
- € g2
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. . . 1
with step size ¥ = Ir11n{4(1_3+]\471)L7 T )

Proof. Similar to the previous proofs, Condition 1 is satisfied for the main branch {z*}>¢ because
all random variables {7} in (17) are i.i.d., and 2° and z) do not depend on 7y, . Points 2"~ and

zf\l/[ ~1 do not depend on ™ ~*

;, »andsoon. Conditions 2 is satisfied because all stochastic gradients
used to compute sz are also used to compute the corresponding point on the main branch for all
pe€{0,...,M — 1} and k > 0 (see Figure 5). Condition 3 is satisfied with R=B — 1+ M — 1 =
B + M — 2 due to the inequality 0* = dist(w", z?k) < B in Algorithm 9 and the fact every

worker calculates M stochastic gradients, which ensures that the tree distance between z?k and the

corresponding point from the main brain branch is at most B — 1, the tree distance between z}k and
the corresponding point from the main brain branch is at most B — 2, .. ., the tree distance between
zM=1 and the corresponding point from the main brain branch is at most B + M — 2. O

1k
E.7 Async-Batch SGD

This method does the same steps as Async-Local SGD with the only difference that the workers
calculate mini-batches instead of local steps:

Algorithm 11 Bat chSGDWorker(w,y, M) in worker %

1: Z?:w

2: forp=0,... M —1do

3:  Caleulate Vf(zP;nY), n? ~ D
4: Zerl p
5
6

= Zi
. end for
: Send to the server ~y Z;é/[:_ol Vf(Enh)

One can easily show that these methods share the same theoretical guarantees (Sections E.6, F, and
G) as Async-Local SGD.
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E.8 Local-Async SGD

One way to interpret the following algorithm is that the workers are partitioned into groups, with
each group running Asynchronous SGD. Then, at certain points, all workers synchronize and start
runnmg Asynchronous SGD at a new point. One of the important novelties here is the condition
Z _1mg = B, which, with a proper B, leads to the optimal computational time complexity
(Sectlon F).

Algorithm 12 Local-Async SGD

Require Initial model w?, step size -, parameter B, group partitions G1, .. . , G
cfork=0,1,2,... do

2. Broadcast wk t0 all groups

3:  for each worker ¢ € [s] in parallel do

4: Group g starts AsynchronousSGDGroup(w”, v) from Algorithm 13

5:  end for

6:  Wait for the moment when Z;Il my =B ({m,} from AsynchronousSGDGroup(w",v))
7:  Ask the groups to stop’running AsynthonousSGDGroup(wk, )

8:  Aggregate 7y ZZ 1 ng_l Vf(uj*‘sj ; 77‘;) from the groups ({n} areiid)
9:  Update w*t! = w* — ’ng L Zj o Vf(vg_‘SJ )

10: end for

Algorithm 13 AsynchronousSGDGroup(w, ) in group g

Input: point v € RY, stepsize v > 0
Setmg =0
Workers from group ¢ start computing stochastic gradients at vg
while True do
Gradient V f (vg"* ;Mg ?) arrives from worker i with delay 6™

Update: v = v — 4V (0" )
Worker i begins calculating stochastic gradient at vy

Update the iteration number my = my + 1
end while

_§™ma

+1

For this method, it is natural to take a main branch of the computation tree as
1 0 0-46°.,0
v =z =V ®im),

m1 _ mi—1 mp—1—6"1"1  my—1
xz 1_1" ! ’YVf( 7771 )7

N N (18)
N AR A [ CHa T M}

*y

s ) s L _1—gms—1 —
#im = g e T )

bl

? Alternatively, allow the workers to finish computing their stochastic gradients without waiting for them
(since A11Reduce can be run in parallel), but discard these gradients in subsequent iterations, as they are no
longer relevant. This approach may introduce a delay before the workers begin their next local steps.

Another option is to allow the workers to finish computing their stochastic gradients without waiting for them,

and send these gradients in the next iteration. If some gradients are still not computed by then due to delays,
simply discard them.
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where one can see that z2-s=1 ™ = ¥ = w!, and {v/} is defined in Algorithm 13.

05 00) @ Vi@ @
./0). Vf( - . 2 a 2 . ﬂ 5 I{) . H‘ ”I}) .
771
Q Vf( ;7 - @ g a 2 @

Figure 19: An example of a Local-Async SGD computation tree with two groups and B = 5. One
group performs m; = 3 steps of Asynchronous SGD, while the other performs mg = 2 steps. Note

that the maximum tree distance is dist(x*, v}~ ) when applying V f(v1~° ;n}) to 2, and it equals
B — 1 =mj + mg — 1 = 4. Then, the groups synchronize and continue from x°.

Theorem E.7. Let Assumptions 1.1, 1.2, and 1.3 hold. Consider the computation tree of Local-Async
SGD (Alg. 12), then {z*} >0, defined in (18), is a main branch and + Zf:_ol E[[|Vf(M)|?] <e
for all

4BLA  802LA
+ 5 -
€ £
. . _ : 1 £
with step size v = min{ 157, 157 }-

Proof. The proof closely follows that of Theorem E.3, with the only difference being that the
auxiliary branches in Algorithm 13 are constructed using asynchronous steps rather than local steps
(compare Figure 4 and Figure 19). As in Theorem E.3, the condition 2221 mg = B ensures that

supy,>o dist(z¥, 2%) < B — 1. O
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E.

In
fle
wi

9 Nested Local-Async SGD

this section, we formalize a hierarchical version of Algorithm 12. Our framework, Theorem 2.4, is
xible enough to support such a two-level structure, where each cluster consists of servers equipped

ith (4—-8) GPUs. The GPUs run Asynchronous SGD, the servers synchronize within their clusters,

and finally, the clusters synchronize with each other.

In

the following algorithm, all workers are partitioned into {G};} groups, where i is the cluster index

and j is the server index within the cluster. The set G;; contains the indices of the workers (GPUs).

Al

gorithm 14 Nested Local-Async SGD

Require: Initial model w°, step size -y, parameters B;, global parameter B, group partitions {G; }

1:

fork=0,1,2,... do

2:  Broadcast w” to all clusters
3:  for each cluster ¢ in parallel do
4 Set wf = wk
5 forp, =0,1,2,... do
6: Broadcast w! to all local groups
7 for each server j in parallel do
8: Group G;; starts AsynchronousSGDGroup(w??, ) from Algorithm 13
9: end for
10: Cluster ¢ waits for the moment when Mg = B;
11: Ask the groups in cluster ¢ to stop running AsynchronousSGDGroup(wf )
12: Update wszrl =wl — " Zm”pb Vit i ,nm,l)
13: end for
14:  end for
15:  Wait for the moment the total number of local steps in the clusters starting from the last
broadcast is B
16:  Ask all groups in all servers to stop running AsynchronousSGDGroup(w*, )
17 Update wh ! = wh — 32wl — uf) = wk — 7 50, S0 5, ST VAl )
18: end for
Algorithm 15 AsynchronousSGDGroup(w, ) in group G;

Input: point v{, € R, stepsize v > 0
Setm;; =0
Workers from group G;; start computing stochastic gradients at v}; ips

while True do

lJP

. Mijp. —6 PP iy . .o -
Gradient V f (v, iy, ) arrives from worker i with delay 9"
+1 m; m; —5™Miip; Miip,
Mijp; ijp; ijp; . ijp;
Update: Yijpi = Yijp, Vv Vijpi Mijp; )
Mijp, +1

Worker ¢ begins calculating stochastic gradient at v,
Update the iteration number m;;,, = Myjp, + 1
end while

1jpi

We believe that analyzing this algorithm directly using classical optimization tools would be chal-
lenging due to heavy notations. However, using our framework and geometrical graph reasoning,
we can easily prove the iteration rate of this algorithm. As in all previous cases, a main branch z*

can be defined by taking each component of the sum 3, 2P ! 0 2j S v, (vfj ,f it 1) and
applying each stochastic gradient to 2°, 21 = 20 — 4V f (vlw, 77110) and so on.

Theorem E.8. Let Assumptions 1.1, 1.2, and 1.3 hold. Consider the computation tree of Nested

Lo

cal-Async SGD (Alg. 14), then + 37V E [|[V £ (z*)[|?] < e for all

4BLA  80’LA
+ 5 -
5 5

K>
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with step size ¥ = min{ 1+, 57 } for the main branch {z*} (slightly informally) defined above.

Proof. Similarly to the previous proofs, Conditions 1 and 2 are satisfied by the construction of
the algorithm. Using geometric graph reasoning, Condition 3 is satisfied with R < B due to the
requirement that “the total number of local steps in the clusters starting from the last broadcast is B.”
This ensures that the distance between the points of the main branch and the corresponding points of
the auxiliary sequence defined by v; does not exceed B. O

Remark E.9. One can see that the converge rate does not depend on { B; }. Theoretically, it is sufficient
to take B; = oo. However, practically, it may be better to take B; < oo to ensure that the GPUs
synchronize more often and share information with others, but it can lead to communication overhead
and less efficient utilization of the GPUs.
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E.10 Meta Local SGD

Compared to previous algorithms, Meta Local SGD is an abstract or meta-method, as it includes one
abstract step: “Wait if needed and take any set of workers S.” This step is not explicitly defined,
allowing users to apply any strategy they prefer. It may be random, where the algorithm chooses
a uniformly random subset; it may follow a condition as in Local SGD, where the algorithm waits
until 211:1 M; = B; or it may be based on the current communication speeds of the workers, where
the algorithm selects the workers with the fastest communication speeds at the current optimization
moment.

However, as we explain in the main part, this can lead to a computation tree with a large R. That
is why we check the condition max e, d; + > ;; M; < B in the algorithm, where {d;} are the
current distances to the head of the main branch and {M;} are the local steps performed by each
worker. If this condition is satisfied, we can take any set of workers .S. Otherwise, we find a set
of workers S = {j € [n]|d; + >_1_; M; = B} and ask them to send their calculated stochastic
gradients. The latter case is required to synchronize workers with “very old stochastic gradients”.
Intuitively, if we do not synchronize them, their stochastic gradients may become too outdated and
harmful to the optimization process.

Algorithm 16 Meta Local SGD

1: Input: point w® € RY, stepsize v > 0, parameter B € N

2: Set an auxiliary distance variable d; = 0 for all i € [n]

3: Workers start running local steps at w® with Alg. 17

4: fork=0,1,... do

5. ifmaxjep, d; + Y1 M; < B then

6: Wait if needed and take any set of workers S (Soft Sync)
(Here, we do not specify the selection method, it could be random or based on the current
communication speeds. One can choose any strategy.)

7. else
8: Find a set of workers S = {j € [n]|d; + >_I" | M; = B} (Hard Sync)
9:  endif

10:  Ask workers from S to send the calculated stochastic gradients and stop the loops in Alg. 17
11: Receivevzieszyggl Vf(n?)

12:  Update: wkt! = wk — v Z,ﬂ”ﬁo’l Vf(=5n))

13:  Worker from S start running local steps at w**+! with Alg. 17

14:  Setd; =O0foralli € S

15:  Update d; =d; + >
16: end for

jes M foralli & S

Algorithm 17 LocalSGDWorker(w, ) in worker 4

0

I z; =w
3: while True do
4:  Calculate Vf(szi;niM'i), n™Mi ~ Dy
5. ifmaxjep, d; + >, M; < B then
6: LMAL = M g f (MM
7: Mi = Mi +1
8: endif
9: end while
A main branch in the computation tree can be defined as follows. Assume that S* = {i1, ..., ip, } is

the set of workers participating in iteration k. Then, the computation tree with the main branch {z*}
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can be constructed as
ot = 2" =V,
1’2 - (E —’YVf( zl’nzl)

M; M;, —1 My -1 M; —1
et =T =V (7 iy, ),

(19)

Pt M 41 PR M,
pom MuH = g2am My VD ) ),

zpk

P P —1 M; —1
R R (O )}

1pk ’ Ipp

Notice that the end of each iteration block can be written as
PO PO . P1 .
g2z My 2 = 2052 My 42055 M , and so on.

Vf(zbt gt
V@) _)ﬂ Ln
/ 22 zu 21 21
.Vfu” m °>.Vf<z1 U '

2,1 2,1
V(0 ) 21 i
V5 7).
\ 11 11

Figure 20: An example of the computation tree for Meta Local SGD with two workers. In this example,
the first worker completes its first set of local steps, 20 — z% 1 z%’2, and sends the stochastic
gradients, which are used to calculate ! and z2. A similar sequence of steps is repeated by the
first worker to produce z? — zg 1o z§’2, followed by x® and z*. At the same time, the second
worker has only completed 20 — z}’l — z%’Q and has not yet synchronized or sent the corresponding
stochastic gradients. At this moment in time, the number of local steps is My = 2 and do = 4,
because ds is the number of edges between the current main branch head 2* and the point 2°, where
the local branch of the second worker started. At the same time, M7 = 0 and d; = 0, because the
first worker has just started the third set of local steps at * and has not yet calculated local stochastic
gradients.

Theorem E.10. Let Assumptions 1.1, 1.2, and 1.3 hold. Consider the computation tree of Meta Local
SGD (Alg. 16), then {z*} >0, defined in (19), is a main branch and 7= ZkK:_Ol E[[[Vf(")|?] <e
for all

ABLA | 80°LA
+ 5 -
£ €
with step size ¥ = min{ 7=, 257 }-

Proof. Similarly to the previous proofs, it is clear that Conditions 1 and 2 from Theorem 2.4 are
satisfied for the main branch (19).

It remains to show that dist(z*, 2¥) < B for all k¥ > 0. In the algorithm, we track two key sets of
variables: {d;} and {M;}. The variable M; denotes the current number of local steps performed by
worker ¢, while d; represents the number of edges between the current end of the main branch and
the point where worker ¢ began its local updates. When worker i ¢ S, the distance d; increases as
follows: d; = d; + jes M;, since the workers in S extend the main branch with their accumulated

local updates.
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The algorithm is constructed so that the quantity max;cp, d; + >, M; remains bounded by
B throughout the entire optimization process, ensuring that Condition 3 is satisfied with R = B.
To clarify, assume that ¢ € S in Algorithm 16. In the worst-case scenario, all other workers
j €8, with j # 4, apply their local updates, increasing the tree distance from worker ¢’s branch
to the main branch by at most 3¢ ;,; M;. Thus, the updated tree distance becomes at most
di + > jeln] ji M;. Since worker ¢ has also performed M; local steps, the tree distance is bounded
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E.11 Dual-Process SGD

We now present a new method, Dual-Process SGD, which is very similar to Local SGD. In fact, when
communication is free, the two methods are equivalent. However, Local SGD requires all workers to
send the sum of stochastic gradients only at the end of each round. In contrast, in Dual-Process SGD,
workers do not wait until the end of the round; instead, they begin communicating sequentially as
soon as possible.

Initially, each worker waits for the first stochastic gradients with index 0 and immediately sends them
once available. Then, while these are being transmitted, the workers continue their local computations.
After the server receives the gradients with index 0, the workers begin sending the next batch of
stochastic gradients, starting from index 1 up to the latest index they have computed at that moment.
This process continues until the server has received a total of B stochastic gradients, accumulated
through the communicated sums. This logic is implemented in Algorithm 19.

Algorithm 18 Dual-Process SGD

Require: Initial model w9, step size -y, parameter B
1: fork=0,1,2,... do
2:  Broadcast w* to all workers
for each worker i € [n] in parallel do
Worker i starts DualProcessLocalSGDWorker(w”, ) from Algorithm 19
end for
Start receiving the sum from the workers
Wait for the moment when the total # of received gradients Y ., M; = B
Ask workers to stop running DualProcessLocalSGDWorker(w®, )
9 Update ! =wh —y 37, SN VA ()
10: end for

A A

Algorithm 19 DualProcessLocalSGDWorker(w,y) in worker ¢ at round &

1: zf O =w
3: Launch in parallel the following two processes:
4: Process 1:
5: while True do - - -
6:  Caleulate V f(z;Miyni Moy, M~ Dy
B R
9: end while
10:
11: Process 2:
12: while True do
13:  Wait until at least one new stochastic gradient is computed in Process 1.
14:  Set temporary variable M; = M;
M;—1 . )
15:  Send Y. Vf(zF7;nk7)
J=M;

16:  Wait until the transmission is complete
17:  Update M; = M;
18: end while

The computation tree of Dual-Process SGD defined in (13) and (14) is similar to Local SGD.

Theorem E.11. Let Assumptions 1.1, 1.2, and 1.3 hold. Consider the computation tree ((13) and
(14)) of Dual-Process SGD, then {z*} >0 is a main branch and = S p " E [||V f(z*)|?] < & for
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all

4BLA  80’LA
K> +—
€ €
with step size v = min{ﬁ’ =}

Proof. The proof is exactly the same as in Theorem E.3 since the computation tree of Dual-Process
SGD is similar to Local SGD. O
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F COMPUTATIONAL TIME COMPLEXITIES OF ALGORITHMS UNDER h;-FIXED
COMPUTATION MODEL

To compare methods, we consider the h;-fixed computation model (Mishchenko et al., 2022). In this
model, it is assumed that

worker ¢ takes no more than h; seconds to compute a single stochastic gradient (20)

and
0<hy <hg <-- < hy, (21)

without loss of generality.

Note that it is possible to consider the universal computation model (Tyurin, 2025) and capture
virtually all possible computation behaviors of the workers. While the h;-fixed computation model
may seem more restrictive, it turns out that all optimal methods (Maranjyan et al., 2025) in the
universal computation model are also optimal in the h;-fixed computation model. Thus, for simplicity,
we stick to the h;-fixed computation model.

F.1 Rennala SGD

Theorem F.1 (Rennala SGD). Consider Theorem E.2 and its conditions. Under the h;-fixed computa-
tion model (20), the computational time complexity of Rennala SGD (Alg. 4) is

/LA 02LA
O i ( Z hi ) <5 " Umfz > (22
with B = max{ [";—‘ , 1} .

We start with the following lemma.
Lemma F.2. Let us define

Tr(B) := 2 mln (Z n ) (B +m) (23)

Under the h;-fixed computation model (20), the time required to calculate ', . . ., x” of the main
branch is at most Ty (B) seconds, the time required to calculate xB+1, ... 228 is at most Tx(B)
seconds, and so on.

Proof. The idea of Rennala SGD (Alg. 4) is pretty simple. Notice that all workers calculate stochastic
gradients at the same point in parallel until the server collects a batch of size B (condition § = 0
ensures that). Since they work in parallel, under the fixed computational model, after ¢ seconds the

workers will calculate
Zmax{{ J 1 0} (24)
t

stochastic gradients because LTJ is the number of stochastic gradients computed by worker ¢ in ¢

seconds. We subtract 1 because at most one stochastic gradient be can be ignored due to the condition
0 = 01in Alg. 4.

Notice that

* -1
m

To(B) = 2 (Z ;) (B +m*)

i=1

for some m* € [n]. Substituting it to (24), we get

S|P 10} S [0 1) 5[50

i=1
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Tr(B) ., R
22 h, —2m* =2(B+m*) —2m* > B.
i=1

Thus, after Tr (B) seconds, the server collects B stochastic gradients, which is equivalent to calcu-
lating 2%, ..., 2” of the main branch. The same argument can be applied to the next B point of the
main branch, and so on. O

Proof of Theorem F.1. Due to Theorem E.2, we know that f;ol E [|IVf(z%)[]?] < e for
4BLA LA
K= [ ;8 - W .
5

From Lemma F.2, we know that the time required to calculate ', . .., 2” of the main branch is at
most Tg (B) seconds, the time required to calculate x5+1, ... 228 is at most T (B) seconds, and so
on. Thus, the total time to find an e—stationary point is

o (e &) =0 (s (12 4 Z2)).

Using the choice of B,

m -1
O(TR(B)xg>:O min (Zi) (B +m) x%

me[n]

-1
. 1 -1 LA  o’LA
=0 | min — — — 4+
me[n] mi h; 5 me2

F.2 Ringmaster ASGD

Theorem F.3 (Ringmaster ASGD). Consider Theorem E.4 and its conditions. Under the h;-fixed
computation model (20), the computational time complexity of Ringmaster ASGD is

-1
) 11 LA  2LA
O\ min <m2h> <5+ mg2>

with B = max{{%z—‘ ,1}.

We use Lemma 4.1 from (Maranjyan et al., 2025).

Lemma F4. ((Maranjyan et al., 2025)) Let the workers’ computation times satisfy the h;-fixed
computation model ((20) and (21)). Let B be the delay threshold of Alg. 7. The time required to
complete any B consecutive iterate updates of Alg. 7 is at most

-1
. 1 -1 R
Ta(B) := 2nr1ré1[rrll] (m E n) (1 + m> . (25)

i=1

Corollary E.5. In view of Lemma F.4, Under the h;-fixed computation model (20), the time required
to calculate x', . . ., 2B of the main branch is at most Ta(B) seconds, the time required to calculate
B+ 228 is at most Tx(B) seconds, and so on.

Proof of Theorem F.3. The proof of Theorem F.3 is similar to the proof of Theorem F.1. From
Corollary F.5, we know that the time required to calculate z', . .., 27 of the main branch is at most
Ta(B) seconds, the time required to calculate x5+, ... 225 is at most T4 (B) seconds, and so on.

Thus, the total time to find an e—stationary point is

—1
K : I a1 LA o%LA
O<TA(B)>< B) =0 | min <m §_h> <€+mgz>
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F.3 Local SGD

Theorem F.6 (Local SGD). Consider Theorem E.3 and its conditions. Under the h;-fixed computation
model (20), the computational time complexity of Local SGD (Alg. 5) is

-1
) 1 -1 (LA J2LA>
O | min — — Ei——
me[n] mi: h; € me?2

with B :max{[”;—‘ ,1}.

Lemma FK.7. Let us define

-1
1
Ti.(B) := 2 min — B+m (26)
=2 | () @
Under the h;-fixed computation model (20), the time required to calculate x', . .., x® of the main
branch is at most Ti.(B) seconds, the time required to calculate x5+, ... 2B is at most Ty.(B)

seconds, and so on.

Proof. The idea is the same as in Lemma F.2. All workers calculate stochastic gradients in parallel,
with the only difference being that the points at which they compute the stochastic gradients differ
due to the local steps. If the server can stop the workers, then after ¢ seconds it is possible to collect

Z HJ 27)

i=1

stochastic gradients. If it is infeasible to stop the calculations (see footnote 7), then after ¢ seconds it

is possible to collect
i max L 1,0 (28)
P hz 9 9

where we subtract 1 because at most one stochastic gradient can be ignored if it is nonrelevant.
Similarly to Lemma F.2, substituting 71 (B) into (27) and (28), one can show that 71 (B) is sufficient
to collect B = Z?:l M; stochastic gradients, or, in other words, to calculate 2, . .., 2 of the main
branch. The same argument can be applied to the next B points of the main branch, and so on. [

Proof of Theorem F.6. The proof essentially the same as the proof of Theorem F.1. [

F.4 Local-Async SGD

Theorem F.8 (Local-Async SGD). Consider Theorem E.7 and its conditions. Under the h;-fixed
computation model (20), the computational time complexity of Local-Async SGD (Alg. 12) is

O min, (;2}1)_1 (LsAJFUTZ"’A)
withB:max{[";—‘,l}.

Lemma F.9. Let us define

m -1
Tia(B) := 2 min (Z ;) (B+m) (29)
i=1""

me(n]

Under the h;-fixed computation model (20), the time required to calculate z*, . . ., x® of the main
branch is at most Ty o(B) seconds, the time required to calculate Bt 2%B is at most Tia(B)

seconds, and so on.
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Proof. The idea is the same as in Lemmas F.2 and F.7. All workers calculate stochastic gradients in
parallel, with the only difference being that the points at which they compute the stochastic gradients
differ due to the asynchronous steps in the groups. Similarly, one can show that 77 5 (B) is sufficient
time to calculate B = Z;Il myg stochastic gradients in Algorithm 12, or, equivalently, to calculate

2!, ..., 2P of the main branch. The same argument can be applied to the next B point of the main
branch. O
Proof of Theorem F.8. The proof essentially the same as the proof of Theorem F.1. O

F.5 Nested Local-Async SGD

Theorem F.10 (Nested Local-Async SGD). Consider Theorem E.8 and its conditions. Under the
hi-fixed computation model (20), the computational time complexity of Nested Local-Async SGD

(Alg. 14) is
-1
| LA o%’LA
@ i — — —
nrzrél[an] <m;hi> ( € + m52>

with B = max { [";_‘ , 1} and B; = c0'° for all i € [n].

Proof. The proof essentially the same as the proof of Theorem F.1. O

F.6  Async-Local SGD

Theorem F.11 (Async-Local SGD). Consider Theorem E.6 and its conditions. Under the h;-fixed
computation model (20), the computational time complexity of Async-Local SGD (Alg. 9) is

—1
) 11 LA  2LA
O\ i (mZh) (%)

1

withB:max{[";—‘ ,l}andM:max{[%j ,1}.
Lemma F.12. Let us define

—1
1
TaL(B, M) :=2 mi[n] (Z h) (B+ Mm) (30)
men i
i=1
Under the h;-fixed computation model (20), the time required to calculate x*, . . ., xB of the main
branch is at most Txy (B, M) seconds, the time required to calculate x4, ... 2%P is at most

TaL(B, M) seconds, and so on.

Proof. Letus fix B and M > 1. Note that
-1

m -1 m”
TaL(B, M) := 2 min (Z}i) (B + Mm) :2(25) (B+Mm”") (3D
=1 i—1

me(n]

for some m* € [n], which depends on B and M.
For any k > 1, consider the sequence z*, ..., 2**% on the main branch. Using a proof by contradic-
tion, assume that it requires more than T (B, M) seconds to calculate k1 . a%TE. Thus, the
algorithm can progress up to 2%+ 5~1 after Tpy (B, M) seconds.

In Algorithm 9, each worker computes M stochastic gradients and sends their sum to the server.

The server then performs the update w**! = w* — 5 Zﬁigl Vi . Ufk, ), which is equivalent to

1Tt is possible to take B; < oo, but the computational time complexity may decrease due to less utilization
of workers. For simplicity, in this theorem, we take B; = oco. See also Remark E.9.
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extending the main branch by M points. Therefore, after ¢ seconds, the main branch will have

progressed by at least
- t
M - M,0 32
;max{ {MhiJ ’ }’ (32)

points (which is less than B by assumption). This is because worker ¢ requires at most M h; seconds
to compute M stochastic gradients before sending them to the server. Note that during any B — 1
consecutive updates on the main branch, the server may ignore M gradients from each worker at
most once, because §* can be > B at most once during B — 1 consecutive updates. This explains the
subtraction of M in the formula.

Substituting Tar,(B, M) to (32),
g T (B, M) s Tar(B, M)
M|————=| - M > M|———=| - M
E max{ \‘ M, ,0p0 > 2221 max M, ,0

S LRI PR SRR

because |z| > x — 1 for all € R. Using (31),

- Tan(B, M
ZmaX{M {AL]EM)J - M,O} > 2(B+ Mm*) — 2Mm* > B.

Thus, after Tar (B, M) seconds, the server collects B stochastic gradients. It is equivalent to
calculating 2**+1, ... 2¥+B which contradicts the assumption. O

Proof of Theorem F.11. Due to Theorem E.6, we know that & 31 ' E [||V £(2*)||?] < ¢ for
4B+ M —-1)LA 2LA
K = { BrM-DLA | 80 } .

5 e?
From Lemma F.2, we know that the time required to calculate z', ..., 2Z of the main branch is
at most Tar (B, M) seconds, the time required to calculate zPF1 ... 228 is at most Tx (B, M)

seconds, and so on. Thus, the total time to find an e—stationary point is

0 <TAL(B,M) « g) _0 <TAL(B,M) x (LA(%E* M) | ";ﬁf)) .

Using the choice of B and M, we obtain M < B and

0 (TR(B) y K) TAL (B, M) x <LEA + U;if))

1 LA o?LA
O<m (i) wam| (24 52)

-1
— 1 LA
1 (E 7w (B+Mm)| x —

because B > 2 Since M <z + land B < Z

0 (TR(B -0
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-1
1 -1 LA  o%’LA
:O 1 —_— —_— —_—
meln] (m;m) < e T ms2) ’

where we use that m < n for all m € [n]. O

F.7 Cycle SGD

Theorem F.13 (Cycle SGD). Consider Theorem E.5 and its conditions. Under the h;-fixed computa-
tion model (20), the computational time complexity of Cycle SGD (Alg. 8) is

2
o0 (Inaxhi <L€A + 7 Lf))

i€[n] me
with s = min {max { ﬁ‘—?—‘ ,1} ,n} .

Proof. According to Theorem E.5, & S5/ VE [||V £(2)||?] < ¢ for
2 2
= {Sn LA+80 2LA-‘
se £

In the beginning, the algorithm has “warm-up”, where, in the first iteration of the inner loop, the
server collects s stochastic gradients from s workers, which is equivalent to calculating ', . .., z* of
the main branch. Then, the server collects 2s stochastic gradients from the next group of s workers
because they calculated s stochastic in the previous iteration. Starting from the (%w  jteration, each
group of s workers will return s x (ﬂ stochastic gradients in every subsequent iteration. Every

iterations takes at most mz{u}( h; seconds, because they work in parallel and calculate one stochastic
i€n
gradient.

Thus, the total time to calculate x!, ...,z and find an e—stationary point is

n K
@ Illelé[li](hy X [g—‘ +£I€12[2](h¢ X 7(5 ” {%D

[ —
2
=0 (maxhi x + max h; X (nLA + z LA))

“warm-up” phase

i€[n) s i€ln] se ne2
2
=0 (maxhi X (nLA + g L2A>) .
i€[n] S€ ne

because % > % without loss of generality (if % < %, then z° is an e—stationary point). Finally,

2 2
O(maxhi X (nLA + g L2A)> =0 <maxhi X <LA+ g L2A>)

1€[n] se ne i€[n] € ne

due to the choice of s.

F.8 Dual-Process SGD

Theorem F.14 (Dual-Process SGD). Consider Theorem E.11 and its conditions. Under the h;-fixed
computation model (20), the computational time complexity of Dual-Process SGD (Alg. 18) is

-1
) 1 w1 LA o%LA
O | min — — — 4+
me(n] | \ m = h; € me2

=1
with B = max{{“;-‘ ,1}.
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Proof. The proof is essentially the same as the proof of Theorem F.6 since Dual-Process SGD is
equivalent to Local SGD if the communication times are ignored. O

54



Under review as a conference paper at ICLR 2026

G ToOTAL TIME COMPLEXITIES OF ALGORITHMS UNDER (h, 7)-FIXED
COMPUTATION MODEL

To compare the communication complexities and the total time complexities of the methods, we now
assume that it takes 7 seconds to send a vector from a worker to a parameter server and 7 seconds
to send a vector from the server to the workers in the centralized setting. Alternatively, it takes 7
seconds to send a vector to all other workers in the decentralized setting. Moreover, we assume that
all workers have the same computational performance: worker 7 takes i seconds to compute a single
stochastic gradient for all ¢ € [n]. We refer to this as the (h, 7)-fixed computation model.

Note that it is possible to assume that each worker has its own communication time bound 7; and
computation time bound h; and consider (h;, 7;)-fixed computation model (Tyurin et al., 2024).
However, for simplicity, we assume 7; = 7 and h; = h for all ¢ € [n]. See Section I for a more
general case (h;, 7;)-fixed computation model.

G.1 Rennala SGD

Theorem G.1. Consider Theorem E.2 and its conditions. Under (h, T)-fixed computation model, the
total time complexity of Rennala SGD (Alg. 4) is

2
O(TXLA—th(LA—FJLQA))
€ € ne

with B zmax{[";-‘ ,1}.

Proof. Note that the communication between of vectors happens every B calculated stochastic
gradients, which is equivalent to every B updates of the main branch. Thus the total number of

communications is
K
o(%)

where K = © (% + i—%A) due to Theorem E.2. The total communication complexity is

K T BLA ¢%’LA LA
O(TXB>—O(BX( - + 62 ))—O(TXE),

where we use the choice of B. It left to take into account the computation factor, which is the same

as in Theorem F.1.
LA 2LA
(22):(’)<h><<€+0 >>

ne2

under the (h, 7)-fixed computation model. O

G.2 Local SGD

Theorem G.2. Consider Theorem E.3 and its conditions. Under (h, T)-fixed computation model, the
total time complexity of Local SGD (Alg. 5) is

2
O(TngA+h><(LEA+JLA)>

ne?
with B = max{ [";—‘ , 1} .

Proof. The proof essentially the same as the proof of Theorem G.1. [

55



Under review as a conference paper at ICLR 2026

G.3 Cycle SGD

Theorem G.3. Consider Theorem E.5 and its conditions. Under (h, T)-fixed computation model, the
total time complexity of Cycle SGD (Alg. 8) is

o(rx () o (2 452))
withSZmin{maX{["—zf—‘ ,1},71}.

Proof. Similarly to the proof of Theorem F.13, one can show that the total time complexity is

K

(s> [51)

O|(r+h)x [%—‘ +(7 4+ h) x
————
“warm-up”’ phase

because every worker from group s sends one vector Z;W:LI Vf (zi ; nf ) to the server in the inner loop.
Substituting the choice of s, one can get the final result. O

G.4 Async-Local SGD

Theorem G.4. Consider Theorem E.6 and its conditions. Under (h, T)-fixed computation model, the
total time complexity of Async-Local SGD (Alg. 9) is

LA LA 2LA
O<T><€—|—h><<€+g ))

ne2

withB:max{[%Z—‘ ,1} andM:max{h—z—‘ ,1}.

Proof. Under (h, 7)-fixed computation model, all workers send the sums of M stochastic gradients
at the same time. According to Theorem E.6, the server should collect

B+ M —-1)LA 2LA LA 2LA
o(BA 2o (12,22

g2 g2

stochastic gradients, where the last equality due to the choice of B and due to B >

M.
Since the workers work in parallel and have the equal performance, only © (min{£,n}) =

) (mm {max {1, J(»TTE} , n}) workers will participate in optimization. Thus, every worker, which
participates in optimization, has to send

LA 2LA LA  o®LA  MLA
(9( +—2 >O<+g+ )

min{%,n}s min{%,n}g2 € ne? €

stochastic gradients. Such a worker calculates M stochastic gradients and only then sends the sum;
thus, the maximum number of communications by one worker is

o LA+02LA+LA
Me = Mne? e )’

For every communication, the worker needs to send M stochastic gradients, which takes h seconds,
and sends a sum, which takes 7 seconds. Thus, the total time complexity is

LA  o2LA LA
MhA)| —+—=+— .
O<(T+ )<M5+Mne€2Jr € )) (33)
Substituting the choice of M, we get the final result. [
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G.5 Ringmaster ASGD

Theorem G.5. Consider Theorem E.4 and its conditions. Under (h, T)-fixed computation model, the
total time complexity of Ringmaster ASGD is

LA o2LA LA o2LA
O(TX(—I—U 2>+h><<+0 2)) (34)
19 ne 13 ne
withB:max{[";—‘,l}.

Proof. The proof repeats the proof of Theorem G.4. The only difference is that the workers send
M = 1 stochastic gradients. Substituting M = 1 to (33), we get the final result. O

Remark G.6. While (34) is only an upper bound, using the same steps as in the proof of Theorem G.4,
one can easily show that the total time complexity of Ringmaster ASGD is lower bounded by

2 2
Q(rx(L?+UL2A)+hx(LA+0LA)>, (35)

ne € ne?

. . . 2 . .
assuming that the iteration rate © (%—A + "E—%A) from Theorem E.4 is tight. As far as we know,

this is the current state-of-the-art iteration rate of an Asynchronous SGD-like method (Maranjyan
et al., 2025; Mishchenko et al., 2022; Koloskova et al., 2022; Cohen et al., 2021).

H COMPARISON BETWEEN OUR Local SGD AND THE CANONICAL Local SGD

In this section, we show that our version of Local SGD (Algorithm 5) achieves a better time complexity
than the classical Local SGD. Although we focus in this section only on Local SGD, we expect similar
improvements to extend to other new methods from Table 1. The purpose of this section is to highlight
the tightness of the Birch SGD framework, using Local SGD as a case study.

In Section G.2, we prove that our version of Local SGD yields the total time complexity

2
@(Tlf+h<lf+o—LA>). (36)

ne2

We now illustrate that this result is provably better than the best theoretical result for the canonical
version of Local SGD (Algorithm 20) known to us.

Algorithm 20 Local SGD (FedAvg) (McMahan et al., 2017)

Require: initial model x°, step size v, # of local steps K
1: fork=0,1,2,...do
2:  Broadcast z* to all workers

3:  for each worker i € {1,...,n} in parallel do
k0 _ K
4 z; =
5 forj=0,...., K —1do ‘
6: I =2 V()
7: end for
8 end for LK
k41 _ 150 ,
9: @bt = 15T 4
0:

1 : end for

To the best of our knowledge, the state-of-the-art analysis of Algorithm 20 in the nonconvex setting
is provided by Koloskova et al. (2020); Luo et al. (2025). Under Assumptions 1.1, 1.2, and 1.3, with
a proper v, they establish the state-of-the-art iteration complexity

o LA  Lo2A LoA
e + nke? + K1/2¢3/2
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for finding an e—stationary point for all X > 1. Next, under (h, 7)-fixed computation model, this
iteration complexity yields the time complexity

2 2
T:T<LA Lo’A LUA)+hK<LA Lo?*A LJA)

+ v e e e
€ nKe2  K3:3 nKe?2  K3e5

(up to constant factors) because in each iteration the workers communicate, which takes 7 seconds,
and each worker (in parallel) computes K stochastic gradients, which takes h x K seconds. Ignoring
non-negative terms,

_ LA  LoA KLA Lo?A K3LoA
T'>rt|—+—=|+h — +

£ K%g% ne2 5%
and T is lower bounded by
L2022 LA LA 2LA
Y i (e (37)
3 € € ne?

for all K > 1 due to the AM-GM inequality. Notice that (36) < (37). However, (37) can be arbitrarily
larger due to the first term. Indeed, for sufficiently large n, we have

3 3

L202A2 LA LA
(37)=@< Th70-3 +T+h(>> .
£ £ £

Note that the latter expression has a 1/3/? dependency, whereas our result has a /e dependency. Thus,
our result is provably tighter.

while

Note that we obtain the time complexity (36) for several other new methods, including Async-Local
SGD, Async-Batch SGD, and Dual-Process SGD.

I ToOTAL TIME COMPLEXITIES OF ALGORITHMS UNDER (h;, 7;)-FIXED
COMPUTATION MODEL

We now assume that each worker has its own communication time bound 7; and computation time
bound h; and consider the (h;, 7;)-fixed computation model (Tyurin et al., 2024). It takes 7; seconds
to send a vector from worker ¢ to a parameter server and 7; seconds to send a vector from the server
to worker i in the centralized setting. Alternatively, it takes 7; seconds to send a vector to all other
workers in the decentralized setting.

This setting reduces to h;-fixed computation model when 7; = 0 for all ¢ € [n], and reduces to
(h, 7)-fixed computation model when h; = h and 7; = 7 for all i € [n]. Without loss of generality,
we assume that max{hy,71} < -+ < max{hy, 7, }. Otherwise, the workers can be sorted according
to these inequalities.

Notice that Rennala SGD, Local SGD, and Cycle SGD wait for the slowest worker by the designs.
If max;e[,) 7: — 00, then their total complexity tends to co. Thus, they are suboptimal under
the (h;, 7;)-fixed computation model. Ringmaster ASGD is suboptimal even under the (h, 7)-fixed
computation model. Async-Local SGD and Async-Batch SGD are optimal under the (h, 7)-fixed
computation model, but we conjecture that they are suboptimal under the (h;, 7;)-fixed computation
model.

We now prove that Dual-Process SGD is optimal under the (h;, 7;)-fixed computation model within
the family of methods that communicate either with a server (centralized setting) or with each other
(decentralized setting).
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1.1 Dual-Process SGD

Theorem 1.1 (Dual-Process SGD). Consider Theorem E.11 and its conditions. Under the (h;, T;)-fixed
computation model, the total time complexity of Dual-Process SGD (Alg. 18) is

LU | o? LA
o i Py Tm b - — | —
7{3&1{2} max { max{fm, Tm} <; h1> 6 .

with B :max{[%z—‘ ,1}.

This complexity is optimal for distributed methods without compression communicating with a server
(centralized setting) or with each other (decentralized setting) (Tyurin et al., 2024; Tyurin & Richtdrik,
2024). Notice that it is robust to slow communications. Indeed, if 7,, — oo, then this complexity will

ignore worker n due to the mi[n] operation.
men

Lemma L.2. Let us define

-1
1
T(B) =4 mi[n] max { max{hm, Tm}, (Z h) By|. (38)
men ; A
=1
Under the (h;, ;)-fixed computation model, the time required to calculate ', . .., xP of the main
branch is at most 3T (B) seconds, the time required to calculate xPT1, ... 2?B is at most 3T(B)

seconds, and so on.

Proof. Notice that
-1

m* 1
T(B) = 4max { max{hm», T~ (Z h-) B
i=1 "

for some m* € [n]. The idea is similar as in Lemmas F.2 and F.7. All workers calculate stochastic
gradients in parallel. For all ¢ > 0, after ¢ seconds the first m* workers can calculate at at least

;max“u —1,0}, (39)

stochastic gradients, where we subtract 1 because at most one stochastic gradient can be ignored.
Substituting T'(B) into (39), we have

< T(B) | TB) | L TB) .
e R N =24 IS —om”.
;max{L I J ,O}_;L ho m _; I m
Recall that max{hy, 71} < --- < max{hmx, Tm»}. Thus,
—1 -1

*
m

1 mq
i=1 '

i=1 "

for all i« < m*, and

m* m* m* -1
T(B) ) . *
;maxﬂhiJ_l’o}Z; 2+hi<;i> B| —2m* > B.

Thus, by the time T'(B), the first m* workers can calculate B stochastic gradients.

Next, we need to estimate the communication time. It takes at most maXcm=] T <
max{ =, Tmx } < T(B) seconds to receive a vector from the server (in the decentralized set-
ting, we do not account this time). Similarly, it takes at most max;e(y,+] 7; < T'(B) seconds to send a
vector to the server (in the decentralized setting, to send a vector to other workers). Thus, one round
in Alg 18 takes at most 3 x T'(B) seconds, which is equivalent to calculating z*, . . ., 2 of the main
branch. The same argument can be applied to the next B point of the main branch, and so on. [
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Proof of Theorem I.1. The proof is similar to the proof of Lemma F.2. Due to Theorem E.2, we know
that = S0 E [V F(2F)]?] < e for

2
K — "4BLA n 8o QLA—‘ .
€ €

Using Lemma 1.2, the total time to find an e—stationary point is

o (T(B) x g) -0 (T(B) x <L€A + ";ﬁf)) .

Using the choice of B,
2

-1
K : — 1 o LA
O <T(B) X B) =0 | min |[max < max{fm, Tm}, <; hi) — 3| x =

me[n] 5 IS
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J PERFORMANCE OF Rennala SGD AND Ringmaster ASGD ON A QUADRATIC
FUNCTION

In this section, we formally prove that the convergence of Ringmaster ASGD can be provably faster
than Rennala SGD due to the frequent model updates.

Theorem J.1. Consider Rennala SGD (Alg. 4) and Ringmaster ASGD (Alg. 7) with the optimal
parameters B from Sec. F. Then, there exists a p-strongly convex function and corresponding
stochastic gradients that satisfy Assumptions 1.1, 1.2, and 1.3 with o* /e > n, such that Rennala SGD,

with any step size -y, requires
~ 2 L
S} (g x h % )
ne W

seconds to find e-stationary point under the h;-fixed computation model (20) with h; = h for all
i € [n]. At the same time, there exists a step size for Ringmaster ASGD such that it requires at most

o()

Proof. In this construction, we take f : R? — R such that

seconds to find e-stationary point.

_ _pa? | Ly?
flw = (z,y)) = 5 T (40)

for all z,y € R. Moreover, we assume that the stochastic gradients V f (w; £) are equal to the true
gradient V f(w); thus, there is no randomness. Note that a priori, both methods do not have this

. . 2 . . .
information and therefore must choose B = © (%) , even though the effective variance is zero.

By the design of Rennala SGD, its algorithm is equivalent to the following steps:
w'™ = w' — yBV f(w') 41)

because the workers calculate B gradients in every global round. Each round takes

(1) -0(12)

seconds, because the workers have the computation speed h and B = © (";) in Theorem F.1.
It is well known that the sequence (41) requires

o)

iterations (up to logarithmic factors) to find an e-solution or e-stationary point with the function (40),
even when the step size -y can be tuned. Thus, the computational time complexity of Rennala SGD is

" 2
e(f’xth)
ne W

Consider now the steps of Ringmaster ASGD w.r.t. the first argument x. In this algorithm, we take
v = ﬁ In the case when the computation time is equal for all workers, the first n steps are

seconds.

at =2 —ypa’® = (1 —yp)a®,

2? = ot —ypa® = (1 = 2yp)a”,

n n

o = 2"t —yua® = (1 — nyp)a®,
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because the workers start calculating at the same point and return the gradients at the same time.
Notice that 0 < 2" < --- < 22 < x!. Then, the first worker starts calculating at ', the seconds
worker starts calculating at 2, and so on. Therefore, the next steps are

xn-&-l — xn o ’Y/L’L'l
= (1= nyp)a’® —ypu(l = yp)a® = (1 = (n+ Dyp++°p?)a®,
g2 = gl g2

= (1= (n+ Dy + 76?2 —yp(l = 2yp)2® = (1 = (n+ 2)yp + 37°p?)a®,

1
22" =g et = (1 —2nyp + ”(n;'),yzﬂz) 2% < (1 = nyp)®a°.

For v = 1/2Ln, we have 0 < 22 << g < g < < g2 < gl Using mathematical

induction, assume that 0 < zF" < ... < 2! for some k > 1 and 2P" < (1 — nyu)? 2° forall p < k,
which is true for £ = 2 (base case). We now prove it for k + 1. Ringmaster ASGD calculates ghrtl
as follows:

wkn—l—l _ (k—l)n-&-l,

xkn — yux
which ensures that z*" 1 < (1 — yp)z*" < 2#" and zFnt! > g—Dntl _ oy p(k=1ntl > ) for
~v = 1/21n. We can continue:

xkn+2 _ xk’n—l—l (k—l)n+2,

—pw
which ensures that

2R < ah T — et < (1 — )t — ypatt = (1 - 2yp)a™
and 2FnH+2 > g(b=nt2 _ 0 (k=1)n+2  Continuing, we have

x(k+1)n _ x(k+1)n—1 _ ,y,uxkn

One can show that
2T < (1= (n = Dyp)ab™ — yua®™ < (1= nyp)a®n,

and g(k+Hn > ghn — ’yux"’" > 0. We have proved the next case, k + 1, of the mathematical
induction.
Thus, the sequence {2”"}, >, monotonically decreases with the rate

2P < (1= nyp)’ a°.

Using the same reasoning, we one can show the similar result holds for the second argument y of the
function but with L instead of p.

Recall that it takes h seconds to calculate =™ because n workers work in parallel, it takes h seconds
to calculate 2", and so on. Thus, the computational time complexity of Ringmaster ASGD is

(5<th>
I
1

with step size v = 57-. O
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