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Abstract— This work introduces Neural Elevations Models
(NEMos), which adapt Neural Radiance Fields to a 2.5D
continuous and differentiable terrain model. In contrast to
traditional terrain representations such as digital elevation
models, NEMos can be readily generated from imagery, a low-
cost data source, and provide a lightweight representation of
terrain through an implicit continuous and differentiable height
field. We propose a novel method for jointly training a height
field and radiance field within a NeRF framework, leveraging
quantile regression. Additionally, we introduce a path planning
algorithm that performs gradient-based optimization of a con-
tinuous cost function for minimizing distance, slope changes,
and control effort, enabled by differentiability of the height
field. We perform experiments on simulated and real-world
terrain imagery, demonstrating NEMos ability to generate high-
quality reconstructions and produce smoother paths compared
to discrete path planning methods. Future work will explore the
incorporation of features and semantics into the height field,
creating a generalized terrain model.

I. INTRODUCTION

Autonomous ground robots operating in challenging ter-
rain play a vital role in various applications, such as search
and rescue operations in disaster zones, infrastructure in-
spection in remote areas, and planetary exploration. These
environments are highly diverse and complex, with uneven
surfaces, loose materials, and difficult-to-model terramechan-
ics posing significant risks to the robot’s functionality and
mission success if their intricacies are not factored into
navigation. Therefore, there is a need for navigation methods
that can both effectively model these environments and
leverage those models for safe and efficient navigation.

Traditionally, terrain details have been captured through
expensive and time-consuming high-fidelity surveys using
3D sensors like LiDAR and Radar. Ranging data is then used
to generate a Digital Elevation Model (DEM) of the terrain.
DEMs represent elevation data using either a discrete grid
of squares (raster) or a network of interconnected triangles
(mesh). Path planning typically consists of generating a
costmap from the DEM based on slope and roughness and
using global search algorithms such as A* or Field D* [1],
[2]. While high-fidelity DEMs provide detailed representa-
tion of terrain, their reliance on expensive sensors makes
them prohibitive to use at scale and on changing terrain.

To address the limitations of expensive 3D sensors, meth-
ods like multi-view stereo (MVS) [3] and photogrammetry
rely on inexpensive cameras to reconstruct 3D environments.
These techniques leverage multiple images of the terrain
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Fig. 1: Neural Elevation Model (NEMo) framework. Aerial
imagery of terrain is captured and used to simultaneously
train a radiance field and height field of the scene. The height
field is then used as a continuous and differentiable map
representation for gradient-based path planning.

captured from different viewpoints. However, these methods
rely on fixed, discrete representations (e.g., point clouds or
meshes), limiting their resolution and potentially leading to
artifacts when capturing intricate details. Additionally, they
are highly sensitive to image quality (e.g., lighting, occlusion,
texture) and can be computationally demanding, especially
for large-scale scenes.

Recently, Neural Radiance Fields (NeRFs) [4] have
emerged as powerful tools for environment representation
using camera images. NeRFs can be directly generated
from posed images and have demonstrated remarkable per-
formance in capturing visual detail in challenging condi-
tions [5]. Compared to DEMs, NeRFs offer several advan-



tages: faster generation, denser reconstruction, and a compact
yet continuous and differentiable representation. However,
their usability for terrain navigation suffers from two key
limitations:

• High Processing Overhead: Unlike DEMs, which pro-
vide interpretable height information associated with a
ground coordinate, NeRFs capture a full scene with im-
plicit density and color. This richer representation, while
powerful, requires additional processing steps to extract
the relevant terrain data for informing navigation.

• Focus on Complex Scenes: NeRFs were initially de-
signed to represent a variety of complex 3D scenes,
including visual properties of buildings and several non-
terrain elements [6], [7]. This can introduce unnecessary
complexity for ground robots solely focused on navigat-
ing the terrain.

These limitations highlight the potential for combining both
approaches. By leveraging the strengths of NeRFs in cap-
turing complex terrain detail and the suitability of DEMs
for path planning, we can create more robust and versatile
navigation solutions.

In this work, we introduce Neural Elevation Models
(NEMos), which integrate a Neural Radiance Field alongside
a height field. We propose a novel approach for jointly
training the NeRF and the height field, in which height is
learned from the NeRF through quantile regression, and, in
turn, the height network supervises the NeRF to eliminate
spurious density above the surface. We then demonstrate
a method for path planning that leverages the continuous
and differentiable nature of the height network to achieve
smoother paths than those obtained via discrete planning over
equivalent DEMs. The field of Neural Elevation Models is
still nascent, so we demonstrate initial results in this paper
and discuss directions for future research and exploration.

II. TERRAIN MAPPING

Our objective is to construct a map of terrain from
aerial images {𝐼1, . . . , 𝐼𝑁 } with associated camera poses
{𝑇1, . . . ,𝑇𝑁 }. We assume that the camera poses are provided
in an East-North-Up (ENU) frame. This ensures that the
scene’s ground plane aligns with the 𝑋𝑌 plane in the NeRF
coordinate system, which is crucial for accurate elevation
estimation during terrain reconstruction.

A. Neural Elevation Model (NEMo)

NEMo offers a novel approach to continuous terrain
elevation representation, allowing direct generation from 2D
camera images without additional depth data.

NEMo simultaneously trains two models:
• A NeRF model captures the overall 3D scene with

density and color information. We use 𝜌 : R3 → R+ to
refer to the NeRF density.

• A height field, parametrized using a neural network,
specifically focuses on predicting terrain elevation. The
height field is denoted as H : R2 → R, which maps any
ground coordinate (𝑥, 𝑦) ∈ R2 to a corresponding height
value 𝑧 ∈ R in the scene.

After the training, the NeRF component is discarded and
only the height field is retained to maintain a compact
representation.

B. Training

1) NeRF Training: NEMo employs a standard training
procedure for the NeRF component, minimizing a volumetric
rendering loss function [8]. Additionally, the estimated height
from the height network is used to mask out regions that
exceed the predicted elevation. This effectively removes arti-
facts or “floaters” above the actual terrain, allowing the NeRF
to focus on the surface for accurate scene reconstruction. We
observed that this masking process during the NeRF training
leads to a cleaner NeRF representation with fewer artifacts.

2) Height Network Training: The height network lever-
ages quantile regression [9] to learn the height information
from images alongside the NeRF density distribution. During
training, for each ray cast onto the scene, we sample 𝑛

3D points {(𝑥1, 𝑦1, 𝑧1), . . . , (𝑥𝑛, 𝑦𝑛, 𝑧𝑛)} along its path. We
then compute a quantile loss L𝑞 based on the error 𝑒𝑖 =

𝑧𝑖 − 𝑧𝑖 between height 𝑧𝑖 of the 𝑖-th point and predicted
height 𝑧𝑖 from the network. To prioritize the information
from occupied space, we weight the loss using a factor
𝑤𝑖 =𝑇𝑖𝛼𝑖 , where 𝑇𝑖 is transmittance and 𝛼𝑖 is opacity, which
are computed along the ray based on the learned density 𝜌.
The total loss L as a function of the predicted heights ẑ for
training the height network is obtained as follows:

L(ẑ) =
𝑛∑︁
𝑖=1

𝑤𝑖L𝑞 (𝑧𝑖 , 𝑧𝑖) (1)

L𝑞 (𝑧𝑖 , 𝑧𝑖) =
{
−(1− 𝑞) · 𝑒𝑖 if 𝑒𝑖 < 0
𝑞 · 𝑒𝑖 if 𝑒𝑖 ≥ 0 (2)

Intuitively, when the error is negative and 𝑧𝑖 is greater than 𝑧𝑖 ,
the loss pulls the estimate 𝑧𝑖 down with strength proportional
to (1− 𝑞). Conversely, when the error is positive and 𝑧𝑖 is
less than 𝑧𝑖 , the loss pulls the estimate up with strength
proportional to 𝑞. This loss, also known as the “pinball
loss,” has been shown to converge to the quantile 𝑞 [10].
The quantile regression process is illustrated in Fig. 2.

III. PATH PLANNING

Now, given trained height field H : (𝑥, 𝑦) → 𝑧, a start
location (𝑥0, 𝑦0), and goal location (𝑥 𝑓 , 𝑦 𝑓 ), our objective
is to plan a path P from start to goal which minimizes
(1) distance traveled, (2) slope along the path, and (3)
necessary control effort. The implicit nature of H allows
us to formulate a cost function and optimize for this path
in continous space. Our planning approach is most similar
to that of [11], in which a path is initialized with A*, then
optimized with gradient descent for control cost and collision
avoidance—however, in our case, we penalize path slope
from our height field as opposed to collision avoidance from
the NeRF density field.



Fig. 2: Height field training via quantile regression. Training
images cast rays (depicted in light blue) into the scene, along
which points are sampled (dark red). By minimizing the
weighted quantile loss over the multitude of sampled points,
we effectively regress the desired quantile of vertical NeRF
density as height.

A. Initialization

In practice the cost manifold possesses many local minima,
and thus we first initialize with A* over a discretized version
of H to obtain an initial solution in the neighborhood of
the global optimum. We use change in height between cells
for cost, and thus A* attempts to optimize for objectives
(1) and (2). Note that the worst-case runtime of A* scales
roughly exponentially with respect to grid size, and thus it
is prohibitively expensive to run on larger grids.

B. Continuous Path Optimization

Next, we leverage the fact that H allows us to evaluate
the height and gradients (through automatic differentiation)
of an arbitrary point in continuous space to formulate the
path optimization over a continuous path. For curve P :
[0,𝑇] → R2 which represents a 2D path, we parameterize
P with a series of differentially flat output waypoints 𝑊 =

{𝜎1, . . . ,𝜎𝑁 } under dynamics ¤𝑥 = 𝑓 (𝑥,𝑢). The dynamics can
be used to integrate between waypoints and evaluate P at
any 𝜏 ∈ [0,𝑇], thus providing a continuous representation of
the path, P(𝜏).

Now, in terms of P(𝜏), we formulate three cost terms
𝐽1, 𝐽2, 𝐽3 for minimizing the three desired path objectives
mentioned above:
(1) Path distance: This is computed as arc length by inte-

grating path speed
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 over the path. Thus,
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(2) Slope along path: The slope of the terrain along the
path at P(𝜏) is the directional derivative of H in the
path direction 𝜕P

𝜕𝑡
. Thus,

𝐽2 (𝜏) =
𝜕P
𝜕𝑡

����
𝜏

· ∇H (P(𝜏)). (4)

(3) Control effort: The control 𝑢(𝜏) at 𝜏 is determined from
the differential flatness mapping [12]. We then write

𝐽3 (𝜏) = 𝑢(𝜏)𝑇𝑅𝑢(𝜏), (5)

where 𝑅 is a weighting matrix.
The total path cost is expressed as the integral over the path
of the weighted sum of these cost terms:

𝐽𝑡𝑜𝑡𝑎𝑙 =

∫ 𝑇

0
𝛽1𝐽1 (𝜏) + 𝛽2𝐽2 (𝜏) + 𝐽3 (𝜏) 𝑑𝑡 (6)

where 𝛽1 and 𝛽2 are weighting scalars.
This cost function is optimized over the waypoints 𝑊

which parameterize P to obtain optimal waypoints 𝑊∗ that
parameterize the refined path P∗

𝑊∗ = min
𝑊

𝐽𝑡𝑜𝑡𝑎𝑙 (𝑊). (7)

In practice, to perform optimization we still need to sample
points on the path, but the continuous formulation allows us
to do so at a much higher resolution for cost evaluation, while
still optimizing only over the sparse waypoints 𝑊 . For future
work, we plan to include additional objectives to optimize
for traversability based on semantics and features extracted
from the NeRF.

IV. RESULTS

For our experiments1, we consider two different terrain
scenes, one from simulated imagery and one from real-world
imagery:

1) “KT-22”: Imagery and camera poses collected from
Google Earth Studio [13] of the KT-22 peak in Olympic
Valley, CA.

2) “Red Rocks”: Drone imagery collected by Falcon fixed-
wing UAV over Red Rocks, CO [14]. COLMAP [3] is
used to estimate camera poses.

For each scene, we train a NEMo and analyze the quality of
the NeRF and height field. We then use the height field to
plan paths over the terrain and evaluate them with metrics
for distance, average slope, and smoothness.

A. NEMo Training

The NeRF component of NEMo is based on the Ner-
facto model from Nerfstudio [8]. The height network is
implemented as a hashgrid encoding [15] followed by a
single-layer MLP with ReLU activation. Fig. 3 shows RGB
and depth renders from the trained NeRF component of
NEMos for each scene, demonstrating detailed reconstruction
with underlying geometry. Anecdotally, we also observe
that NEMo NeRFs possess less haze above the scene than
those trained with standard Nerfacto, due to the height field
masking out spurious density above the ground in free space.

We note that our approach for elevation estimation and
representation differs from training a standard NeRF then
rendering its top down density as a height map, in that:

1Our code is available at: https://github.com/
Stanford-NavLab/nerfstudio/tree/adam/terrain (NEMo
model and training) and https://github.com/adamdai/neural_
elevation_models (analysis and path planning).

https://github.com/Stanford-NavLab/nerfstudio/tree/adam/terrain
https://github.com/Stanford-NavLab/nerfstudio/tree/adam/terrain
https://github.com/adamdai/neural_elevation_models
https://github.com/adamdai/neural_elevation_models


Fig. 3: RGB (left) and depth (right) renders from trained
NEMos of the scenes used in our experiments. KT-22 is
shown on the top row, and Red Rocks on the bottow row.

(1) a render must sample points and thus is an explicit
and discrete representation whereas the height network is an
implicit function, and (2) the NEMo jointly trains the NeRF
and height network, allowing the NeRF to benefit from height
supervision.

B. Path Planning
For path optimization, we use a Dubin’s car dynamics

model for differential flatness, and employ the Adam [16]
optimizer with learning rate 1×10−3. Fig. 4 shows path plan-
ning results for both scenes. We evaluate the planned paths
based on three metrics: 2D path distance, average slope,
and smoothness. Smoothness is computed as estimated jerk
from triple differencing the positions (lower is smoother).
We report a comparison of these metrics in Table I for the
select paths shown in Fig. 4.

The path optimization produces much smoother and dy-
namically feasible paths. The average slope is similar to or
slightly higher than that of A*—this is due to A* utilizing
switchbacks to minimize vertical transition while sacrificing
smoothness, while the path optimization is currently unable
to route smooth switchbacks. This behavior should be pos-
sible with further improvement and tuning of the planning
algorithm.

TABLE I: Path planning metrics.

Path distance (2D) Average slope Smoothness
A* path 4.892 0.347 0.0258

Refined path 3.278 0.365 0.0174

(a) KT-22

Path distance (2D) Average slope Smoothness
A* path 2.932 0.398 0.0195

Refined path 2.172 0.412 0.0138

(b) Red Rocks

V. CONCLUSION

In this work, we propose Neural Elevation Models, a
novel representation for terrain adapted from Neural Ra-

(a) Planned paths for KT-22 height field.

(b) Planned paths for Red Rocks height field.

Fig. 4: Path planning on the NEMo height field. The initial
A* path is shown in orange, while the refined path is shown
in red. The refined paths from method designed for the
implicit NEMo height field are smoother and more efficient.

diance Fields. This representation leverages the advantages
of NeRFs in fast generation solely from imagery and rich
visual reconstruction, while also capturing compact terrain
geometry in the form of a continuous and differentiable
height field. As next steps we plan to distill feature and
semantic information from the NeRF into the height network,
which can then be readily leveraged for path planning. In
addition, we aim to eventually perform validation of planned
paths with rovers in simulated and real-world environments.
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