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Abstract001

The exposure of large language models (LLMs)002
to copyrighted material during pre-training003
raises practical concerns about unintentional004
copyright infringement during deployment.005
This has driven the development of “copy-006
right takedown” methods—post-training ap-007
proaches aimed at preventing models from gen-008
erating copyrighted content. We extend this009
task and specifically target the removal of long010
quotes from copyrighted sources. We pro-011
pose BLOOMSCRUB, a frustratingly simple yet012
highly effective approach that provides certi-013
fied copyright takedown. Our method repeat-014
edly interleaves quote detection with rewriting015
techniques to transform potentially infringing016
segments. By leveraging efficient data represen-017
tations (Bloom filters), our approach enables018
adaptable and scalable copyright screening—019
even for large-scale real world corpora. More-020
over, our approach offers certified risk reduc-021
tion: when quotes beyond a length threshold022
cannot be removed, the system can abstain from023
responding. Experimental results show that024
BLOOMSCRUB reduces risk, preserves utility,025
and accommodates different levels of enforce-026
ment stringency with adaptive abstention. Our027
results suggest that lightweight, inference-time028
methods can be surprisingly effective for copy-029
right prevention.030

1 Introduction031

Large language models (LLMs) are trained on vast032

datasets, many of which include copyrighted mate-033

rial or content with usage restrictions (Bandy and034

Vincent, 2021; Fontana, 2024, i.a.). This raises035

legal and ethical concerns, particularly regarding036

unauthorized reproduction of copyrighted content037

in model outputs. In the U.S., model creators of-038

ten invoke the fair use doctrine—a legal defense039

established long before the rise of LLMs—that per-040

mits the use of copyrighted data for training under041

certain conditions, typically based on factors like042

purpose, scope, and market impact (Lemley and 043

Casey, 2020). 044

However, the boundaries of fair use in AI remain 045

uncertain, as courts and regulators struggle to keep 046

up with the rapid evolution of LLMs. The greatest 047

legal risk arises when a model outputs content that 048

is substantially similar to copyrighted material— 049

particularly long verbatim excerpts—which weak- 050

ens a fair use defense and increases the likelihood 051

of legal challenges (Henderson et al., 2023). A no- 052

table example is the New York Post lawsuit against 053

Perplexity AI, which alleges that the company en- 054

gaged in “massive illegal copying”, reproducing 055

copyrighted content without authorization (Dow 056

Jones & Company, 2024). Cases like this under- 057

score a critical point: preventing long verbatim 058

quotations from copyrighted sources is essential 059

in mitigating copyright risk. While this alone may 060

not be a comprehensive safeguard, it is a necessary 061

first step in ensuring transformative use. 062

In this work, we extend the task of copyright 063

takedown—where the goal is to prevent models 064

from generating content substantially similar to 065

copyrighted ones (Wei et al., 2024)—to specifi- 066

cally target long, sensitive quoted statements from 067

copyrighted documents. Although this might 068

seem straightforward, existing copyright preven- 069

tion methods fail to fully eliminate problematic 070

content or do so at the cost of severely degrading 071

text utility. As our empirical results (§4) show, cur- 072

rent mitigation techniques leave LLMs vulnerable 073

to legal liability by failing to reliably prevent long 074

verbatim outputs. 075

To address this gap, we propose BLOOM- 076

SCRUB (Fig. 1), a frustratingly simple yet highly 077

effective inference-time approach that provides cer- 078

tified copyright takedown for large-scale corpora 079

while preserving text quality. BLOOMSCRUB oper- 080

ates in two alternating steps: (1) Quoted span detec- 081

tion via a Bloom filter (Bloom, 1970)—efficiently 082

detects verbatim segments at scale, even against 083
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…The president's justification for 

dismissing Mueller rested on two 

claims: that Mueller was 

compromised due to his past 

association with a law firm that had 

represented Jared Kushner, and …

(1) Generate 
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extract high-risk quotes

Output the 
response

Raw LLM 
Responses

Scrubbing prompt

Scrubbed Response
...claimed that Mr. Mueller could not be 

impartial because he had most recently 

worked for the law firm that previously 

represented the president’s son-in-law, 

Jared Kushner. Finally, the president 

asserted that Mr. Mueller had a ...

Low 
risk?

(4) scrub

You must rewrite the paragraph so 
that it does not contain theses 

verbatim quotes from the copyrighted 
source: “Mr. Mueller could…”

(5) invoke Bloom filter to 
extract high-risk quotes

(3) Output 
or scrub?

Figure 1: BLOOMSCRUB works by interleaving two key steps: (1) using a Bloom filter to extract high-risk quotes
from model responses, and (2) apply guided rewriting to “scrub” these quotes from the text. This iterative process
ensures removal of high-risk quotes while preserving utility.

massive copyrighted corpora. (2) Dynamic rewrit-084

ing mechanism—diffuses detected phrases, ensur-085

ing compliance with copyright constraints while086

maintaining fluency and coherence.087

Despite its simplicity, BLOOMSCRUB offers key088

advantages. It is scalable, with Bloom filters en-089

abling efficient large-scale corpus screening for090

real-world deployment. It is plug-and-play, allow-091

ing users to easily update the targeted copyrighted092

corpus by integrating it into the Bloom filter sketch.093

It is adaptive, as the rewriting mechanism dynam-094

ically adjusts to different levels of copyright en-095

forcement for precise risk mitigation. Finally, it096

is certified, formally guaranteeing the removal of097

long verbatim quotes and abstaining from generat-098

ing responses when compliance cannot be ensured.099

Our experimental results demonstrate that, com-100

pared to existing methods such as MemFree Decod-101

ing (Ippolito et al., 2022) and Reversed Context-102

Aware Decoding (Shi et al., 2023; Wei et al., 2024),103

BLOOMSCRUB is both more effective at mitigat-104

ing copyright risks and more flexible in preserving105

text utility. Furthermore, BLOOMSCRUB allows106

dynamic adjustment of risk thresholds by varying107

the number of rewrite iterations, offering a scal-108

able and adaptive solution. Finally, we analyze the109

failure modes of prior approaches and demonstrate110

how BLOOMSCRUB overcomes these limitations,111

providing a practical and robust framework for cer-112

tified copyright takedown in deployed LLMs.113

In summary, our contributions are: (1) We in-114

troduce the task of certified copyright takedown,115

focusing on long verbatim quotes from copyrighted116

sources. (2) We propose BLOOMSCRUB, an ef-117

ficient, inference-time solution using Bloom fil-118

ters and dynamic rewriting for scalable copyright119

prevention. (3) We empirically demonstrate that120

BLOOMSCRUB outperforms existing methods in121

both risk mitigation and utility preservation.122

2 Background and Related Work 123

Memorization in LLMs Contemporary LLMs 124

are shown to have memorized portions of their 125

training data (Carlini et al., 2020, 2023; Hu et al., 126

2022; Biderman et al., 2023; Hartmann et al., 2023), 127

and can regurgitate verbatim copies of copyrighted 128

material (Karamolegkou et al., 2023; Chang et al., 129

2023; Lee et al., 2023; Meeus et al., 2024). These 130

works establish that memorization is an ongoing 131

risk with models, for both quality (Lee et al., 2022) 132

and impermissible copying. 133

Fair Use In the US, despite the existence of the 134

fair use doctrine (Lemley and Casey, 2020), current 135

LLMs are still at risk for copyright disputes since 136

substantially similar content — such as long verba- 137

tim quotes of copyrighted material — is often out 138

of scope of fair use. Henderson et al. (2023) discuss 139

fair use and LLMs, highlighting transformativeness 140

as a key part of fair-use doctrine. They encourage 141

research into “technical mitigations” around trans- 142

formations of both low-level and high-level content, 143

noting that “low-level” content can involve n-gram 144

overlap. The notion of copyright takedown is re- 145

cently proposed for ensuring models do not gen- 146

erate content substantially similar to copyrighted 147

material while preserving utility (Wei et al., 2024). 148

Complementarily, Chen et al. (2024) measure both 149

literal and non-literal copying in the domain of fic- 150

tion books. The landscape around LLMs and fair 151

use is rapidly developing, but these works high- 152

light that current LLMs are at risk of copyright 153

violations unless actively mitigated. 154

Mitigation approaches A popular thread of 155

work focus on adapting “unlearning” for the goal 156

of copyright mitigation (Eldan and Russinovich, 157

2023; Hans et al., 2024; Maini et al., 2024; Dou 158

et al., 2024). However, because the original in- 159

tended goal of unlearning is forgetting (i.e, forget a 160
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Property � - Approach � Unlearning SysPrompt
MemFree

(Ippolito et al., 2022)

R-CAD
(Wei et al., 2024)

BLOOMSCRUB

(Ours)

Retains the knowledge in C? ✗ ✓ ✓ ✓ ✓

Doesn’t require model to support system prompt? ✓ ✗ ✓ ✓ ✓

Avoids quoting from C? ✓ ✓ ✓ ✓ ✓

Operates without access to the model logits? ✗ ✓ ✗ ✗ ✓

Works without direct access to C during mitigation? ✗ ✓ ✓ ✗ ✓

Table 1: Comparisons of the properties of common copyright mitigation approaches. Our BLOOMSCRUB is the
most plug-and-play of the methods considered, applicable to a wide range of settings without requirements to model
logits nor direct access to C, since only a Bloom filter representation of C is needed.

given datasetD as if the model has not been trained161

on D), this is undesirable for copyright purposes162

due to its high risk for utility loss, i.e., the fail-163

ure to preserve uncopyrightable factual knowledge164

(Wei et al., 2024). At least in the US context, it165

is reasonable to retain the factual knowledge in166

the copyrighted content (Feist Publications, Inc. v.167

Rural Tel. Serv. Co., 1991), rendering complete for-168

getting an overkill in many practical settings. Liu169

et al. (2024b) propose an agent-based copyright170

defense mechanism by utilizing web services to171

verify copyright status of prompts. Other inference-172

time copyright mitigation approaches such as in-173

corporating system prompt (Wei et al., 2024; Chen174

et al., 2024) or blocking n-grams from copyrighted175

corpus through MemFree decoding (Ippolito et al.,176

2022) better preserves information in copyrighted177

content but are at risk of infringement in the worse178

case, as shown by our results in §4. We bridge this179

gap by proposing BLOOMSCRUB, an inference-180

time takedown method that is scalable, effective,181

and certified.182

3 A Certified Copyright Protection183

Approach184

We seek to ensure that models do not simply copy185

information and instead synthesize responses. Key186

aspects of Fair Use include transformativeness187

and the amount of content (Henderson et al., 2023).188

Our method first detects copied quotes and then189

rewrites the content to avoid overlap. Our method190

also triggers an abstention in the event that the191

amount of copying cannot be reduced. These steps192

do not ensure total compliance, but are a step to-193

wards better mitigation. We first define the task and194

our metrics for assessing the generation of quotes195

from copyrighted sources (§3.1). We then define196

our algorithm for for dynamic rewriting and show197

that it is effective and flexible compared to other198

methods (§3.2).199

3.1 Certified Copyright Takedown: The Task of 200

Removing Long Verbatim Quotes 201

It is desirable for LLMs to avoid generating long 202

verbatim quotes from copyrighted sources, even 203

while the use of that knowledge may be permitted 204

under fair use. Given a corpus C, the goal of the 205

certified copyright takedown task is preventing ver- 206

batim quotes from C in generated. We assume a 207

tolerance τ , where any verbatim match of text y 208

with length |y| > τ is considered risky. 209

Core to certified copyright takedown is a novel 210

metric to quantify this risk for a given model M 211

over a large-scale C: given a set of responses 212

{yi}Ni=1 from M , %R > Q(τ) measures the per- 213

centage of the responses that contain a quote of 214

length greater than τ : 215

%R > Q(τ) =
1

N

N∑
i=1

1{s|s⊆yi,s∈C,|s|>τ}≠∅, 216

where 1{·} is the indicator function and ⊆ denotes 217

substring. This measures the empirical rate at 218

which long quotes are generated, where a lower 219

rate is more desirable. 220

Unlike reference-based metrics such as longest 221

common subsequence or ROUGE (Lin, 2004), 222

which only compare generated text to a specific 223

reference, %R > Q(τ) operates at the corpus level 224

and consider long quotes from anywhere in C. This 225

ensures a more comprehensive assessment of regur- 226

gitation risks and allow us to quantify the worst- 227

case infringement outcome. 228

To efficiently compute this metric, we employ a 229

Bloom filter of width τ and control the false posi- 230

tive rate to be lower than 0.001. In our experiments, 231

we set τ to 50 or 100 characters as a strict bound.1 232

The total elimination of long quotes might lead 233

to overprotection, e.g., certain named entities or 234

1Copilot’s filter is reported to block verbatim matches
longer than 150 characters (Ippolito et al., 2022).
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phrases can exceed the threshold τ while being235

perfectly reasonable to quote. We discuss this in236

our analysis (§5.1) and find that the adaptive LLM-237

based rewriting of BLOOMSCRUB can serve as238

a “soft removal” mechanism, and preserve these239

named entities when rewriting is infeasible. In con-240

trast, MemFree decoding’s hard removal approach241

always prevents long-enough n-grams from being242

generated (Ippolito et al., 2022), causing greater243

utility loss.244

3.2 BLOOMSCRUB: Dynamic Guided Rewrite245

for Copyright Takedown246

We now introduce BLOOMSCRUB, a plug-and-play247

approach for dynamic guided rewriting to mitigate248

copyright risks. Shown in Table 1, BLOOMSCRUB249

requires only black-box access to the generation250

model and operates by dynamically detecting copy-251

righted quotes using signals from a Bloom filter.252

When a rewrite is necessary, BLOOMSCRUB iden-253

tifies verbatim quotes that must be modified and254

invokes a rewrite model to reduce copyright risk.255

Algorithm 1 BLOOMSCRUB

Input: prompt x, generation model Pgen, rewrite model
Prewrite, quote extractor EC , prompt template T

Parameters: threshold τ , max iteration imax
1: y ∼ Pgen(·|x) ▷ The initial response
2: i← 0
3: while i ≤ imax do
4: q1, . . . , qn← EC(y) ▷ Identify verbatim quotes
5: if maxlen(q1 . . . qn) < τ then break
6: pr ← T (q1, . . . , qn) ▷ Form scrubbing prompt
7: y ∼ Prewrite(·|pr, y) ▷ Scrub the verbatim quotes
8: i++
9: if maxlen(q1 . . . qn) ≥ τ then ▷ Optional: abstention

10: y← Sorry, I am unable to respond.
11: return y

(A) Fixed-width Bloom filter for quote extrac-256

tion We first detail the quote extractor component257

of BLOOMSCRUB. Given a large-scale corpus C258

containing copyrighted content (which we want259

to avoid regurgitating) and a generated response260

y, we use a Bloom filter to extract substrings of y261

that is verbatim quoted from C. Specifically, given262

granularity n, we use Data Portraits (Marone and263

Van Durme, 2023) to index all character n-grams264

in C into a Bloom filter.2 The quote extractor EC is265

implemented by querying each n-gram of y to the266

Bloom filter and checking for hits. When k con-267

tinuous hits of multiple n-grams with 1 character268

2We conduct normalization of whitespaces, punctuations,
and cases.

offset is detected, EC aggregate them into a single 269

long quote of length n+ k − 1.3 This mechanism 270

will merge sufficiently overlapped short quotes into 271

a single longer one, allowing the detection of near- 272

verbatim “stitched quotes” which also contributes 273

to copyright risks (Chen et al., 2024). Because 274

Bloom filter’s zero false negative property (Bloom, 275

1970), all quotes of length at least n is guaran- 276

teed to be extracted, providing certification of the 277

extraction of long quotes.4 278

(B) Dynamic rewriting with quote guidance 279

We now detail the dynamic rewriting process of 280

BLOOMSCRUB to “scrub” high-risk quotes from 281

generated texts, overviewed in Alg. 1. Given the 282

initial response y ∼ Pgen(·|x) produced by the gen- 283

eration model Pgen on prompt x, BLOOMSCRUB 284

alternate between (A) quote extraction step and (B) 285

rewriting step. 286

We first extract verbatim quotes q1, . . . , qn ← 287

EC(y). If a quote longer than a pre-defined length 288

threshold τ appears in y, the guided rewrite pro- 289

cess is invoked. To conduct guided rewriting, we 290

first create the rewrite instruction prompt prewrite by 291

feeding verbatim quotes into a pre-defined prompt 292

template pr ← T (q1, . . . , qn) (detailed in §B). 293

Next, the rewrite model is instructed with this 294

dynamic prompt to produce the rewritten output 295

y ∼ Prewrite(·|pr, y). Finally, we conduct the rewrit- 296

ing in an iterative manner: we extract quotes and 297

proceed to rewriting repeatedly until long quote 298

does not exist or a max iteration has been achieved. 299

The guided iterative rewriting process based on 300

extracted quotes has several advantages. As we 301

find in the ablation study (§4.2), quote guidance is 302

crucial for reducing long quotes in rewritten out- 303

puts. Moreover, it is adaptive to varying levels of 304

risk threshold by dynamically adjusting the num- 305

ber of rewrite iterations (§4.2). Finally, the rewrite 306

model can scrub long quotes while retaining named 307

entities that cannot be rewritten (§5.1), preserving 308

utility. In contrast, MemFree decoding block all n- 309

grams while keeping the already-generated (n−1)- 310

gram prefix unchanged, risking utility while failing 311

to remove the (n− 1)-gram quote (§5.2). 312

Certifying risk reduction through abstention 313

If the max iteration for rewrite is achieved and 314

3For example, if abcd, bcde and cdef are hits, they are
aggregated into a single quote, abcdef.

4This is because for a quote q = c1 . . . ck of length k ≥ n,
every n-gram substring of q, c1 . . . cn, c2 . . . cn+1, . . . are
guaranteed to be matched. By construction, the entire string q
will be extracted as a single long quote.
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Figure 2: BLOOMSCRUB drastically outperforms other methods on long quote reduction.

rewrite model still fails to remove all long verbatim315

quotes, the BLOOMSCRUB system has the option316

of abstaining from producing a continuation. In317

this case, a refusal response will be used as the fi-318

nal generation y. In this case, our approach certifies319

that no quote from C longer than τ will be gener-320

ated. This ensures that our soft removal method321

obeys hard constraints. We set τ = 50 for BLOOM-322

SCRUB unless otherwise noted.323

4 Experiments324

We now provide empirical evidence on the effec-325

tiveness of BLOOMSCRUB. We show that BLOOM-326

SCRUB is both effective at worse-case copyright327

risk reduction and preserves utility, it is adaptable328

to varying levels of risk threshold at inference time,329

it can achieve certified risk reduction through ab-330

stention, and finally, the effectiveness of guided331

rewriting through an ablation study.332

4.1 Setup333

Task and metrics We expand from the task con-334

struction in the COTAEVAL framework (Wei et al.,335

2024) to measure copyright infringement risk, in-336

formation quality, and utility of BLOOMSCRUB337

against baselines. To evaluate infringement risk338

and information quality, for each document in the339

copyrighted corpus C, we use the first 200 tokens340

as the prompt to the model being evaluated and the341

next 200 tokens as the ground truth continuation.342

We use two types of metrics to measure infringe-343

ment risk of generating long quotes from copy-344

righted corpus: (1) Our proposed corpus-level met-345

rics %R>Q(50) and %R>Q(100). (2) Reference-346

based metrics against ground truth, including the347

maximum character-level longest common subse-348

quence (LCS), word-level LCS, and word-level349

accumulated common subsequences (ACS) across350

test examples. We focus on the maximum LCS 351

and ACS because our goal is to evaluate the worse- 352

case outcome for infringement. Finally, we also 353

report the win rate across 8 COTAEVAL metrics— 354

the probability that a given approach outpuerforms 355

another approach on a random (metric, example) 356

pair—as an auxiliary measure for the average-case 357

outcome of copyright takedown. 358

To evaluate the information quality of model pre- 359

dicted responses, we employ LLM-based evalua- 360

tion of three aspects on a 5-point scoring scale: Rel- 361

evance, which whether the predicted continuation 362

stays on-topic and appropriately responds to the 363

given prompt; faithfulness, assessing whether the 364

predicted continuation contains information found 365

in the ground truth; hallucination, which identifies 366

whether the predicted continuation includes any 367

incorrect or fabricated information not present in 368

the ground truth. The full details for evaluation is 369

deferred to §D. 370

Finally, to measure utility, i.e., whether the 371

model still retains factual knowledge after miti- 372

gation, we follow COTAEVAL and ask model ques- 373

tions related to the factual information in the copy- 374

righted documents, and measure QA performance 375

using the word-level F1 score between predicted 376

and ground truth answers. 377

Datasets and Models We utilize 28K New York 378

Times articles from the NewsSpan dataset (Cheng 379

et al., 2024) and 10K CNN-DailyMail articles from 380

the NewsQA dataset (Trischler et al., 2016) as two 381

corpora of copyrighted content. For utility evalua- 382

tion, we generate QA pairs for NewsSpan articles 383

with GPT-4o (detailed in §C) and use NewQA QA 384

pairs off-the-shelf. In each experiment, we fine- 385

tune Llama-3.1-8B-Instruct (Dubey et al., 2024) 386

on the target dataset as the generator model. We 387
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Dataset Method
Infringement (against ground truth continuation) Info Quality↑ Utility↑

Max LCSchar↓ Max LCSword↓ Max ACS↓ Win rate↑ Rel. Faith. Hallu. F1

NewsSpan

Vanilla 542 126 157 27.2% 3.0 2.2 2.3 47.9%

SysPrompt 542 126 153 33.0% 2.9 2.3 2.3 44.2%
MemFree 73 18 91 44.7% 2.8 2.0 2.2 45.0%
R-CAD 291 57 114 54.8% 2.6 2.0 1.8 47.9%
BLOOMSCRUB (ours) 54 11 63 55.7% 2.9 2.1 2.1 47.8%

NewsQA

Vanilla 314 64 117 26.7% 3.5 2.8 2.9 27.7%

SysPrompt 575 106 109 33.3% 3.3 2.6 2.7 27.4%
MemFree 164 30 88 41.5% 3.4 2.7 2.8 25.8%
R-CAD 218 44 90 65.3% 2.7 2.4 2.2 27.7%
BLOOMSCRUB (ours) 50 11 84 52.7% 3.3 2.5 2.5 27.7%

Table 2: Infringement against ground truth, information quality, and utility results. BLOOMSCRUB outperforms all
methods on worse-case infringement and is competitive on average-case win rate, while preserving information
quality and utility.
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Figure 3: Inference-time adaptability of BLOOMSCRUB to different risk threshold τ . As the risk threshold decreases,
BLOOMSCRUB continues to reduce max character LCS and percentage of examples with quotes longer than 100
characters.

use the off-the-shelf Llama-3.1-8B-Instruct as the388

rewrite model.389

Baselines We compare our method with popular390

inference-time copyright takedown methods includ-391

ing the DBRX system prompt (Mosaic Research,392

2024), MemFree decoding (Ippolito et al., 2019),393

and Reverse Context Aware Decoding (R-CAD;394

Wei et al., 2024). We only consider inference-time395

methods because (1) our paper focus on inference-396

time methods, which are complementary training397

time methods, and (2) unlearning methods are398

shown to suffer great utility loss (Wei et al., 2024).399

We defer further details and hyperparameters of400

BLOOMSCRUB and baselines to §B.401

4.2 Results402

Infringement reduction and utility preserva-403

tion Shown in Fig. 2, BLOOMSCRUB produce404

the least amount of long verbatim quotes on both405

datasets. Specifically, our method almost com-406

pletely eliminates quotes longer than 100, com-407

pared to the vanilla decoded output with around408

20% long quotes. Table 2 corroborates this effec- 409

tiveness of worst-case infringement reduction as 410

BLOOMSCRUB achieves the lowest max LCS and 411

ACS metrics across all settings. In the average case, 412

our method is also comparable with baselines and 413

is the top 2 methods in terms of win rate. We hy- 414

pothesize that the average-case win rate is more 415

effective on NewsSpan due to its larger size—and 416

thus a richer set of extracted quotes from the Bloom 417

filter. This suggests that BLOOMSCRUB is likely 418

more effective when operating with practical, large- 419

scale corpora. All methods except for R-CAD pre- 420

serves information quality, and our method induce 421

almost no utility loss in terms of the QA F1 score, 422

demonstrating BLOOMSCRUB’s potency in both 423

infringement reduction and utility preservation. 424

Inference-time adaptability To demonstrate the 425

inference-time adaptability of BLOOMSCRUB, we 426

run our method on NewsSpan while varying the 427

risk threshold τ . Shown in Fig. 3, as τ decreases, 428

our method continually improves both max LCS 429

and %R > Q(100) metrics at the cost of increased 430

6



Dataset Method
Infringement (corpus-level)↓ Infringement (against GT)↓ Info Quality↑

%R > Q(50) %R > Q(100) Max LCSchar Max LCSword Max ACS Rel. Faith. Hallu.

NewsSpan
BLOOMSCRUB 10.9% 0.0% 54 11 63 2.9 2.1 2.1
+Abstention 0.0% 0.0% 41 10 63 2.6 2.0 2.4

NewsQA
BLOOMSCRUB 5.6% 0.1% 50 11 84 3.3 2.5 2.5
+Abstention 0.0% 0.0% 42 11 84 3.1 2.4 2.6

Table 3: Abstention results. Certified risk reduction can be achieved at the cost of small information quality drop.

Dataset Method
Infringement (corpus-level)↓ Infringement (against GT)↓ Info Quality↑

%R > Q(50) %R > Q(100) Max LCSchar Max LCSword Max ACS Rel. Faith. Hallu.

Newsspan
BLOOMSCRUB 10.9% 0.0% 54 11 63 2.9 2.1 2.1
-Quote guidance 16.8% 0.1% 58 11 63 2.9 2.2 2.1

NewsQA
BLOOMSCRUB 5.6% 0.1% 50 11 84 3.3 2.5 2.5
-Quote guidance 12.1% 0.0% 74 16 84 3.3 2.5 2.5

Table 4: Ablations shows that quote guidance during rewriting of BLOOMSCRUB is crucial for risk reduction.

number of rewrite iterations. Interestingly, as the431

threshold decreases to 100, %R > Q(100) quickly432

drops to a near-zero value, indicating the effective-433

ness of long quote reduction.434

Certified risk reduction through abstention435

In Table 3, we demonstrate BLOOMSCRUB can436

achieve certified risk reduction through the incor-437

poration of the abstention mechanism, as demon-438

strated by the perfect score on %R > Q metrics.439

Abstention also have a positive effect on the Max440

LCS metric, pushing it down to below 50. Because441

BLOOMSCRUB already performs well on %R > Q442

without abstention, incorporating abstention only443

imposes a small cost on information quality, re-444

ducing the relevance and faithfulness scores. On445

the other hand, abstention leads to slightly better446

hallucination scores since abstained responses do447

not hallucinate.448

Ablations of the guided rewrite objective To449

verify the effectiveness of the quote-guided rewrit-450

ing approach, we conduct ablation by conducting451

the rewrite process without quote guidance. Shown452

in Table 4, the ablated method lead to both a higher453

rate of %R > Q(50) and a higher maximum char454

LCS metric across two datasets, indicating the455

value of guiding the “scrubbing” process with ex-456

plicit high-risk quotes.457

5 Analysis458

5.1 The Remaining Long Quotes459

Eliminating all verbatim quotes from copyrighted460

sources longer than a threshold τ , while effective461

at reducing copyright risks, may lead to overpro- 462

tection. It is likely reasonable to preserve certain 463

types of long quotes, e.g., named entities or phrases 464

that are crucial for conveying the information in 465

the copyrighted source. As an example, “the Fun- 466

damentalist Church of Jesus Christ of Latter-day 467

Saints” is a named entity spanning 62 characters 468

that appeared in NewsQA. Since BLOOMSCRUB 469

without abstention measures a small but non-zero 470

rate of %R > Q(50), we conduct analysis to an- 471

swer this question: how many remaining quotes 472

of BLOOMSCRUB contain named entities that are 473

difficult to rewrite? 474

Shown in Fig. 4, we find that the remaining long 475

quotes (≥50 characters) after running BLOOM- 476

SCRUB contain a significantly higher percentage of 477

long named entities (≥30 characters, determined by 478

spaCy (Honnibal and Montani, 2017)) compared to 479

vanilla decoding and other baselines. This indicates 480

that most long quotes that can be rewritten have 481

been rewritten by BLOOMSCRUB, and thus a larger 482

portion of the remaining quotes contain named en- 483

tities. We find that the quote-guided rewriting in- 484

struction of BLOOMSCRUB behaves like a “soft 485

constraint” and the rewrite model has the option to 486

retain quotes that are difficult to rewrite, which is 487

advantageous for utility preservation. We provide 488

qualitative examples of long quotes in §E. 489

5.2 Failure Modes of R-CAD and MemFree 490

decoding 491

Because R-CAD and MemFree decoding modifies 492

the output distribution directly, they are at risk for 493

degenerated response quality. For example, we find 494
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Figure 4: Percentage of long quotes (≥50 characters)
that contain a long named entity (≥30 characters). A
high rate of long named entity indicates that a notable
portion of remaining quotes are difficult to rewrite, thus
most quotes that can be rewritten have been rewritten.

that R-CAD sometimes generate texts with missing495

spaces or nonexistent words:496

Maximum sustained windsstrengthened some
during the day to145 mph (233 kph).

497

...inicalsculatedayd into Silicon Valley thinking
minsutasfrom dsfromf hisearly daysandan de-
fined an entire industry.

498

Moreover, as reported in Wei et al. (2024), R-CAD499

is at risk at significant utility loss when the ground500

truth document is retrieved, further exacerbating501

the utility risk for R-CAD.502

On the other hand, MemFree decoding suffers503

from similar token-perturbation issues since certain504

tokens are blocked from being generated:505

Bill is forecast to approach Bermuda late Fri-
day night or Saturday.

506

In this sentence, an ‘ed’ is missing after ‘forecast’,507

and there is an extra space. This not only creates508

fluency issue but also still induce infringement risk509

because most of the text is unchanged, as shown by510

the smaller increase of Levenshtein distance from511

vanilla, compared to R-CAD and BLOOMSCRUB.512

Our method does not suffer from these issues as513

we do not manipulate local token distributions.514

Interestingly, while BLOOMSCRUB’s rewrite515

process rely only on verbatim quotes that need to516

be removed, it does not suffer the same issue of lim-517

ited Levenshtein distance that MemFree decoding518

have. We surmise two factors contributes to this519

advatageous behavior: (1) the dynamic LLM-based520

rewriting process allow a form of global planning,521

where the entire text, instead of just a few tokens,522

is reproduced, and (2) the fixed-width Bloom fil-523

Vanilla SysPrompt MemFree R-CAD Ours
500

550

600

650

700

750

800

850

900

950

Figure 5: Levenshtein distance between ground truth
and predicted responses of different prevention methods.
MemFree decoding only marginally increase the Lev-
enshtein distance, while R-CAD and BLOOMSCRUB
are more effective at preventing near-verbatim matches
with the copyrighted source.

ter design (§3.2) enables near-verbatim “stitched 524

quotes” to be extracted, expanding the candidate 525

set for rewrite. 526

6 Discussion and Future Work 527

In §4, we provide rich empirical evidence that 528

our BLOOMSCRUB method enables models to use 529

knowledge while ensuring that responses are trans- 530

formative, disallowing generations that are exces- 531

sively copied and therefore effectively reducing 532

copyright infringement risk. Our approach is flex- 533

ible, with a dynamic number of rewrites and ad- 534

justable risk thresholds, but can still enforce hard 535

limits through abstentions, achieving certified copy- 536

right takedown. Our method can also easily accom- 537

modate changing corpora (e.g. resulting from new 538

licensing agreements) and effective at a large scale. 539

Our work focuses on developing a certified ap- 540

proach to eliminate verbatim regurgitation while 541

preserving quality and utility—an essential step 542

toward aligning model outputs with the transfor- 543

mativeness principle of fair use. However, we em- 544

phasize that this is a necessary but likely insuf- 545

ficient measure for fully mitigating infringement 546

risks. Beyond verbatim copying, non-literal repro- 547

duction (Chen et al., 2024) poses additional chal- 548

lenges, where achieving certified risk reduction 549

remains an open problem. 550

Finally, as a plug-and-play, inference-time so- 551

lution, BLOOMSCRUB seamlessly integrates with 552

existing LLMs and are complementary to training- 553

time mitigation approaches. Future work could ex- 554

plore the synergy between training- and inference- 555

time methods to develop more comprehensive 556

copyright-compliant LLM frameworks. 557
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Limitations558

While BLOOMSCRUB effectively reduces verbatim559

regurgitation, eliminating direct quotations alone560

is a necessary but not sufficient condition for mit-561

igating copyright risk. Non-literal copying (Chen562

et al., 2024), such as paraphrased or stylistically563

similar outputs, remains an open challenge and re-564

quires further collaborative investigation between565

the AI and legal communities. Additionally, while566

we employ a Bloom filter for efficient quote de-567

tection, this component can be replaced with alter-568

native data structures, such as suffix arrays (e.g.,569

Infini-gram (Liu et al., 2024a)), which we have not570

explored. Lastly, while we conduct analysis on571

overprotection and unrewritable quotes consists of572

named entities, further analysis and deliberations573

can be done to mitigate the overprotection problem574

at a finer granularity.575

Ethical Considerations576

Our work aims to mitigate copyright risks by pre-577

venting verbatim regurgitation while preserving578

text utility, aligning with the principle of transfor-579

mativeness in fair use. However, defining copy-580

right boundaries in generative models remains com-581

plex, especially regarding non-literal reproduction.582

As automated copyright mitigation becomes more583

widespread, it is essential to gauge the robustness584

of these methods, identify failure modes, and bal-585

ance the rights of creators, LLM developers, and586

the public to foster more responsible and equitable587

deployment of AI systems.588
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Supplemental Material 917

A Experimental details 918

At the beginning of our experiment, we finetune 919

Llama3.1-8B-Instruct using LlamaFactory (Zheng 920

et al., 2024) under the pertaining mode with a learn- 921

ing rate of 1.0e-5 for 3 epochs. We set all the pa- 922

rameters to trainable. The NewsQA dataset is used 923

under the MIT License. 924

B Method details 925

B.1 System prompt 926

We use the DBRX system prompt (Mosaic Re- 927

search, 2024) for the system prompt method: 928

You are a helpful, respectful and honest assistant.
You were not trained on copyrighted books, song
lyrics, poems, video transcripts, or news articles;
you do not divulge details of your training data.
You do not provide song lyrics, poems, or news
articles and instead refer the user to find them
online or in a store. 929

B.2 BLOOMSCRUB details 930

We use Bloom filters of width 25 for quote extrac- 931

tion, and set the max number of rewrite iterations 932

to 5. We provide the prompt template for rewrite 933

instruction below: 934

[Insert the text to paraphrase here] Paraphrase the
provided text while preserving its meaning, using
different words and sentence structures. Ensure
clarity, coherence, and maintain any specified
tone or style. Importantly, completely rewrite this
part of text: [Insert the longest quoted segment
here]

935

B.3 Hyperparameter selection for MemFree 936

decoding and R-CAD 937

Following Wei et al. (2024), for MemFree decoding 938

we set n, the width of token n-grams, to 6. For R- 939

CAD, we set α, the weight of adjustment, to 1.0. 940

Decreasing n or increasing α can lead to better 941

results in infringement evaluation, but will result in 942

decrease in utility scores and quality of generated 943

text. We choose these values so that their utility 944

scores stay at a reasonable level and the information 945

quality of the generated text does not diverge too 946

much. For example, when increasing α from 1 to 3 947

for R-CAD, relevance score drops from 2.6 to 2.1, 948

faithfulness from 1.8 to 1.5, and hallucination from 949

2.0 to 1.7. 950
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C Newsspan question generation951

To conduct question-answer pairs generation952

for NYT articles sourced from the NewsSpan953

dataset (Cheng et al., 2024), we use the following954

prompt on GPT-4o (OpenAI, 2023):955

"messages":[
{"role": "system", "content": "**

Task**:\n- Write a factual, non
-ambiguous question based on
the article. The question must
be specific and meaningful even
without access to the article
.\n- Provide a gold answer that
is extremely short (at most
2-3 words) and directly
corresponds to the question.
The gold answer should
prioritize entities (names,
dates, places, or terms)
whenever possible.\n\n**
Instructions**:\n- Think step
by step by output [THOUGHT] and
then your thinking steps:\n -
Identify a key factual detail
or entity in the article.\n -
Formulate a question that
specifically targets this
detail or entity.\n - Ensure
the question remains non-
ambiguous, even if the article
is not provided.\n - Craft a
gold answer that is concise,
precise, and easy to match with
a candidate answer.- When you
are ready, output the [FINAL
QUESTION AND ANSWER] and
present your results in the
following format:\n - One line
for the question.\n - One line
for the gold answer."},

{"role": "user", "content": "{
article}"}

],

956

The above prompts ensures the gold answer that957

are generated are short and easy to match. Here are958

some examples of the generated QA pairs:959

1. Which court denied Adnan Syed a new
trial?

Maryland's highest court
2. What is the NBA trade deadline date

mentioned in the article?
Feb. 7
3. Which company received conditional

approval from Chinese regulators
for a merger with SABMiller?

Anheuser-Busch
4. On what date was the Kentucky Derby

rescheduled in 2020 due to the
coronavirus pandemic?

Sept. 5
5. On what date did the judge sign the

search warrant related to Hillary
Clinton's email investigation?

Oct. 30

960
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D Information Quality Evaluation details961

To evaluate the information quality of model gener-962

ated continuations, we employ a LLM-based eval-963

uation scheme and prompt Llama3.3-70B-Instruct964

with relevant evaluation instructions to produce a965

score on a 5-point scale. Specifically, we adapt966

judge prompts from Zheng et al. (2023) and use the967

following prompt for evaluation.968

Relevance evaluation:969

**Task**: \nYou will be provided with
:\n- **Prompt**: The initial input
prompt.\n- **Ground Truth

Continuation**: The expected
response continuation.\n- **
Predicted Continuation**: The
generated response.\n\n**
Evaluation Criteria for Relevance
**: \nAssess whether the predicted
continuation stays on-topic and

appropriately responds to the
given prompt. Consider if the
content is relevant and addresses
the subject matter in the prompt.\
n\n**Scoring**: \nAssign a score
from **1 to 5**, where:\n- **1 -
Poor**: The predicted continuation
is mostly off-topic and fails to

address the prompt.\n- **2 - Weak
**: The continuation has
significant issues with relevance
but retains a minimal connection
to the prompt.\n- **3 - Acceptable
**: The continuation is mostly on-
topic but may include some minor
deviations.\n- **4 - Good**: The
continuation is well-focused on
the prompt with only minor lapses
.\n- **5 - Excellent**: The
continuation is fully on-topic and
completely addresses the prompt.\

n\n**Output Format**: \nBegin your
evaluation by providing a short

explanation. Be as objective as
possible. After providing your
explanation, you must rate the
response on a scale of 1 to 5 by
strictly following this format:\n
```\nFinal Score: X\n```\n(where `
X` is your rating from 1 to 5).

970

Faithfulness evaluation: 971

**Task**: \nYou will be provided with
:\n- **Prompt**: The initial input
prompt.\n- **Ground Truth

Continuation**: The expected
response continuation.\n- **
Predicted Continuation**: The
generated response.\n\n**
Evaluation Criteria for
Faithfulness**: \nAssess whether
the predicted continuation
contains information found in the
ground truth. Ensure that it
accurately reflects the content
and avoids introducing unsupported
claims or deviations from the

ground truth.\n\n**Scoring**: \
nAssign a score from **1 to 5**,
where:\n- **1 - Poor**: The
predicted continuation contains
significant inaccuracies or
unsupported claims and does not
reflect the ground truth.\n- **2 -
Weak**: The continuation has

notable issues with accuracy and
alignment with the ground truth.\n-
**3 - Acceptable**: The

continuation is mostly accurate
with minor inaccuracies or
omissions.\n- **4 - Good**: The
continuation is well-aligned with
the ground truth with only minor
deviations.\n- **5 - Excellent**:
The continuation is fully faithful
to the ground truth with no

inaccuracies.\n\n**Output Format**:
\nBegin your evaluation by

providing a short explanation. Be
as objective as possible. After
providing your explanation, you
must rate the response on a scale
of 1 to 5 by strictly following
this format:\n```\nFinal Score: X\
n```\n(where `X` is your rating
from 1 to 5).

972
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Hallucination evaluation:973

**Task**: \nYou will be provided with
:\n- **Prompt**: The initial input
prompt.\n- **Ground Truth

Continuation**: The expected
response continuation.\n- **
Predicted Continuation**: The
generated response.\n\n**
Evaluation Criteria for
Hallucination**: \nIdentify
whether the predicted continuation
includes any incorrect or

fabricated information not present
in the ground truth. Evaluate if

there are any hallucinated details
that misrepresent or add

unwarranted content.\n\n**Scoring
**: \nAssign a score from **1 to
5**, where:\n- **1 - Poor**: The
predicted continuation contains
numerous hallucinations and
fabricated details not supported
by the ground truth.\n- **2 - Weak
**: The continuation includes
several instances of hallucination,
significantly affecting its

credibility.\n- **3 - Acceptable**:
The continuation has minor

hallucinated elements, but these
do not majorly undermine the
content.\n- **4 - Good**: The
continuation contains minimal
hallucinations with mostly
accurate representation.\n- **5 -
Excellent**: The continuation is
free of hallucinations and
completely aligns with the ground
truth.\n\n**Output Format**: \
nBegin your evaluation by
providing a short explanation. Be
as objective as possible. After
providing your explanation, you
must rate the response on a scale
of 1 to 5 by strictly following
this format:\n```\nFinal Score: X\
n```\n(where `X` is your rating
from 1 to 5).

974

E Qualitative examples of long quotes 975

after rewriting 976

We show qualitative examples of long quotes that 977

are still present in the model generation below. 978

Many of these long quotes contain long named 979

entities that are difficult to rewrite, but are also 980

likely low risk for copyright infringement. 981

NewsSpan: 982

<quote1>Should healthy people be
wearing masks when they're outside
to protect themselves and others?

<quote2> for The Guardian, said he was
"body slammed" by Greg Gianforte,
a Republican candidate

<quote3> of communication between the
incoming administration and the
Russian government.

<quote4>s. The Federal Reserve and the
New York State Department of

Financial Services
<quote5>
...CBS News Magazine "60 Minutes"

features the story of Beckett
Brennan, a

<quote6> Dr. Donald Hensrud, director
of the Mayo Clinic's Healthy
Living Program.

<quote7> Chris Christie of New Jersey,
who briefly led the Trump

transition team,
<quote8> Chris Christie of New Jersey,

who briefly led the Trump
transition team,

<quote9> "If I Had a Hammer," "
Goodnight Irene," and "Kisses
Sweeter Than Wine,"

<quote10> a billion acres in the
Arctic, Pacific, Atlantic, and
Gulf of Mexico. T

983
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NewsQA:984

<quote1>s motivated by a person's
actual or perceived gender, sexual
orientation, gender identity, or

disability.
<quote2> the US Department of Health

and Human Services and the Centers
for Disease Control and

Prevention,
<quote3> David Petraeus, the top US

commander in Iraq, and Ryan
Crocker, the US ambassador to

<quote4>s.
The FDA is warning consumers to

immediately stop using 14
Hydroxycut products,

<quote5> Rear Admiral Gregory Smith,
the U.S. military's chief
spokesman in Iraq,

<quote6>to the Fundamentalist Church
of Jesus Christ of Latter-day
Saints (FLDS)

<quote7> the Fundamentalist Church of
Jesus Christ of Latter-day Saints
(FLDS).

<quote8> the Fundamentalist Church of
Jesus Christ of Latter-day Saints
(FLDS),

<quote9>t:
The Fundamentalist Church of Jesus

Christ of Latter-day Saints, a
<quote10> Ralph Nicoletti, 18, Michael

Contreras, 18, and Brian Carranza,
21,

985
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