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Abstract

Recent advances in language modeling have001
demonstrated significant improvements in zero-002
shot capabilities, including in-context learn-003
ing, instruction following, and machine transla-004
tion for extremely under-resourced languages005
(Tanzer et al., 2024). However, many languages006
with limited written resources rely primarily on007
descriptions of grammar and vocabulary.008

In this paper, we introduce a set of bench-009
marks to evaluate how well models can ex-010
tract and classify information from the com-011
plex descriptions found in linguistic grammars.012
We present a Retrieval-Augmented Generation013
(RAG)-based approach that leverages these de-014
scriptions for downstream tasks such as ma-015
chine translation. Our benchmarks encompass016
linguistic descriptions for 248 languages across017
142 language families, focusing on typological018
features from WALS (Dryer and Haspelmath,019
2013) and Grambank (Skirgård et al., 2023).020

This set of benchmarks offers the first com-021
prehensive evaluation of language models’022
in-context ability to accurately interpret and023
extract linguistic features, providing a criti-024
cal resource for scaling NLP to low-resource025
languages. The code and data are pub-026
licly available at https://anonymous.4open.027
science/r/from-MTEB-to-MTOB.028

1 Introduction029

The advent of text-based foundational models has030

accelerated advancements in natural language pro-031

cessing, enhancing multilingual capabilities and032

applied tasks such as zero-shot machine translation,033

reading comprehension, and information extraction.034

Innovations like Machine Translation from One035

Book (MTOB) (Tanzer et al., 2024) utilize descrip-036

tive grammars to improve translation performance037

for extremely low-resource languages, showing the038

potential of large-scale language models in bridg-039

ing linguistic theory and practical NLP applications.040

Despite the promise, using descriptive grammars041

for zero-shot MT presents challenges like terminol- 042

ogy variability, non-standard structures, and scat- 043

tered relevant information. 044

Additionally, the Massive Text Embedding 045

Benchmark (MTEB) (Muennighoff et al., 2023) 046

provides a thorough evaluation of text embeddings 047

across diverse tasks and languages. A key chal- 048

lenge remains: the effective application of these 049

models to descriptive grammars for languages with 050

scant resources, typically supported by linguistic 051

materials such as grammars and dictionaries. 052

This paper seeks to address these challenges by 053

providing a systematic framework for extracting 054

information from descriptive grammars and cre- 055

ating a scalable pipeline for descriptive grammar 056

systematization. The key aspect of this approach is 057

Retrieval Augmented Generation (RAG), which al- 058

lows for the extraction of relevant information from 059

grammars based on a specific typological charac- 060

teristic (e.g., Order of Subject, Object and Verb). 061

Based on the extracted paragraphs, an LLM deter- 062

mines the value of this characteristic (e.g., Subject- 063

Verb-Object). 064

In this paper, we present the following contribu- 065

tions: 066

1. The first scaled linguistic evaluation of the 067

LLM machine reading capabilities on descriptive 068

grammars. 069

2. A pipeline based on Retrieval Augmented 070

Generation (RAG), which extracts relevant para- 071

graphs from grammars based on a given typological 072

characteristic (for example, WALS 81A: Order of 073

Subject, Object and Verb1) and provides them as 074

prompts to an LLM to determine the meaning of 075

these characteristics (for example, Subject-Verb- 076

Object). The pipeline is evaluated through exten- 077

sive experiments. 078

3. A benchmark consisting of 700 paragraphs 079

from 14 descriptive grammars, annotated according 080

1https://wals.info/feature/81A
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to whether a linguist can unambiguously determine081

information about word order (WALS 81A) in the082

language described, in order to evaluate the quality083

of information retrieval methods on the task of084

filtering out the irrelevant paragraphs separately085

from the RAG pipeline.086

4. A benchmark for the RAG pipeline, consist-087

ing of 148 grammars for each feature, in order to088

assess LLMs’ capabilities of determining typolog-089

ical characteristics based on the entire grammar090

at once and evaluate the effectiveness of different091

combinations of RAG pipeline components (i.e.,092

information retrieval methods and prompts).093

The proposed framework, alongside the pre-094

sented benchmarks, aims to contribute to the ongo-095

ing efforts to improve the quality and efficiency of096

machine translation systems and to aid linguists097

in typological research by semi-automating ex-098

traction of data from descriptive grammars and.099

The entire codebase is open-source, licensed under100

MIT, and available at https://anonymous.4open.101

science/r/from-MTEB-to-MTOB.102

2 Related Work103

Several advances in language modeling outline104

the possibility to leverage linguistic descriptions:105

retrieval-augmented generation methods for infor-106

mation extraction and generation, in-context abil-107

ities to operate with the descriptive texts in the108

prompt, and the availability of the texts in the109

machine-readable format.110

2.1 Retrieval-Augmented Generation111

Retrieval-Augmented Generation (RAG) has be-112

come an effective method for augmenting large113

language models (LLMs) by integrating external114

retrieval mechanisms. Instead of relying solely115

on in-model knowledge, RAG enables models to116

retrieve relevant information from external docu-117

ments during the generation process (Lewis et al.,118

2020). This approach has shown promising results119

in a variety of tasks, such as open-domain ques-120

tion answering and document summarization, by121

improving the factual accuracy and extending the122

context of models (Izacard and Grave, 2021). In123

particular, RAG has been instrumental in improv-124

ing the performance of LLMs for tasks involving125

sparse and domain-specific data, where it retrieves126

external knowledge to complement the model’s in-127

herent capabilities.128

RAG’s potential for handling low-resource lan-129

guages and complex descriptions, such as linguistic 130

grammars, has not been fully explored. Recent ad- 131

vances in retrieval-based frameworks point toward 132

its applicability in linguistic resource-scarce do- 133

mains, where available data is often fragmented and 134

incomplete (Gao et al., 2024). This paper leverages 135

the principles of RAG to enhance machine trans- 136

lation and language modeling for under-resourced 137

languages through the use of descriptive grammars. 138

2.2 Zero-shot Learning 139

Zero-shot learning has become a key area of re- 140

search in natural language processing (NLP), par- 141

ticularly with the advent of large-scale pre-trained 142

models. The ability of models to generalize to new 143

tasks and languages without explicit task-specific 144

training data is critical for expanding NLP appli- 145

cations to low-resource languages (Brown et al., 146

2020). LLMs, such as GPT-3 and GPT-4, have 147

demonstrated impressive zero-shot capabilities in 148

tasks ranging from text classification to machine 149

translation, making them an essential tool for under- 150

resourced languages where labeled data is scarce 151

(Raffel et al., 2023). 152

However, current zero-shot models still strug- 153

gle with languages that have extremely limited or 154

no monolingual or bilingual corpora. Recent stud- 155

ies, such as (Tanzer et al., 2024) and (Zhang et al., 156

2024), have shown that integrating linguistic de- 157

scriptions—such as those found in grammars—can 158

significantly improve zero-shot performance for 159

these languages. In this work, we aim to further 160

this line of research by evaluating the ability of 161

models to utilize descriptive grammars in zero-shot 162

settings. 163

2.3 Grammar Use in NLP 164

The use of linguistic grammars in NLP has been rel- 165

atively underexplored, with most efforts focusing 166

on leveraging corpora and parallel data for model 167

training. However, as (Visser, 2022) and others 168

have demonstrated, grammars provide a rich source 169

of structured linguistic knowledge, especially for 170

low-resource languages where corpora are unavail- 171

able. According to (Bapna et al., 2022), as cited in 172

(Zhang et al., 2024), 95% of the world’s known lan- 173

guages do not have enough data for LLM training 174

(fewer than 100K sentences), while most languages 175

have linguistic materials available: 60% have a de- 176

scriptive grammar, and 75% have a dictionary. 177

Prior work, such as (Erdmann et al., 2017), 178

demonstrates that integrating linguistic knowledge 179
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into a translation model through morphosyntactic180

parsing can improve translation accuracy for low-181

resource languages and dialects. However, the chal-182

lenge of incorporating grammars into NLP models183

lies in the complexity and formalism of linguistic184

materials. This paper strives to facilitate further185

use of grammars in NLP tasks, such as machine186

translation, through benchmarking the ability of187

large language models to understand grammars.188

2.4 Extracting Typological Features from189

Grammars190

Existing research regarding extraction of typolog-191

ical features from grammars precedes the advent192

of large language models, relying on rule-based193

methods and earlier developments in classical ma-194

chine learning and deep learning. The series of195

works by Virk et al. (Virk et al., 2017); (Virk et al.,196

2019); (Virk et al., 2020), (Virk et al., 2021) utilize197

methods that require extensive annotation of se-198

mantic frames; (Hammarström et al., 2020) present199

a method applicable to binary typological features200

only, and the framework proposed by (Kornilov,201

2023) is limited to information retrieval. In this202

paper, we leverage state-of-the-art language mod-203

els for the task of typological feature extraction204

and seek to demonstrate LLMs’ capabilities on the205

domain of linguistic descriptions.206

3 Method and Overall Architecture207

The basic pipeline for retrieval augmented genera-208

tion (Naive RAG) (Gao et al., 2024) consists of209

a database of documents, a retriever, a process210

of combining the retrieved documents with the211

prompt, and the LLM generating an answer based212

on the prompt.213

Advanced RAG pipelines described in (Gao214

et al., 2024) are modifications of different parts of215

the Naive RAG pipeline. In the context of retrieval216

augmented generation from a descriptive grammar,217

the first component of the pipeline—the database of218

documents—is the grammar itself, hence it is fixed219

and not as modifiable as for RAG tasks that utilize220

the Internet or a large database for answering one221

question. We chose the chunking method that is222

simple but still context-aware—splitting grammars223

into paragraphs. We avoid model-based adaptive224

chunking methods, which would interfere with in-225

terpreting the subsequent RAG components due to226

grammars being a relatively underexplored domain.227

The second component of the RAG pipeline is228

the retrieval method. We evaluate BM25 (described 229

in (Trotman et al., 2012) and taken as a baseline 230

in (Trotman et al., 2014)), a language-agnostic 231

retriever based on term frequency, and state-of- 232

the-art retrievers/rerankers based on embeddings 233

featured in the Massive Text Embedding Bench- 234

mark (MTEB) leaderboard (Muennighoff et al., 235

2023). Ideally, the chosen embedding-based re- 236

trieval methods should respond well to linguistic 237

diversity, since descriptive grammars contain exam- 238

ples in the described language, which may contain 239

diacritic signs and subwords or segments that are 240

rare or unused in English. The weights assigned 241

by the tokenizer to embeddings of such symbols 242

due to their absence in the vocabulary would be 243

random noise, and the resulting embeddings of the 244

paragraphs would have high variance. Therefore, 245

the tokenizer of the chosen retriever should ide- 246

ally contain byte-level byte pair encoding (BBPE) 247

(Wang et al., 2020). 248

The third component of the RAG pipeline is the 249

prompt. The prompt format to be used as the base- 250

line only presents the paragraph, the question about 251

the typological characteristic, clarifications regard- 252

ing what the linguistic term refers to, and a closed 253

set of answers, e.g., for WALS 81A “Dominant Or- 254

der of Subject, Object and Verb”: “SVO”, “SOV”, 255

“VOS”, “VSO”, “OSV”, “OVS”, “No dominant 256

order”, and additionally “Not enough information” 257

if the dominant word order in the language can- 258

not be inferred from the grammar context. The 259

prompting strategy implemented in the pipeline in- 260

cludes the baseline prompt with additional descrip- 261

tion of the typological characteristic from WALS or 262

Grambank with examples, as a variation of chain-of 263

thought prompting (Wei et al., 2022). 264

The last component of the RAG pipeline is the 265

LLM. We use GPT-4o, OpenAI’s newest flagship 266

model as of May 2024 with increased performance 267

compared to GPT-4 (Achiam et al., 2023): its task 268

is to determine the value of the feature, e.g., “4 269

cases” for WALS 49A – Number of Cases, based on 270

the prompt and the paragraphs from the descriptive 271

grammar. 272

In conclusion, the RAG pipeline for descriptive 273

grammars can be called Retrieval Augmented Clas- 274

sification: compared to the more common applica- 275

tions of RAG, the task of the pipeline is to choose 276

one of the values for a linguistic feature from a 277

closed set instead of answering any forms of ques- 278

tions possible, including open-ended ones. 279
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4 The Benchmark for Rerankers280

4.1 Data281

Passing the entire grammar to an LLM as a prompt282

in order to determine the value of a single typo-283

logical feature is costly and computationally inef-284

ficient. Furthermore, the more crucial drawback285

of passing the unfiltered content to an LLM has286

been demonstrated in (Shi et al., 2023): quality of287

LLMs’ responses deteriorates on prompts contain-288

ing irrelevant context.289

Since state-of-the-art retrievers are also LLMs,290

it would be similarly computationally inefficient to291

pass the entire grammar to them in order to pass the292

resulting paragraphs to GPT-4o. Therefore state-293

of-the-art retrievers become rerankers (one of the294

advanced additions to the “naive” RAG pipeline):295

the 50 paragraphs chosen by BM25 are reranked296

by an LLM retriever, and the resulting top 20 para-297

graphs are inserted into the prompt for GPT-4o.298

The purpose of the benchmark for rerankers is299

evaluation of state-of-the-art retrievers/rerankers300

on WALS 81A: Order of Subject, Object and301

Verb. The benchmark contains 14 grammars writ-302

ten in English: two grammars from each of the303

six macroareas and two additional grammars for304

rare word orders (OVS, OSV). Each grammar was305

split into paragraphs, which were ranked by BM25306

using the summary for the English Wikipedia ar-307

ticle “Word order” as the query, as proposed in308

(Kornilov, 2023).309

The top 50 paragraphs with the highest ranks as-310

signed by BM25 for each grammar were annotated311

according to the following principle:312

0 – the paragraph does not mention word order313

at all;314

1 – the paragraph mentions or describes315

word order in a construction other than the316

monotransitive construction (or order of mor-317

phemes/phonemes/clitics/etc.);318

2 – the paragraph mentions or describes the word319

order in the monotransitive construction (in a title320

of a section, in the table of contents, or in refer-321

ences);322

3 – the paragraph mentions or describes the word323

order in the monotransitive construction (in a para-324

graph in the main text);325

4 – the paragraph narrows down the word or-326

der in the monotransitive construction to several327

variants;328

5 – a linguist can unambiguously determine the329

constituent order in the monotransitive construction330

from the paragraph. 331

Examples of paragraphs for every relevance cat- 332

egory are provided in Appendix B. 333

Among the resulting 700 paragraphs, 38.86% 334

(annotated with 0) are not relevant to order of any 335

elements in a language. Furthermore, 42.43% of 336

the paragraphs (the ones annotated with 1, 2, 3) are 337

potentially misleading data due to describing order 338

of components in a language without explicitly 339

stating the value of WALS 81A. Finally, 18.71% of 340

paragraphs provide relevant information; however, 341

out of the relevant paragraphs, 31.29% are only 342

partially relevant (annotated with 4), and do not 343

sufficiently elaborate on the constituent order in 344

the monotransitive construction in order for the 345

linguist to be able to determine the value of the 346

feature. More detailed data on the benchmark is 347

provided in Appendix C. 348

In conclusion, this dataset can be used as a bench- 349

mark for more advanced information retrieval meth- 350

ods, in order to evaluate their capabilities of filter- 351

ing out noisy and potentially misleading data. 352

4.2 Results: Evaluating Rerankers 353

We use the benchmark presented in Section 4.1 354

to find the best performing retriever/reranker and 355

incorporate it into the RAG pipeline. 356

As the metric for evaluating the rerankers, we 357

chose NDCG@k (Normalized Discounted Cumu- 358

lative Gain at k) (Järvelin and Kekäläinen, 2002) 359

over other metrics commonly used for evaluation 360

of information retrieval systems: Recall@k, Mean 361

Average Precision@k (MAP@k), and Mean Re- 362

ciprocal Rank (MRR), since NDCG@k is the only 363

metric among them that can take into account a 364

scale of more than two relevant ranks: our scale 365

contains six different categories of relevance (0-5) 366

instead of a binary “1 = relevant, 0 = not relevant” 367

distinction. 368

The rerankers we chose are the 6 models with 369

the best NDCG@10 score on the Massive Text Em- 370

bedding Benchmark (MTEB) leaderboard (Muen- 371

nighoff et al., 2023) on the Retrieval task for 372

English as of Aug 29, 2024, along with SFR- 373

Embedding-Mistral (Meng et al., 2024), the top 374

1 model on MTEB as of May 19, 2024. The Hug- 375

gingFace pages for the models are referenced in 376

Appendix A. 377

Since all selected embedding models accept in- 378

structions, we tested two instruction options - De- 379

fault Instruct, generic and commonly used for em- 380

bedding models: 381
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bge-en
-icl

stella_
en_1.5B
_v5

NV-Re-
triever-
v1

gte-
Qwen2-7B
-instruct

Linq-
Embed-
Mistral

SFR-Em-
bedding-
2_R

SFR-Em-
bedding-
Mistral

Default Instruct Term Only 0.7387 0.7503 0.6292 0.7598 0.7501 0.7739 0.7381
Wiki Summary 0.7261 0.7659 0.6693 0.7405 0.7465 0.7624 0.7527

Specific Instruct Term Only 0.7075 0.7505 0.6492 0.7748 0.7753 0.7750 0.7625
Wiki Summary 0.7474 0.7601 0.6538 0.7520 0.7690 0.7676 0.7776

Table 1: NDCG@20 scores on the reranker benchmark. Term Only refers to using the sequence “Dominant word
order (Order of Subject, Object, and Verb)” as a query, while Wiki Summary refers to using the Wikipedia summary
from the page “Word order” in English as a query. The best result for each model is shown in bold, and the best
result across all configuration variants is underlined. The NDCG@20 score for BM25 without a reranker is 0.7494.

MTEB
Ranking

Grammar
Benchmark
Ranking

Best
Performing
Query

Best
Performing
Instruct

Parameters

bge-en-icl (Xiao et al., 2023) 1 6 Term Only Default 7.11B
stella_en_1.5B_v5 2 5 Wiki Default 1.54B
NV-Retriever-v1 (de Souza et al., 2024) 3 7 Wiki Default 7.11B
gte-Qwen2-7B-instruct (Li et al., 2023) 4 4 Term Only Specific 7.61B
Linq-Embed-Mistral (Kim et al., 2024) 5 2 Term Only Specific 7.11B
SFR-Embedding-2_R (Meng* et al., 2024) 6 3 Term Only Specific 7.11B
SFR-Embedding-Mistral (Meng et al., 2024) 10 1 Wiki Specific 7.11B

Table 2: Rankings on our benchmark, compared to MTEB, and the best performing configurations for the rerankers.
The evaluation of the rerankers on our benchmark requires approximately 1.8 GPU hours in total on 1x NVIDIA
A100 40GB.

Given a web search query, retrieve rele-382

vant passages that answer the query383

and Specific Instruct, tailored to our specific384

task:385

Given a definition of a linguistic feature,386

retrieve relevant passages that let a lin-387

guist unambiguously determine the value388

of this feature in the described language389

Apart from the two variants of the instruct, we390

use two variants of the query: 1. “Dominant word391

order (Order of Subject, Object, and Verb)” and392

2. the Wikipedia summary from the page “Word393

order” in English.394

In addition to state-of-the-art embedding models,395

we evaluate BM25 itself as the baseline.396

Plots with NDCG@k across all values of k for397

best performing configurations of each reranker on398

all grammars are presented in Appendix D, and the399

plots showcasing comparison between two query400

types are available in Appendix E.401

The results of reranker evaluation are presented402

in Table 1 and Table 2.403

BM25, the baseline retriever, ranks 6th out of 8404

and only marginally lags behind the top rerankers405

in terms of NDCG@20. It appears rational not to406

take NV-Retriever-V1, which exhibits significantly407

lower performance compared to other rerankers,408

into account, since its sample code on Hugging- 409

Face yields different cosine similarity scores with 410

different batch sizes (as of Aug 29, 2024); however, 411

the other reranker outperformed by BM25 on the 412

linguistic domain, bge-en-icl, is top 1 on MTEB. 413

Furthermore, the models’ rankings on MTEB and 414

the rankings on our benchmark have a strong nega- 415

tive correlation (Spearman’s ρ = -0.8571), indicat- 416

ing that the Information Retrieval subset of MTEB 417

is not suitable for estimating embeddings’ capabili- 418

ties on the domain of linguistic descriptions. 419

In conclusion, based on the results on the bench- 420

mark described in this section, we have selected 421

SFR-Embedding-Mistral with Specific Instruct and 422

Wikipedia Query as the reranker component for 423

the RAG pipeline due to its superior NDCG@20 424

score compared to other models. Furthermore, the 425

results on the benchmark for rerankers reinforce 426

the decision to select BM25 as the base retriever, 427

since despite being a rule-based method invented 428

decades ago, it has proven itself to be on a similar 429

level compared to state-of-the-art retrievers on the 430

fragment of the linguistic domain presented in our 431

benchmark. 432

Following the selection of SFR-Embedding- 433

Mistral as the reranker, in the following section 434

we proceed to describe the second benchmark cre- 435

ated in order to assess the efficacy of the RAG 436

pipeline as a comprehensive system. 437
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5 The Benchmark for RAG438

5.1 Data439

The benchmark for the RAG pipeline comprises440

148 descriptive grammars. We selected the ostensi-441

bly arbitrary number (initially 150) due to bench-442

marks with fewer than 100 items being unreliable443

as a tool of assessment: a wrong answer on one444

item would result in accuracy decreasing by more445

than one percentage point.446

Selecting the grammars in a random fashion447

would defeat the purpose of the benchmark due448

to possible biases towards languages having the449

same descent (a particular family being overrep-450

resented) or being spoken in the same area of the451

world, without regard to the factual proportions452

of languages spoken in different areas. There-453

fore, we used the Genus-Macroarea method de-454

scribed by (Miestamo et al., 2016): in particular,455

its implementation presented by (Cheveleva, 2023).456

Identically to the method described in (Chevel-457

eva, 2023), we obtain the proportions of languages458

across macroareas from the list of genera from459

WALS, automatically choose descriptive grammars460

from Glottolog’s (Hammarström et al., 2024) Refer-461

ences2 database, and create the sample anew, plac-462

ing the limit of one language for each genus. Our463

sampling strategy differs from the one utilized by464

(Cheveleva, 2023) in that we limit our sample to465

grammars written in English, and instead of restrict-466

ing references to grammar_sketch and grammar467

types from Glottolog, we allow references to con-468

tain other tags, as long as either grammar_sketch469

or grammar is present. The resulting proportions470

of languages across macroareas are presented in471

Table 3.472

Macroarea Languages
Africa 29
Australia 9
Eurasia 20
North America 25
Papunesia 39
South America 26
Total 148

Table 3: Languages stratified by macroarea, adapted
from (Miestamo et al., 2016) and (Cheveleva, 2023).

We annotated four typological features for the473

languages described by the grammars in the bench-474

mark. The first feature is identical to the one pre-475

sented in the benchmark for rerankers: WALS 81A476

2https://glottolog.org/langdoc

– Order of Subject, Object, and Verb, as an example 477

of a largely self-explanatory and straightforward 478

feature, which is concentrated in one place in the 479

majority of the grammars: if a paragraph mentions 480

which basic constituent order the language has, the 481

mention is in most cases explicit. 482

The second annotated feature is from Grambank: 483

GB 107 – “Can standard negation be marked by an 484

affix, clitic or modification of the verb?” Despite be- 485

ing a binary feature, it cannot be reliably extracted 486

by “naive” methods based on term frequency: in 487

the cases when the author of the descriptive liter- 488

ature refers to the negation marker as a marker or 489

a morpheme instead of explicitly calling it a clitic 490

or an affix, the RAG system would have to rely 491

on interlinear glosses and to distinguish between 492

morphological and syntactic phenomena. Further- 493

more, even in the case when the negation marker 494

is explicitly referred to as a clitic or an affix, it is 495

necessary to determine from context if this marker 496

is phonologically bound solely to the verb (which 497

triggers the feature value = 1) or can be attached 498

to any constituent in the clause (leaving the feature 499

value at 0). 500

The third feature is a complex composed of 501

seven binary features all related to polar (yes / no) 502

questions; we have chosen it to evaluate the ability 503

of LLMs to reason in the linguistic domain while 504

taking into account several realizations of the same 505

phenomenon simultaneously. This feature will be 506

further referred to as WALS 116A*: despite be- 507

ing related to WALS 116A, it is more accurately 508

described as an amalgamation of seven separate 509

features from Grambank: GB257, GB260, GB262, 510

GB263, GB264, GB286, and GB291. This feature 511

is essentially a multilabel classification with seven 512

labels: each label/strategy from the set (Interrog- 513

ative intonation, Interrogative word order, Clause- 514

initial question particle, Clause-medial question 515

particle, Clause-final question particle, Interroga- 516

tive verb morphology, Tone) is annotated as 1 if it 517

can be used to form polar questions in the described 518

language, and as 0 otherwise. 519

The last feature is WALS 49A - Number of 520

Cases. It has been chosen due to its quantitative 521

nature, as opposed to binary features determining 522

presence and absence of a particular phenomenon, 523

and its scattered nature: the guideline for WALS 524

49A takes a liberal approach to determining the 525

number of grammatical cases in a language, allow- 526

ing adpositional clitics to be considered as case 527

markers; consequently, the relevant information 528
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may be in entirely different sections of the gram-529

mar (nominal morphology for "traditional" case530

markers and syntax for adpositional clitics). Due to531

Number of Cases being the most time-consuming532

feature to annotate, we created a separate bench-533

mark for it, consisting partially of grammars from534

the already existing benchmark and partially of535

grammars with existing annotations for WALS536

49A, maintaining the macroarea proportions and537

adhering to the one-language-per-genus rule.538

The distribution of values for each feature is539

presented in Appendix H.540

5.2 Results: Evaluating the RAG Pipeline541

In order to evaluate any NLP task on a benchmark,542

it is crucial to run tests in order to determine if543

the LLM already possesses knowledge about the544

feature values in the benchmark. It is different545

from a contamination test: an LLM may possess546

knowledge about word order in a particular lan-547

guage from any resource, while a contamination548

test would determine if the LLM saw the grammar549

itself during pretraining.550

In order to set the baseline for GPT-4o, i.e., to551

estimate how well it performs on the linguistic do-552

main without additional information from the gram-553

mar, we conducted a test on the RAG pipeline ex-554

cluding the retrieval module. We prompted GPT-4o555

to determine the values of all benchmark features556

without the retrieved paragraphs: the only infor-557

mation given to the model consisted of the prompt558

and the Wikipedia summary for the article about559

the corresponding feature. The prompts are listed560

in Appendix F. For each feature, the baseline run561

was executed ten times in order to capture the vari-562

ance of the results and to represent presence vs.563

absence of knowledge more accurately. It is cru-564

cial to note that the baseline was evaluated only on565

those languages where the grammar itself had suffi-566

cient information to identify the feature: 136, 146,567

121, and 140 values out of 148 for WALS 81A, GB568

107, WALS 116A, and WALS 49A respectively.569

We subsequently integrated the retriever/570

reranker component into the pipeline and tested571

GPT-4o on four prompt configurations: two op-572

tions for the retrieved information (50 paragraphs573

from BM25 / 20 paragraphs from a reranker on top574

of BM25) and two options for prompting (default575

/ with Chain-of-Thought). The Chain-of-Thought576

prompts are the default RAG prompts concatenated577

with guidelines and examples from corresponding578

chapters in WALS and Grambank. We deemed579

Grambank chapters particularly suitable for the 580

purpose of Chain-of-Thought prompting, because 581

each chapter comprises: the summary of the fea- 582

ture with the clarifications on ambiguous linguistic 583

terms (i.e., it is explicitly stated in GB263 that only 584

neutral polar questions should be considered in its 585

context, while leading polar questions should be 586

ignored); the step-by-step algorithm intended to in- 587

struct human annotators on determining the value 588

of the feature; and examples from the world’s lan- 589

guages with interlinear glosses and explanations of 590

the reason why the feature is present (or missing) 591

in the language. 592

More details regarding the prompt configurations 593

are available in Appendix G. 594

The temperature value we chose for GPT-4o is 595

0.2, since our tasks requires the model to incline 596

towards more deterministic behavior. 597

Running the rerankers on the RAG benchmark 598

for all configurations requires approximately 7.2 599

GPU hours in total on 1x NVIDIA A100 40GB. 600

The results for all RAG configurations are pre- 601

sented in Table 4. All RAG configurations outper- 602

form the baselines. The observation that macro- 603

averaged F1 scores tend to be higher than micro- 604

averaged F1 scores—which equate to accuracy, 605

given that we do not treat any features as multilabel 606

classifications—suggests that the RAG pipeline is 607

more effective with more frequent classes, strug- 608

gling to address the class imbalance present in the 609

typological profiles of the world’s languages. The 610

results are overall inconsistent, and it is important 611

to note that the Chain-of-Thought approach does 612

not always improve upon its default counterpart, 613

contrary to the expectation for Chain-of-Thought 614

to excel on intensive reasoning tasks. 615

An additional ablation study is provided in Ap- 616

pendix I. 617

6 Discussion 618

Expanding the MTOB approach could significantly 619

benefit from standardizing descriptive grammars of 620

various languages into a uniform format, leveraging 621

databases such as Grambank or WALS. However, 622

we can state that in the non-contaminated envi- 623

ronment demonstrated in this work the descriptive 624

linguistic texts still pose a significant challenge. 625

While generally machine reading can be perceived 626

as a “solved task”, the results on linguistic fea- 627

tures show that descriptive grammars remain a non- 628

saturated material showcasing LLMs’ weak spots. 629
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F1 mean Baseline BM25 BM25+CoT Reranker Rer.+CoT
micro 0.5551 ± 0.0359 0.6892 0.7027 0.7095 0.7297
macro 0.2812 ± 0.0276 0.7179 0.6097 0.6141 0.6139WALS 81A
weighted 0.5328 ± 0.0337 0.6694 0.6890 0.6790 0.6995
micro 0.5747 ± 0.0350 0.6622 0.6554 0.6757 0.7095
macro 0.5740 ± 0.0354 0.5718 0.5731 0.6011 0.6546GB 107
weighted 0.5724 ± 0.0361 0.5957 0.5959 0.6221 0.6713
micro 0.3986 ± 0.0238 0.5203 0.5405 0.5541 0.5135
macro 0.2216 ± 0.0158 0.4711 0.4494 0.4332 0.4042WALS 49A
weighted 0.3453 ± 0.0237 0.5314 0.5542 0.5605 0.5185
micro 0.4504 ± 0.0396 0.8446 0.8986 0.8378 0.8784
macro 0.4240 ± 0.0456 0.8392 0.8946 0.8335 0.8739

interrog.
intonation
only weighted 0.4068 ± 0.0484 0.8480 0.9007 0.8415 0.8810

micro 0.9653 ± 0.0076 0.9932 0.9865 0.9865 0.9797
macro 0.6641 ± 0.0460 0.9427 0.8965 0.8715 0.8281

interrog.
word
order weighted 0.9611 ± 0.0064 0.9936 0.9878 0.9865 0.9808

micro 0.7264 ± 0.0402 0.9054 0.9189 0.9459 0.9257
macro 0.5446 ± 0.0502 0.7977 0.8335 0.8890 0.8504

clause-
initial
particle weighted 0.7371 ± 0.0337 0.9054 0.9205 0.9470 0.9278

micro 0.4909 ± 0.0409 0.7230 0.7568 0.7027 0.7838
macro 0.4808 ± 0.0415 0.7173 0.7463 0.6972 0.7717

clause-
final
particle weighted 0.4661 ± 0.0428 0.7314 0.7644 0.7116 0.7902

micro 0.6760 ± 0.0367 0.8311 0.8851 0.8378 0.8581
macro 0.5011 ± 0.0544 0.7638 0.8201 0.7709 0.7832

clause-
medial
particle weighted 0.6644 ± 0.0355 0.8439 0.8888 0.8496 0.8641

micro 0.7678 ± 0.0185 0.7973 0.8311 0.8243 0.8311
macro 0.4533 ± 0.0311 0.7075 0.7354 0.7282 0.7419

interrog.
verb
morphology weighted 0.7102 ± 0.0160 0.8192 0.8451 0.8396 0.8465

micro 0.9273 ± 0.0128 0.9257 0.9595 0.9662 0.9730
macro 0.5147 ± 0.0573 0.7407 0.8225 0.8594 0.8501tone
weighted 0.9104 ± 0.0121 0.9390 0.9637 0.9704 0.9730

Table 4: F1 scores across all configurations of the pipeline. All five configurations contain prompts from Appendix F
with Wikipedia summaries for corresponding features. The Baseline column refers to prompting GPT-4o without
materials from grammars (i.e, without RAG). BM25 refers to using 50 paragraphs retrieved by BM25. Reranker
refers to using 20 paragraphs selected from these 50 by SFR-Embedding-Mistral. CoT refers to Chain-of-Thought
(adding instructions and examples from WALS or Grambank to the prompt). The best F1 value in each row is shown
in bold. The values after the ± sign in the Baseline column are the sample standard deviation across 10 runs. Each
of the remaining four configurations was executed only once.

7 Conclusion630

In this paper, we introduced two benchmarks for631

evaluation of methods that combine Retrieval Aug-632

mented Generation with large language models to633

extract and classify typological features from de-634

scriptive grammars.635

We also provided an open-source pipeline for636

linguistic information extraction, which has sig-637

nificant potential to improve NLP applications for638

under-resourced languages.639

The proposed pipeline, alongside the presented640

benchmarks, revealed that BM25, a language-641

agnostic information retrieval method, is compara-642

ble in quality to state-of-the-art embedding-based643

methods on the task of retrieving information from644

descriptive grammars, and can be used as a RAG645

component on the linguistic domain. Furthermore,646

despite the notion that the machine reading task has647

mostly been resolved, the complexities inherent in648

linguistic texts still present challenges. While the649

advancements in language models have made sig- 650

nificant strides in handling various types of texts, 651

the results obtained on our benchmarks suggest that 652

it remains premature to assert their effectiveness 653

on the domain of linguistic descriptions. 654

Our contributions lay the groundwork for ex- 655

tending the capabilities of LLMs to handle com- 656

plex linguistic data, such as grammatical descrip- 657

tions. This work represents a crucial step toward 658

better supporting low-resource languages in NLP. 659

Future work could further optimize the retrieval 660

and classification processes, expand the benchmark 661

to include more languages, and explore practical 662

applications of information extraction on the lin- 663

guistic domain, such as cross-lingual typological 664

analysis and machine translation for extremely low- 665

resource languages. 666
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8 Limitations667

One of the limitations of our work is the number668

of languages presented: despite efforts to choose669

a stratification method that would yield a represen-670

tative sample, 148 languages (the chosen number671

for each feature) constitute only about 2% of the672

world’s languages.673

Another limitation is potential presence of er-674

roneous data. WALS and Grambank currently list675

2,662 and 2,467 languages respectively, which falls676

into the range of 30-40% of the world’s known lan-677

guages (fewer than 60% with grammars available).678

Furthermore, most language profiles are not full:679

there are only 5 and 841 languages annotated for680

the least “popular” feature in WALS and Grambank681

respectively. Additionally, (Baylor et al., 2023)682

demonstrate that typological databases contain erro-683

neous entries and discrepancies, reporting 69.04%684

average agreement between WALS and Grambank685

across six typological features (agreement score686

for each feature obtained by averaging scores for687

macroareas). A portion of the discrepancies is most688

likely attributable to human error. Despite exten-689

sive efforts to eliminate the errors and fill the gaps,690

our benchmark is not to be considered perfect data691

either, since the first author was the only annotator.692

Furthermore, due to high computational costs of693

running RAG on GPT-4o with extensive excerpts694

from grammars, we limited our experiments (ex-695

cluding the baseline, which was executed 10 times)696

to running every RAG configuration only once.697

Finally, one of the most crucial limitations of698

this paper is the inability to make the benchmark699

for the RAG pipeline fully open-source, since the700

majority of grammars in the benchmark are under701

copyright.702

9 Ethical Statement703

In pursuing the advancement of machine translation704

and natural language processing through the use705

of descriptive grammars, we must address critical706

ethical concerns, particularly relating to copyright.707

Most grammars in the benchmark have copyright708

licenses which prohibit their reproduction fully.709

The benchmark for rerankers and the benchmark710

for RAG differ in the following way: in the bench-711

mark for rerankers, each individual paragraph is712

annotated according to relevance to WALS 81A713

(to be used for retrieval assessment), whereas the714

benchmark for RAG does not have annotations for715

individual paragraphs. Therefore, we release our716

codebase and materials under MIT and publish the 717

first benchmark fully, since it can be considered as 718

a derivative work, and its publication for research 719

purposes falls under fair use. 720

To ensure compliance with copyright laws and 721

respect for intellectual property rights, we do not 722

publish the second benchmark fully; we only pub- 723

lish the list of grammars and the list of page num- 724

bers where the relevant information for each feature 725

can be found. 726

Furthermore, we advocate for the development 727

of collaborative agreements with copyright holders 728

in order to obtain permission for making at least 729

some of the full texts of the grammars available 730

as open-source. We believe that addressing these 731

copyright issues is crucial for the sustainable and 732

ethical advancement of language technologies. 733
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A Rerankers: HuggingFace976

1. bge-en-icl (Xiao et al., 2023): https://977

huggingface.co/BAAI/bge-en-icl978

License: Apache 2.0979

2. stella_en_1.5B_v5: https://huggingface.980

co/dunzhang/stella_en_1.5B_v5981

License: MIT982

3. NV-Retriever-v1 (de Souza et al., 2024):983

https://huggingface.co/nvidia/984

NV-Retriever-v1985

License: NVIDIA license agreement986

4. gte-Qwen2-7B-instruct (Li et al., 2023):987

https://huggingface.co/Alibaba-NLP/988

gte-Qwen2-7B-instruct989

License: Apache 2.0990

5. Linq-Embed-Mistral (Kim et al.,991

2024): https://huggingface.co/992

Linq-AI-Research/Linq-Embed-Mistral993

License: CC-BY-NC-4.0994

6. SFR-Embedding-2_R (Meng* et al., 2024):995

https://huggingface.co/Salesforce/996

SFR-Embedding-2_R997

License: CC-BY-NC-4.0998

7. SFR-Embedding-Mistral (Meng et al., 2024):999

https://huggingface.co/Salesforce/1000

SFR-Embedding-Mistral1001

License: CC-BY-NC-4.01002

B Benchmark for Rerankers: Examples1003

for Relevance Categories1004

0 — the paragraph does not mention word order at1005

all.1006

In order to express ‘from’, these demon-1007

strative members must take the ablative-1008

1 suffix (-ngomay), like all other adverb1009

and also nouns, e.g. yarro-ngomay ‘here-1010

ABL1’ in (3-134), (4-13), (4-18-b), (4-1011

77), (4-114). (Tsunoda, 2012, p. 181)1012

Annotated with 0: the paragraph only describes1013

demonstratives without any mentions of orders of1014

elements in the language.1015

Paragraphs that contain examples with glosses1016

without explicit mentions of word order were simi-1017

larly annotated with 0: examples without context1018

should not be treated as evidence of a language1019

having a particular word order, because a language 1020

may have no dominant word order. 1021

1 — the paragraph mentions or describes 1022

word order in a construction other than the 1023

monotransitive construction (or order of mor- 1024

phemes/phonemes/clitics/etc.), since WALS 81A 1025

refers to the word order in the monotransitive con- 1026

struction with the verb in the declarative mood in 1027

particular. 1028

Table 36 shows that propositional encli- 1029

tics are ordered in relation to each other. 1030

The directional enclitics -(e)nhdhi ’TO- 1031

WARDS’ and -(e)ya ’AWAY’ are mutually 1032

exclusive. (Ford, 1998, p. 269) 1033

Annotated with 1: the paragraph describes order 1034

of enclitics instead of the constituent order in the 1035

monotransitive construction. 1036

2 — the paragraph mentions or describes the 1037

word order in the monotransitive construction (in 1038

a title of a section, in the table of contents, or in 1039

references). 1040

736 27.3 Word order at the clause level . 1041

. . . . . . . . . . . . . . . . . (Forker, 2013, 1042

p. xxiv) 1043

Annotated with 2: this chunk is a fragment of a 1044

table of contents. 1045

3 — the paragraph mentions or describes the 1046

word order in the monotransitive construction (in a 1047

paragraph in the main text). 1048

Alsea, Siuslaw, and Coos have been ten- 1049

tatively categorized as having VOS as 1050

their basic word order, by Greenberg 1051

(1966), on the basis of the fact that 1052

Greenberg found VOS to be the most com- 1053

mon order of subject, object, and verb in 1054

these languages. (Morgan, 1991, p. 482) 1055

Annotated with 3: the grammar describes the 1056

language Kutenai, but this paragraph mentions the 1057

constituent order in the monotransitive construction 1058

in other languages. 1059

4 — the paragraph narrows down the word or- 1060

der in the monotransitive construction to several 1061

variants. 1062

As a consequence of its predominant 1063

verb-medial order, Qaqet does not have 1064

any clause chaining and/or switch refer- 1065

ence <...> (Hellwig, 2019, p. 19) 1066

12

https://huggingface.co/BAAI/bge-en-icl
https://huggingface.co/BAAI/bge-en-icl
https://huggingface.co/BAAI/bge-en-icl
https://huggingface.co/dunzhang/stella_en_1.5B_v5
https://huggingface.co/dunzhang/stella_en_1.5B_v5
https://huggingface.co/dunzhang/stella_en_1.5B_v5
https://huggingface.co/nvidia/NV-Retriever-v1
https://huggingface.co/nvidia/NV-Retriever-v1
https://huggingface.co/nvidia/NV-Retriever-v1
https://huggingface.co/Alibaba-NLP/gte-Qwen2-7B-instruct
https://huggingface.co/Alibaba-NLP/gte-Qwen2-7B-instruct
https://huggingface.co/Alibaba-NLP/gte-Qwen2-7B-instruct
https://huggingface.co/Linq-AI-Research/Linq-Embed-Mistral
https://huggingface.co/Linq-AI-Research/Linq-Embed-Mistral
https://huggingface.co/Linq-AI-Research/Linq-Embed-Mistral
https://huggingface.co/Salesforce/SFR-Embedding-2_R
https://huggingface.co/Salesforce/SFR-Embedding-2_R
https://huggingface.co/Salesforce/SFR-Embedding-2_R
https://huggingface.co/Salesforce/SFR-Embedding-Mistral
https://huggingface.co/Salesforce/SFR-Embedding-Mistral
https://huggingface.co/Salesforce/SFR-Embedding-Mistral


Annotated with 4: the mention that Qaqet has a1067

predominantly verb-medial order narrows the seven1068

logically possible variants to “SVO”, “OVS”, and1069

“No dominant order”.1070

5 — a linguist can unambiguously determine the1071

constituent order in the monotransitive construction1072

from the paragraph.1073

<...> The constituent order in relative1074

clauses is SOV, as in main clauses. The1075

subject in relative clauses is obligatorily1076

encoded as genitive, while all other con-1077

stituents appear as they would in an inde-1078

pendent verbal clause. (Wegener, 2012,1079

p. 254)1080

Annotated with 5: the word order is explicitly1081

mentioned in the paragraph.1082

One might expect that the peculiar con-1083

stituent order of Urarina would also be1084

subject to pressure from Spanish (a noto-1085

rious A V O / S V language), but signifi-1086

cant changes to constituent order in Ura-1087

rina are not observed. As mentioned in1088

§18.3, there are a few isolated examples1089

of an S or A argument occurring in pre-1090

verbal position that cannot be accounted1091

for in terms of the predicted features (fo-1092

cus, emphasis, negation). Beside that,1093

in one of the dialects investigated fur-1094

ther above (Copal), two examples with1095

an O argument in postverbal position1096

were observed. While such examples are1097

extremely rare, one could of course at-1098

tribute these to the influence of Spanish.1099

(Olawsky, 2006, p. 899)1100

Annotated with 5. Although there is no explicit1101

mention of the word order in Urarina, it is described1102

in the paragraph that there are only isolated exam-1103

ples of the subject argument in Urarina occurring1104

in the preverbal position and of the object argument1105

occurring in the postverbal position. Consequently.1106

the only possible logical variant that is possible1107

for Urarina is OVS, contrary to the immediately1108

obvious mention of SVO (A V O) in Spanish. Ex-1109

tracting information from such paragraphs based1110

solely on term frequency would be suboptimal.1111
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C Benchmark for Rerankers: Details

Grammar Language Family Macroarea Word order
(Campbell, 2017) Gã Niger-Congo Africa SVO
(Newman, 2002) Hausa Afro-Asiatic Africa No mention
(Georg, 2007) Ket Yeniseian Eurasia No mention
(Forker, 2013) Hinuq Nakh-Daghestanian Eurasia SOV
(Ford, 1998) Emmi Western Daly Australia No dom. order
(Tsunoda, 2012) Warrongo Pama-Nyungan Australia SOV
(Morgan, 1991) Kutenai Kutenai North America VOS
(Dunn, 1979) Tsimshian (Coast) Tsimshianic North America VSO
(Elliott, 2021) Enxet Sur Lengua South America No dom. order
(Sakel, 2004) Mosetén Mosetenan South America SVO
(Hellwig, 2019) Qaqet Baining Papunesia SVO
(Wegener, 2012) Savosavo Solomons East Papuan Papunesia SOV
(Olawsky, 2006) Urarina Urarina South America OVS
(Weir, 1986) Nadëb Nadahup South America OSV

Table 5: Languages featured in the benchmark for rerankers. “No mention” in the column “Word order” indicates
that the 50 paragraphs chosen by BM25 for this grammar do not allow to narrow down the word order in the
language to one feature.

AnnotationsGrammar 0 1 2 3 4 5
0
(irrelevant)

1-3
(misleading)

4-5
(relevant)

(Campbell, 2017) 34 7 0 2 0 7 0.68 0.18 0.14
(Newman, 2002) 15 30 3 1 1 0 0.30 0.68 0.02
(Georg, 2007) 36 13 0 0 1 0 0.72 0.26 0.02
(Forker, 2013) 9 14 10 6 4 7 0.18 0.60 0.22
(Ford, 1998) 28 19 0 0 0 3 0.56 0.38 0.06
(Tsunoda, 2012) 8 23 7 5 3 4 0.16 0.70 0.14
(Morgan, 1991) 0 12 10 11 4 13 0.00 0.66 0.34
(Dunn, 1979) 45 0 1 2 0 2 0.90 0.06 0.04
(Elliott, 2021) 5 18 2 4 3 18 0.10 0.48 0.42
(Sakel, 2004) 11 19 5 6 4 5 0.22 0.60 0.18
(Hellwig, 2019) 24 10 1 0 7 8 0.48 0.22 0.30
(Wegener, 2012) 17 16 7 3 1 6 0.34 0.52 0.14
(Olawsky, 2006) 6 17 3 2 8 14 0.12 0.44 0.44
(Weir, 1986) 34 4 2 2 5 3 0.68 0.16 0.16
Total 272 202 51 44 41 90 0.3886 0.4243 0.1871

Table 6: Distribution of annotation categories in the benchmark for rerankers.
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D Benchmark for Rerankers: Dynamics for NDCG@k
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bge-en-icl Specific Instruct
stella_en_1.5B_v5 Default Instruct
NV-Retriever-v1 Default Instruct
gte-Qwen2-7B-instruct Specific Instruct: Term Only
Linq-Embed-Mistral Specific Instruct: Term Only
SFR-Embedding-2_R Specific Instruct: Term Only
SFR-Embedding-Mistral Specific Instruct
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bge-en-icl Specific Instruct
stella_en_1.5B_v5 Default Instruct
NV-Retriever-v1 Default Instruct
gte-Qwen2-7B-instruct Specific Instruct: Term Only
Linq-Embed-Mistral Specific Instruct: Term Only
SFR-Embedding-2_R Specific Instruct: Term Only
SFR-Embedding-Mistral Specific Instruct
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BM25
bge-en-icl Specific Instruct
stella_en_1.5B_v5 Default Instruct
NV-Retriever-v1 Default Instruct
gte-Qwen2-7B-instruct Specific Instruct: Term Only
Linq-Embed-Mistral Specific Instruct: Term Only
SFR-Embedding-2_R Specific Instruct: Term Only
SFR-Embedding-Mistral Specific Instruct
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BM25
bge-en-icl Specific Instruct
stella_en_1.5B_v5 Default Instruct
NV-Retriever-v1 Default Instruct
gte-Qwen2-7B-instruct Specific Instruct: Term Only
Linq-Embed-Mistral Specific Instruct: Term Only
SFR-Embedding-2_R Specific Instruct: Term Only
SFR-Embedding-Mistral Specific Instruct
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BM25
bge-en-icl Specific Instruct
stella_en_1.5B_v5 Default Instruct
NV-Retriever-v1 Default Instruct
gte-Qwen2-7B-instruct Specific Instruct: Term Only
Linq-Embed-Mistral Specific Instruct: Term Only
SFR-Embedding-2_R Specific Instruct: Term Only
SFR-Embedding-Mistral Specific Instruct
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georg2007descriptive

BM25
bge-en-icl Specific Instruct
stella_en_1.5B_v5 Default Instruct
NV-Retriever-v1 Default Instruct
gte-Qwen2-7B-instruct Specific Instruct: Term Only
Linq-Embed-Mistral Specific Instruct: Term Only
SFR-Embedding-2_R Specific Instruct: Term Only
SFR-Embedding-Mistral Specific Instruct
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BM25
bge-en-icl Specific Instruct
stella_en_1.5B_v5 Default Instruct
NV-Retriever-v1 Default Instruct
gte-Qwen2-7B-instruct Specific Instruct: Term Only
Linq-Embed-Mistral Specific Instruct: Term Only
SFR-Embedding-2_R Specific Instruct: Term Only
SFR-Embedding-Mistral Specific Instruct
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BM25
bge-en-icl Specific Instruct
stella_en_1.5B_v5 Default Instruct
NV-Retriever-v1 Default Instruct
gte-Qwen2-7B-instruct Specific Instruct: Term Only
Linq-Embed-Mistral Specific Instruct: Term Only
SFR-Embedding-2_R Specific Instruct: Term Only
SFR-Embedding-Mistral Specific Instruct
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bge-en-icl Specific Instruct
stella_en_1.5B_v5 Default Instruct
NV-Retriever-v1 Default Instruct
gte-Qwen2-7B-instruct Specific Instruct: Term Only
Linq-Embed-Mistral Specific Instruct: Term Only
SFR-Embedding-2_R Specific Instruct: Term Only
SFR-Embedding-Mistral Specific Instruct
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Figure 1: NDCG@k across all values of k for best performing configurations for each model.

One of the most evident phenomena indicated by the plots is low NDCG@k scores at small values of k on
(Newman, 2002), indicating that all models ranked an irrelevant paragraph first. The “irrelevant”
paragraph in question appears to be the following:

WORD ORDER The basic word order in sentences with i.o.’s is V + i.o.+ (d.o.),i.e., verb
followedimmediately by the sh. indirect object followed by the direct object (if present). This
word order is the same whether the i.0.is a noun or a pronoun, e.g., ura v3amigrate Misa ya
kawo [wa tsohuwa];9, ruwaMusa brought the old woman water. (Newman, 2002)

This paragraph describes the basic word order in a ditransitive construction and has been annotated with 1
(“the paragraph mentions or describes word order in a construction other than the monotransitive
construction”). While a linguist may make a rational assumption that the monotransitive construction also
follows the VO pattern, it would be incorrect to make assumptions in most similar cases: for instance,
WALS lists 13 languages that have the SVO dominant order for transitive constructions, but VS for
intransitive constructions, and any newly discovered language may potentially violate a principle
previously considered a universal.
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E Benchmark for Rerankers: Wikipedia Summary vs. Term Only
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Figure 2: Mean NDCG@k for all grammars: Wikipedia Summary vs Term Only.
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F Benchmark for RAG: Prompts

Prompt for Word Order (partially based on WALS 81A):

Please determine the dominant word order (order of subject, object, and verb) in the language
<...>.
The term "dominant word order" in the context of this feature refers to the dominant order
of constituents in declarative sentences, in the case where both the subject and the object
participants are nouns.
Reply with one of the 7 following options: SOV, SVO, VOS, VSO, OVS, OSV, No dominant order.
1. Provide the reasoning for the chosen option.
2. After the reasoning, output the word "Conclusion:" and the chosen option at the end of your
response.

Prompt for Standard Negation (partially based on GB107):

Please determine if standard negation in the language <...> can be marked by a modification of
the verb or an affix/clitic that is phonologically bound to the verb.
The term "standard negation" refers to constructions that mark negation in declarative sentences
involving dynamic (not-stative) verbal predicates.
Morphemes that attach (become phonologically bound) to other constituents, not verbs only, do
not count.
Clitic boundaries are marked in the glosses by an equals sign: "=".
Affix boundaries are marked in the glosses by a dash: "-".
Separate words (i.e., particles that are not phonologically bound to other words) are separated
from other words by spaces.
Choose one of the 2 following options: 1, 0.
Reply with 1 if standard negation in the language <...> can be marked by an affix, clitic or
modification of the verb.
Reply with 0 if standard negation in <...> cannot be marked by an affix, clitic or modification of
the verb.
1. Provide the reasoning for the chosen option.
2. After the reasoning, output the word "Conclusion:" and the chosen option at the end of your
response.
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Prompt for Polar Questions (partially based on Grambank chapters related to strategies for marking polar
questions):

Please determine all possible strategies for forming polar questions (yes-no questions) in the
language <...>.
Consider neutral polar questions only (non-neutral, or leading, polar questions indicate that
the speaker expects a particular response).
The 7 strategies for forming polar questions are the following: Interrogative intonation only,
Interrogative word order, Clause-initial question particle, Clause-final question particle, Clause-
medial question particle, Interrogative verb morphology, Tone.
Clitic boundaries are marked in the glosses by an equals sign: "=".
Affix boundaries are marked in the glosses by a dash: "-".
Separate words (e. g. particles that are not phonologically bound to other words) are separated
from other words by spaces.
For this feature, count interrogative clitics as particles if they can be bound to other constituents
in the sentence, not to the verb only.
Interrogative morphemes that can be phonologically bound to the verb only are counted as
interrogative verbal morphology.
If a morpheme (for example, clitic or particle) can follow any constituent, which can be in
various positions within the clause, including the clause-final position, code 1 for both "Clause-
medial question particle" and "Clause-final question particle".
If a morpheme (for example, clitic or particle) can precede any constituent, which can be
in various positions within the clause, including the clause-initial position, code 1 for both
"Clause-initial question particle" and "Clause-medial question particle".
For each strategy, code 1 if it is present in the described language; code 0 if it is absent in the
language.
Example of the output for a language that marks polar questions either with interrogative
intonation only or with a clause-final interrogative particle:
"Interrogative intonation only: 1, Interrogative word order: 0, Clause-initial question particle:
0, Clause-final question particle: 1, Clause-medial question particle: 0, Interrogative verb
morphology: 0, Tone: 0"
1. Provide the reasoning for the chosen option.
2. After the reasoning, output the word "Conclusion:" and the chosen option at the end of your
response.
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Prompt for Number of Cases (partially based on WALS 49A):

Please determine the number of cases in the language <...>.
The term "cases" in the context of this feature refers to productive case paradigms of nouns.
Reply with one of the 9 following options: No morphological case-marking, 2 cases, 3 cases, 4
cases, 5 cases, 6-7 cases, 8-9 cases, 10 or more cases, Exclusively borderline case-marking.
The feature value "Exclusively borderline case-marking" refers to languages which have overt
marking only for concrete (or "peripheral", or “semantic”) case relations, such as locatives or
instrumentals.
Categories with pragmatic (non-syntactic) functions, such as vocatives or topic markers, are
not counted as case even if they are morphologically integrated into case paradigms.
Genitives are counted as long as they do not encode categories of the possessum like number or
gender as well, if they do not show explicit adjective-like properties. Genitives that may take
additional case affixes agreeing with the head noun case ("double case") are not regarded as
adjectival.
1. Provide the reasoning for the chosen option.
2. After the reasoning, output the word "Conclusion:" and the chosen option at the end of your
response.
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G Benchmark for RAG: Prompt Details1112

G.1 Wikipedia Summaries1113

Feature Wikipedia Title
WALS 81A Word order3

GB 107 Affirmation and negation4

WALS 49A Grammatical case5

WALS 116A* Yes-no question6

Table 7: The Wikipedia pages we chose to take their
summaries as definitions for the typological features
(versions as of September 3rd, 2024).

The fourth paragraph from the "Grammatical1114

case" summary was not included in the prompts1115

due to containing examples of languages and their1116

numbers of cases. If it was included in the prompt,1117

we would have essentially provided the RAG sys-1118

tem with an answer to a part of the given task.1119

G.2 Base Prompts1120

Due to the multilabel classification on the linguis-1121

tic domain already posing a potential significant1122

challenge for the RAG pipeline, we simplified the1123

annotation guidelines for the features pertaining to1124

interrogative particles compared to the ones pre-1125

sented in Grambank.1126

Firstly, in our version of the feature, the particles1127

do not necessarily have to be dedicated to marking1128

polar questions; the main purpose of the particle1129

may be marking content questions, as long as using1130

it to mark polar questions is possible as well. The1131

motivation for this adjustment is the fact that the1132

retriever and reranker in the RAG pipeline will1133

retrieve information related to polar questions only1134

based on the query, and it is irrational to expect1135

information on polar questions to appear in the1136

retrieved paragraphs.1137

Secondly, we deemed it unnecessary for a clause-1138

medial particle to have the middle of the clause as1139

its most common placement; a particle is consid-1140

ered clause-medial if it can appear in the clause-1141

medial position in at least one example.1142

Another simplification is omission of two other1143

features related to polar questions in Grambank:1144

3https://en.wikipedia.org/w/index.php?title=
Word_order&oldid=1240489972

4https://en.wikipedia.org/w/index.php?title=
Affirmation_and_negation&oldid=1202783032

5https://en.wikipedia.org/w/index.php?title=
Grammatical_case&oldid=1238822129

6https://en.wikipedia.org/w/index.php?title=
Yes%E2%80%93no_question&oldid=1236424936

GB286, GB297. V-not-V constructions and double- 1145

marking with both a particle and verbal morphol- 1146

ogy occur in our benchmark in isolated examples 1147

only. 1148

Despite the simplifications, we impose the re- 1149

quirement on assigning clitics to the particle cate- 1150

gory if they can attach to anything in their vicinity, 1151

and to the verb morphology category if they can be 1152

phonologically bound to the verb only, in order for 1153

the task to test the capabilities of the RAG pipeline 1154

in regard to distinguishing morphology from syn- 1155

tax. GB291 (marking polar questions by means 1156

of tone) has been retained for a similar purpose: 1157

distinguishing morphology from prosody. 1158

G.3 Modifications for Chain-of-Thought 1159

We modified each chapter of the WALS and Gram- 1160

bank for the Chain-of-Thought prompts in the fol- 1161

lowing way according to our specifications: We 1162

eliminated all mentions and examples of languages 1163

that already exist in the respective benchmarks. For 1164

instance, (1) has been modified to obtain (2) due 1165

to Oneida being present in the Number of Cases 1166

benchmark: 1167

(1) This excludes, for example, the "loca- 1168

tive" suffixes in Oneida (Iroquoian; On- 1169

tario) from being counted as case, since 1170

they can derive body-part nouns which 1171

may occur in all semantically permitted 1172

syntactic positions (i.e. not only as loca- 1173

tional adverbials). (WALS, Chapter 49A: 1174

Number of Cases) 1175

(2) For example, "locative" suffixes that 1176

can derive body-part nouns which may 1177

occur in all semantically permitted syn- 1178

tactic positions (i.e. not only as loca- 1179

tional adverbials), are not counted as 1180

case. 1181

Additionally, we removed mentions of the 1182

WALS map, since each prompt for the RAG 1183

pipeline is formulated as determining a feature 1184

value instead of placing it on a map. We eliminated 1185

duplicated information (i.e., left only one mention 1186

about disregarding leading polar questions across 1187

all chapters in GB257 – GB 291); changed the 1188

guidelines according to our simplified definitions of 1189

clause-initial/clause-medial/clause-final particles; 1190

and included the explanation of when clitics are 1191

regarded as particles and when they are considered 1192

verbal morphology. 1193
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H Benchmark for RAG: Distribution of Values

Word Order (WALS 81A)
No dominant order 40
No mention 12
OSV 1
OVS 1
SOV 59
SVO 25
VOS 4
VSO 6
Total 148

Number of Cases (WALS 49A)
No case marking 55
Excl. borderline case marking 21
2 cases 11
3 cases 3
4 cases 5
5 cases 6
6-7 cases 22
8-9 cases 13
10 or more cases 12
Total 148

Standard Negation (GB 107)
0 65
1 83
Total 148

Polar Questions (WALS 116A*)
Clause-initial particle

0 20
1 128

Clause-medial particle
0 132
1 16

Clause-final particle
0 100
1 48

Verb morphology
0 125
1 23

Interrogative word order
0 144
1 4

Interrogative intonation only
0 96
1 52

Tone
0 141
1 7
Total 148

Table 8: Distribution of values in each feature (total = 148). The imbalance of classes should not be mitigated,
because the benchmark, serving as a representative language sample, is intended to reflect the natural distribution of
values found in languages around the world. If the grammar does not mention the feature, the following values
are assigned to it: No mention for WALS 81A; No case marking for WALS 49A; 0 for GB 107; 0 for each of the
sub-features for WALS 116A*. We make the assumption that a lack of mention in the descriptive material most
likely indicates a lack of the phenomenon in the language (apart from the Word Order feature, since one of the seven
logically possible categories must inevitably be present).
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I Benchmark for Rerankers: Ablation

Additionally to the main experiment, we conducted an ablation study: how would the RAG pipeline
perform if it had access to a near-optimal retriever instead of the combination of BM25 and rerankers, i.e.,
how much of the error is attributable to the generation component of Retrieval-Augmented Generation?
In order to conduct this ablation study, we annotated the pages in the grammar documents where the
relevant information for the feature is contained (i.e., sufficient information for a linguist to unambiguously
infer the value of the feature). Since this approach is only applicable to grammars that actually contain the
relevant information, we ran the ablation on 136 grammars for WALS 81A, 146 grammars for GB 107,
121 grammars for WALS 116A, and 140 grammars for WALS 49A (out of 148), the same subsets as for
the baseline runs.
We used the manually retrieved pages as the retrieved component in RAG, resulting in two columns on
the right in Table 9, and recalculated the metrics for the four RAG configurations on the same subsets as
used for the ablation. The baseline metrics are identical to the ones in Table 4 due to identical subsets of
grammars.
The results indicate that for features that have a high baseline performance (most likely due to having
an extreme class imbalance), e.g, Interrogative Word Order and Tone, involving a human to retrieve the
paragraphs may harm the classification quality.
For WALS 49A (the feature hypothesized to be the most difficult one to classify) it is the Chain-of-Thought
component that makes the difference between harming the classification performance and improving it;
however, the F1 scores for this feature remain low, not exceeding 0.56.

F1 average Baseline Wiki Wiki
+CoT

Re-
ranker

Rer.
+CoT Human Human

+CoT
micro 0.5551 ± 0.0359 0.7353 0.7426 0.7500 0.7794 0.7868 0.7868
macro 0.2812 ± 0.0276 0.7060 0.5866 0.5880 0.6000 0.5198 0.4949WALS 81A
weighted 0.5328 ± 0.0337 0.7398 0.7499 0.7391 0.7721 0.7838 0.7939
micro 0.5747 ± 0.0350 0.6644 0.6644 0.6849 0.7192 0.8151 0.8425
macro 0.5740 ± 0.0354 0.5679 0.5814 0.6100 0.6644 0.8038 0.8304GB 107
weighted 0.5724 ± 0.0361 0.5958 0.6069 0.6334 0.6829 0.8102 0.8366
micro 0.3986 ± 0.0238 0.5000 0.5214 0.5357 0.5000 0.5000 0.5429
macro 0.2216 ± 0.0158 0.4655 0.4461 0.4299 0.4031 0.4126 0.4737WALS 49A
weighted 0.3453 ± 0.0237 0.5088 0.5341 0.5409 0.5023 0.5082 0.5579
micro 0.4504 ± 0.0396 0.8347 0.8926 0.8430 0.8678 0.9174 0.9256
macro 0.4240 ± 0.0456 0.8346 0.8924 0.8429 0.8677 0.9169 0.9251

interrog.
intonation
only weighted 0.4068 ± 0.0484 0.8352 0.8929 0.8433 0.8681 0.9178 0.9260

micro 0.9653 ± 0.0076 0.9917 0.9835 0.9835 0.9752 0.9917 0.9835
macro 0.6641 ± 0.0460 0.9423 0.8957 0.8707 0.8269 0.9264 0.8707interrog.

word order weighted 0.9611 ± 0.0064 0.9922 0.9851 0.9835 0.9765 0.9912 0.9835
micro 0.7264 ± 0.0402 0.9008 0.9091 0.9421 0.9256 0.9587 0.9339
macro 0.5446 ± 0.0502 0.8127 0.8385 0.8972 0.8679 0.9266 0.8889

clause-
initial
particle weighted 0.7371 ± 0.0337 0.8987 0.9100 0.9427 0.9263 0.9591 0.9362

micro 0.4909 ± 0.0409 0.7190 0.7851 0.7025 0.7851 0.8017 0.8017
macro 0.4808 ± 0.0415 0.7190 0.7826 0.7025 0.7826 0.8000 0.7977

clause-
final
particle weighted 0.4661 ± 0.0428 0.7195 0.7874 0.7030 0.7874 0.8038 0.8035

micro 0.6760 ± 0.0367 0.8430 0.8843 0.8430 0.8595 0.9091 0.9008
macro 0.5011 ± 0.0544 0.7961 0.8374 0.7961 0.8049 0.8671 0.8606

clause-
medial
particle weighted 0.6644 ± 0.0355 0.8502 0.8857 0.8502 0.8621 0.9085 0.9021

micro 0.7678 ± 0.0185 0.7686 0.8099 0.8017 0.8182 0.8760 0.8843
macro 0.4533 ± 0.0311 0.7026 0.7361 0.7279 0.7506 0.8188 0.8235

interrog.
verb
morphology weighted 0.7102 ± 0.0160 0.7894 0.8226 0.8157 0.8311 0.8819 0.8877

micro 0.9273 ± 0.0128 0.9174 0.9504 0.9587 0.9669 0.9504 0.9669
macro 0.5147 ± 0.0573 0.7500 0.8199 0.8572 0.8484 0.8199 0.8662tone
weighted 0.9104 ± 0.0121 0.9309 0.9555 0.9637 0.9669 0.9555 0.9689

Table 9: F1 scores for the ablation experiments (on the right) and the four initial RAG configurations + baseline
(on the left) on the same subset of grammars as the ablation experiments. The best F1 value in each row in the
main table and the best F1 value for the better of the two ablation experiments are shown in bold. Each of the two
ablation experiments was executed only once. Blue cells in the ablation experiments indicate better performance,
red cells indicate worse performance, and purple cells indicate identical performance compared to the the best
non-human retriever in the same row.
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Most features demonstrate an increase in F1 scores when compared to non-human retrievers.
The greatest improvement in quality was achieved on the balanced binary value, GB 107: +0.166 macro
F1 compared to the best RAG configuration.
Overall, a conclusion can be made that while the task of machine reading on the linguistic domain is still
not fully resolved, the task of information retrieval within the linguistic domain is similarly important.
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