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Abstract

To address the issues of insufficient knowledge001
and hallucination in Large Language Models002
(LLMs), numerous studies have explored inte-003
grating LLMs with Knowledge Graphs (KGs).004
However, these methods are typically evalu-005
ated on conventional Knowledge Graph Ques-006
tion Answering (KGQA) with complete KGs,007
where all factual triples required for each ques-008
tion are entirely covered by the given KG. In009
such cases, LLMs primarily act as an agent010
to find answer entities within the KG, rather011
than effectively integrating the internal knowl-012
edge of LLMs and external knowledge sources013
such as KGs. In fact, KGs are often incom-014
plete to cover all the knowledge required to015
answer questions. To simulate these real-world016
scenarios and evaluate the ability of LLMs to017
integrate internal and external knowledge, we018
propose leveraging LLMs for QA under Incom-019
plete Knowledge Graph (IKGQA), where the020
provided KG lacks some of the factual triples021
for each question, and construct correspond-022
ing datasets. To handle IKGQA, we propose a023
training-free method called Generate-on-Graph024
(GoG), which can generate new factual triples025
while exploring KGs. Specifically, GoG per-026
forms reasoning through a Thinking-Searching-027
Generating framework, which treats LLM as028
both Agent and KG in IKGQA. Experimental029
results on two datasets demonstrate that our030
GoG outperforms all previous methods.031

1 Introduction032

Large Language Models (LLMs) (Brown et al.,033

2020; Bang et al., 2023) have made great success034

in various natural language processing (NLP) tasks.035

Benefiting from extensive model parameters and036

vast amounts of pre-training corpus, LLMs can037

solve complex reasoning tasks through prompt-038

ing engineer and in-context learning (Dong et al.,039

2023), without fine-tuning for specific tasks.040

However, LLMs are still suffer from insufficient041

knowledge and hallucination issues (Huang et al.,042
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Question: What is the time zone of the area where Apple
headquarters is located? 
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located in Cupertino,
and I know the timezone
of Cupertino is Pacific
Standard Time.

(b) Knowledge Graph Question Answering
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Complete KG: entirely cover all related knowledge
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Figure 1: Comparison between three Question Answer-
ing tasks: (a) LLM only QA, (b) Knowledge Graph
QA (KGQA), (c) Incomplete Knowledge Graph QA
(IKGQA), where the triple (Cupertino, timezone, Pa-
cific Standard Time) is missing. The yellow and red
nodes represent topic and answer entity, respectively.

2023; Li et al., 2023a), as shown in Figure 1 (a). 043

To mitigate those issues, many methods that in- 044

corporate LLM with Knowledge Graphs (KGs) (Ji 045

et al., 2021) have been proposed (Pan et al., 2023), 046

where KGs provide accurate factual knowledge 047

in triple format, while LLMs provide strong lan- 048

guage processing and knowledge integration ability. 049

These works can be roughly divided into two cate- 050

gories, as shown in Figure 2: (1) Semantic Parsing 051

(SP) methods (Li et al., 2023c; Luo et al., 2024), 052

which use LLMs to convert natural language ques- 053

tions to logical queries, and then obtain answers 054

by executing these logical queries on KGs. (2) 055

Retrieval Augmented (RA) methods (Li et al., 056

2023d), which retrieve information related to the 057
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Figure 2: Three paradigms for combining LLMs with
KGs.

question from KGs as external knowledge to guide058

LLMs to generate the answers.059

Semantic parsing methods exclusively treat060

LLMs as parser, which depend heavily on KGs’061

quality and completeness (Sun et al., 2023). Al-062

though retrieval augmented methods claim to solve063

the drawbacks of semantic parsing methods and064

obtain good performance on conventional Knowl-065

edge Graph Question Answering (KGQA) (Yih066

et al., 2016a), it is still hard to verify whether they067

really integrate knowledge from KGs and LLMs.068

One crucial reason is that, in conventional KGQA069

tasks, the factual triplets required for each ques-070

tion are entirely covered by the KG. For exam-071

ple, for the question "What is the timezone of the072

area where Apple headquarters is located?" in Fig-073

ure 1 (b), the LLMs only need to start from "Ap-074

ple headquarters", sequentially choose the relation075

predicates "located_in" and "timezone" to find the076

answer. That means, in this scenario, LLMs only077

need to ground the relationship mentioned in the078

question to the specific relation predicates in the079

KG to reach the answer entity "Pacific Standard080

Time" without really integrating internal and exter-081

nal knowledge.082

However, on the one hand, KGs are often incom-083

plete to cover all the knowledge required to answer084

questions in real-world scenarios. For example,085

for the same question in Figure 1 (c), the crucial086

triple (Cupertino, timezone, Pacific Standard Time) 087

does not exist in the KG. On the other hand, LLMs 088

contain rich knowledge content and possess power- 089

ful reasoning ability. For example, LLMs usually 090

know the time zone of a city. This raises the re- 091

search question: Can LLMs be combined with 092

incomplete KGs to answer complex questions? 093

To answer this question, in this paper, we first 094

propose a new benchmark, which utilizes LLMs for 095

QA under incomplete KG (IKGQA), to simulate re- 096

alistic scenarios. We construct the IKGQA datasets 097

based on existing public KGQA datasets and simu- 098

late KGs with varying degrees of incompleteness 099

by randomly dropping triples according to differ- 100

ent probabilities. Unlike conventional KGQA, the 101

corresponding KG in IKGQA does not encompass 102

all the factual triplets required for each question. 103

This means that semantic parsing methods may fail 104

to retrieve the final answer even generating the cor- 105

rect SPARQL query 1. Besides, previous retrieval 106

augmented methods also can’t perform well un- 107

der incomplete KGs, as they still heavily rely on 108

the retrieved paths, more details are in Appendix 109

B. Compared to KGQA, IKGQA holds greater re- 110

search significance for the following reasons: (1) 111

It is closer to real-world scenarios where the given 112

KG is incomplete to answer users’ questions. (2) It 113

can better evaluate the ability of LLMs to integrate 114

the internal and external knowledge. 115

We also propose a novel method called Generate- 116

on-Graph (GoG) for IKGQA, as illustrated in 117

Figure 2 (c), which not only treats LLM as an 118

agent exploring the given KGs to retrieve rele- 119

vant triples, but also as a KG to generate addi- 120

tional factual triples for answering this question. 121

Specifically, GoG adopts a Thinking-Searching- 122

Generating framework, consisting of three main 123

steps: (1) Thinking: LLMs decompose the ques- 124

tion and determine whether to conduct further 125

searches or generate relevant triples based on the 126

current state. (2) Searching: LLMs use pre-defined 127

tools, such as a KG engineer executing SPARQL 128

queries, to explore the KGs and filter out irrele- 129

vant triples. (3) Generating: LLMs use its internal 130

knowledge and reasoning abilities to generate re- 131

quired new factual triples based on the explored 132

subgraph and verify them. GoG will repeat these 133

steps until obtaining adequate information to an- 134

swer the question. The codes and data are available 135

1Semantic parsing methods always parse "timezone" into
to "timezone" rather than "located_in -> timezone" because of
the training set, more details can be found in Appendix A.
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at https://anonymous.4open.science/136

r/GoG-B735.137

The main contributions of this paper can be sum-138

marized as follows:139

1. We propose leveraging LLMs for QA under140

incomplete KG (IKGQA) to better evaluate141

LLMs’ ability, and construct corresponding142

IKGQA datasets based on existing KGQA143

datasets.144

2. We propose Generate-on-Graph (GoG), which145

uses the Thinking-Searching-Generating146

framework, to address IKGQA.147

3. Experimental results on two datasets show148

the superiority of GoG, and demonstrate that149

LLMs can be combined with incomplete KGs150

to answer complex questions.151

2 Related Work152

Question Answering under Incomplete KG.153

Some previous works (Saxena et al., 2020; Zan154

et al., 2022) attempt to train KG embeddings to155

predict answers by similarity scores under incom-156

plete KG. Compared to these previous KGE-based157

works, we propose leveraging LLMs for QA un-158

der incomplete KG to study whether LLMs can159

integrate internal and external knowledge well.160

Unifying KGs and LLMs for KGQA. Various161

methods have been proposed to unify KGs and162

LLMs to solve KGQA, these methods can be clas-163

sified into two categories: Semantic Parsing (SP)164

methods and Retrieval Augmented (RA) methods.165

SP methods transform the question into a structural166

query using LLMs. These queries can then be exe-167

cuted by a KG engine to derive answers based on168

KGs. These methods generate the drafts as prelimi-169

nary logical forms first, and then bind the drafts to170

the executable ones with entity and relation binders,171

such as KB-BINDER (Li et al., 2023c) and ChatK-172

BQA (Luo et al., 2024). However, the effectiveness173

of these methods relies heavily on the quality of174

the generated queries and the completeness of KGs.175

RA methods retrieve related information from KGs176

to improve the reasoning performance (Li et al.,177

2023b). ToG (Sun et al., 2023) treats the LLM178

as an agent to interactively explore relation paths179

step-by-step on KGs and perform reasoning based180

on the retrieved paths. RoG (Luo et al., 2023) first181

generates relation paths as faithful plans, and then182

use them to retrieve valid reasoning paths from183

the KGs for LLMs to reason. Readi (Cheng et al., 184

2024) generates a reasoning path and edit the path 185

only when necessary. Our GoG belongs to retrieval 186

augmented methods, we also utilize the knowledge 187

modeling ability of LLMs, which is also similar to 188

GAG (Yu et al., 2023). 189

LLM reasoning with Prompting. Many works 190

have been proposed to elicit the reasoning ability 191

of LLMs to solve complex tasks through prompt- 192

ing (Wei et al., 2023; Khot et al., 2023). Complex 193

CoT (Fu et al., 2023) creates and refines rationale 194

examples with more reasoning steps to elicit better 195

reasoning in LLMs. Self-Consistency (Wang et al., 196

2023) fully explores various ways of reasoning to 197

improve their performance on reasoning tasks. De- 198

comP (Khot et al., 2023) solves complex tasks by 199

instead decomposing them into simpler sub-tasks 200

and delegating these to sub-task specific LLMs. Re- 201

Act (Yao et al., 2023) treats LLMs as agents that 202

interact with the environment and make decisions 203

to retrieve information from external source. GoG 204

can be viewed as a fusion of ReAct and DecomP, 205

thereby enabling a more comprehensive utilization 206

of the diverse capabilities internal in LLMs for ad- 207

dressing complex questions. 208

3 Preliminary 209

In this section, we first introduce Knowledge 210

Graphs (KGs). Then, we use symbols of KGs to 211

describe relation path and Knowledge Graph Ques- 212

tion Answering (KGQA). 213

Knowledge Graphs (KG) can be described as a set 214

of inter-linked factual triples, i.e., G = {(h, r, t) ∈ 215

V ×R× V}, where h, r ∈ V denote the head and 216

tail entity, r ∈ R represents the relation. 217

Knowledge Graph Question Answering 218

(KGQA) is a reasoning task that aims to predict 219

answer entities ea ∈ Aq based on G. Following 220

previous work (Sun et al., 2019), we call the 221

entities mentioned in question q as topic entities, 222

denoted as et ∈ Tq. Many datasets (Talmor and 223

Berant, 2018; Yih et al., 2016b) give the standard 224

SPARQL query of each question, which demon- 225

strates a relation path from the topic entity et to 226

answer entity ea. We call this path as gold relation 227

path, denote it as wg = eq
r1−→ e1

r2−→ ...
rl−→ ea. 228

For example, the gold relation path of the question 229

in Figure 3 is wg = Apple Inc
headquarter−−−−−−−→ 230

Cupertino
timezone−−−−−−→ Pacific Standard T ime. 231

In KGQA, ∀i ∈ [1, l], (ei−1, ri, ei) ∈ G. That is, 232

it is guaranteed that all triples in gold path are 233
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(Prompt) Please generate a SPARQL
query for this question.

Response:
SELECT ?x WHERE {
Apple Inc ns:headquartered ?place .
?place ns:timezone ?x .
 }

(a) Semantic Parsering Method

SPARQL
Server

No Answer

Incomplete Knowledge Graph

lives In

Apple Inc Cupertino
headquarter

California

Tim Cook

CEO

Steve Jobs

founder located In

Pacific
Standard Time

timezone

timezone

Palo Alto

timezoneadjoinworks in

born in

Question: What is the time zone of the area where Apple headquarters is located?

Gold Relation Path:

Path retrieved: 
There is no relevant path.

Response: Apple's headquarters is located in Wall
Street, New York. The time zone of  New York
is Eastern Standard Time.

(b) Path Retrieval Method 

(c) Generate-on-Graph

(Propmt): Generate more triples about
the question based on the given triples.
Question: the time zone of Cupertino
Known triples: 
Cupertino, Located In, California
Cupertino, Adjoin, Palo Alto

× nObservation 2: 
Cupertino, located In, California
Cupertino, adjoin, Palo Alto

Observation 1: 
Apple Inc, headquarter, Cupertino

Exploring

Thought 1: I need to find out where
is the Apple's headquarters.
Action 1: Search[Apple Inc] 

Apple Inc Cupertino
headquarter

Tim CookCEO

Steve Jobs
founder

Filtering

TextExploring

Thought 2: The headquarters of
Apple Inc is located in Cupertino, now
I need to find the time zone of
Cupertino.
Action 2: Search[Cupertino]

Thought 3: There is no information
about the time zone of Cupertino, I
need to generate some new information
abouth this question based on retrieve
triples and my inherent knowledge
Action 3: Generate[the time zone of
Cupertino]

Filtering

Verifying

Observation 3: 
Cupertino, timezone, Pacific
Standard Time

Thought 4: I know the timezone of
Cupertino is Pacific Standard Time.
Action 4: Finish[Pacific Standard
Time]

located In California

Cupertino

Palo Alto
adjoin

Cupertino, timezone, Pacific Standard Time

Generated t1

California, timezone, Pacific Standard Time
Cupertino, timezone, Pacific Standard Time

Generated t2

Cupertino, timezone, Eastern Standard Time

Generated t3

Choosing relevant triples

Figure 3: Comparison of three methods in solving IKGQA: (a) Semantic parsing based method (e.g., ChatK-
BQA (Luo et al., 2024)), (b) Path retrieval method (e.g., ToG (Sun et al., 2023)), (c) The proposed GoG with
Thinking-Searching-Generating framework.

contained by G.234

4 Incomplete Knowledge Graph Question235

Answering (IKGQA)236

4.1 Task Introduction237

IKGQA differs from KGQA in that, in IKGQA,238

∃i ∈ [1, l], (ei−1, ri, ei) /∈ G. That is, it doesn’t239

guarantee that all triples in gold path are contained240

by G. For example, the triple (Cupertino, timezone,241

Pacific Standard Time) in wg may not be contained242

by G. Therefore, models need to recall them from243

LLMs or reasoning from subgraph information.244

4.2 Datasets Construction245

At present, there are no IKGQA datasets readily246

available. In this paper, to promote relevant re-247

search, we construct two IKGQA datasets based248

on two widely used KGQA datasets: WebQues-249

tionSP (WebQSP) (Yih et al., 2016b) and Com-250

plex WebQuestion (CWQ) (Talmor and Berant,251

2018). Both datasets use Freebase (Bollacker et al.,252

2008) as their background KG. To simulate incom-253

plete KGs, we randomly delete some crucial triples,254

which appear in the gold relation path, for each255

question from the original KG. By doing this, sim-256

ple semantic parsing methods almost fail to obtain257

the correct answers. In order to save computational258

costs, we randomly select 1,000 samples of these 259

two datasets for constructing IKGQA questions. 260

The process of generating crucial triples of a 261

question is illustrated in Algorithm 1. 262

Algorithm 1: Obtaining crucial triples of
the question q

Input: SPARQL query sq, KG G,
probability p

Output: Dropped crucial triples list L
1 Initialize L← [], filtered_triples← [];
2 binding_results← execute(sq, G);
3 all_triples← convert(binding_results);
4 // Filter property node (e.g., height, text)
5 filtered_triples← filter(all_triples);
6 for each t in filtered_triples do
7 r← generate_random_float();
8 if r ≤ p then
9 L.add(t)

10 end
11 end
12 Return L;

5 Generate-on-Graph (GoG) 263

In this section, we introduce our method Generate- 264

on-Graph (GoG), which can integrate the knowl- 265

edge of KGs and LLMs, as well as utilize the rea- 266
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soning ability of LLMs. The workflow of GoG267

is illustrated in Figure 3 (c). GoG utilizes the268

Thinking-Searching-Generating framework, which269

consists of three main steps: Thinking, Searching270

and Generating.271

5.1 Thinking272

Motivated by ReAct (Yao et al., 2023), we con-273

sider the LLM as an agent interacting with an en-274

vironment to solve tasks. GoG use the Thinking-275

Searching-Generating framework to answer ques-276

tions. As shown in Figure 3 (c), for each step i,277

GoG first generates a thought ti ∈ L, where L is278

the language space, to decompose the original ques-279

tion (Thought 1), decide which next sub-question280

should be solved (Thought 2) or determine whether281

it has adequate information to output the final an-282

swers (Thought 4). Then, based on the thought283

ti, GoG generates an action ai ∈ A, where A is284

the action space, to search information from the285

KG (Action 1, 2) or generate more information by286

reasoning and internal knowledge (Action 3).287

5.2 Searching288

The search action is invoked by GoG in the form289

of Search[ei], where ei is the target entity, as il-290

lustrated in Action 1 and 2 in Figure 3 (c). While291

it is possible to search multiple target entities, like292

Search[e1i , e
2
i , . . .], for simplicity, we only con-293

sider searching for one target entity here. This294

action aims to find the most relevant top-k entities295

Ei from the neighboring entities of the target entity296

ei based on the last thought ti. The search action297

consists of two steps: Exploring and Filtering.298

• Exploring GoG first uses predefined299

SPARQL queries to obtain all the relations300

Ri linked to the target entity ei. For example,301

in Figure 3 (c), e1={Apple Inc} R1={founder,302

headquarter, CEO}.303

• Filtering After retrieving the relation set Ri,304

LLMs are utilized to select the most relevant305

top-N relations R′
i based on the last thought306

ti. The prompt used for this step is detailed in307

Appendix C. In the case of Figure 3 (c), LLMs308

select R′
1={headquarter} from R1={founder,309

headquarter, CEO} to answer the thought t1310

"I need to find out where is the Apple’s head-311

quarters".312

Finally, we obtain the most relevant entity set313

Ei based on the target entity et and the relevant314

relation set R′
i. As shown in Figure 3 (c), the Ob- 315

servation in step one is {(Apple Inc, headquarter, 316

Cupertino)}, which is attached to the context to 317

enable GoG to generate the next thought. 318

5.3 Generating 319

When there is no direct answer from previous Ob- 320

servation, the Generate Action is invoked by GoG 321

in the form of Generate[ti], where ti is the last 322

thought, as illustrated in Action 3 in Figure 3 (c). 323

This action tries to utilize the LLM to generate 324

new factual triples based on retrieval information 325

and internal knowledge. There are three steps in 326

each Generate Action: choosing, generating and 327

verifying. 328

• Choosing To provide LLMs some relevant in- 329

formation to generate more accurate triples, 330

we use BM25 (Robertson and Zaragoza, 2009) 331

to retrieve the most relevant triples from pre- 332

vious Observation. For example, in the Ac- 333

tion 3 in Figure 3 (c), we choose {(Cupertino, 334

located_in, California), (Cupertino, adjoin, 335

Palo Alto)} from Observation 1 and 2 as the 336

relevant triples used in LLM generating new 337

triples. 338

• Generating After retrieving relevant triples, 339

LLMs are utilized to generate new factual 340

triples based on these relevant triples and their 341

internal knowledge. The generating process 342

will be repeated n times to minimize error 343

and hallucination. As shown in Action 3 of 344

Figure 3 (c), given relevant triples, LLMs gen- 345

erate {(Cupertino, timezone, Pacific Standard 346

Time)} in generated t1. 347

• Verifying In the end, we use LLMs to ver- 348

ify the generated triples and choose those are 349

more likely to be accurate as the Observation, 350

the prompt used here is shown in Appendix 351

C. As shown in Observation 3 of Figure 3 352

(c), LLMs only remain {(Cupertino, timezone, 353

Pacific Standard Time)} from all generated 354

triples. 355

It is also possible for the LLMs to generate an en- 356

tity that is not explored before. Therefore, we have 357

to link the entity to its corresponding Machine Iden- 358

tifier (MID) in the KG. This entity linking process 359

is divided into two steps: (1) We retrieve some 360

similar entities and their corresponding types based 361

BM25 scores. (2) We utilize the LLM to select the 362
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Method CWQ WebQSP
w.o. Knowledge Graph

IO prompt 37.6 63.3
CoT 38.8 62.2
CoT+SC 45.4 61.1

CKG IKG CKG IKG
w.t. Knowledge Graph / Fine-tuned

RoG (Luo et al., 2023) 66.1 54.2 88.6 78.2
ChatKBQA (Luo et al., 2024) 76.5 39.3 78.1 49.5

w.t. Knowledge Graph / Not-Training (GPT-3.5)
KB-BINDER (Li et al., 2023c) - - 50.7 38.4
StructGPT (Jiang et al., 2023) - - 76.4 60.1
ToG (Sun et al., 2023) 47.2 37.9 76.9 63.4
GoG (Ours) 55.7 44.3 78.7 66.6

w.t. Knowledge Graph / Not-Training (GPT-4)
ToG (Sun et al., 2023) 71.0 56.1 80.3 71.8
GoG (Ours) 75.2 60.4 84.4 80.3

Table 1: The Hits@1 scores of different models over two datasets under different settings (%). CKG and IKG
denote using complete and incomplete KG (IKG-40%), respectively. Results of the other baselines were re-run by
us 2. The boldface indicates the best result.

most relevant entity based on the types, the prompt363

we use is demonstrated in Appendix C.364

GoG repeats the above three steps until it obtains365

adequate information, and then outputs the final366

answer in the form of Finish[ea], where ea repre-367

sents the answer entity. It should be noticed that the368

agent could also generate "Finish[unknown]”,369

which means that there is not enough information370

for the agent to answer the question. In this case,371

we would roll back and search one more hop neigh-372

bors of the last target entity.373

6 Experiments374

6.1 Experiments Setup375

Evaluation Metrics Following previous works376

(Li et al., 2023d; Jiang et al., 2023; Sun et al., 2023),377

we use Hits@1 as our evaluation metric, which378

measures the proportion of questions whose top-1379

predicted answer is correct.380

Baselines The baselines we compare can be di-381

vided into three groups: (1) LLM only methods,382

including standard prompting (IO prompt) (Brown383

et al., 2020), Chain-of-Thought (CoT) prompting384

(Wei et al., 2023) and Self-Consistency (SC) (Wang385

2The evaluation strategy we use differs from that of ToG,
which makes the performance of ToG vary from those reported.
Further details are available in Appendix D.

et al., 2023). (2) Semantic Parsing (SP) meth- 386

ods, including KB-BINDER (Li et al., 2023c) and 387

ChatKBQA (Luo et al., 2024). (3) Retrieval Aug- 388

mented (RA) methods, including StructGPT (Jiang 389

et al., 2023), RoG (Luo et al., 2023) and ToG (Sun 390

et al., 2023), where RoG is the SOTA among all 391

models requiring fine-tuning. 392

Experiment Details We use four LLMs as the 393

backbone in our experiments: GPT-3.5, GPT-4, 394

Qwen-1.5-72B-Chat (Bai et al., 2023) and LLaMA- 395

3-70B-Instruct (Touvron et al., 2023). We use Ope- 396

nAI API to call GPT-3.5 and GPT-4. The maximum 397

token length for each generation is set to 256. The 398

temperature parameter is set to 0.7. We use 3 shots 399

in GoG prompts for all the datasets. The prompts 400

we use are listed in Appendix C. 401

Datasets Details For each dataset, we generate 402

four incomplete KGs with varying degrees of com- 403

pleteness: IKG-20%/40%/60%/80%, representing 404

randomly drop 20%/40%/60%/80% crucial triples 405

for each question. In addition to the crucial triples 406

themselves, all relations between these two entities 407

will also be deleted. The statistics of these IKGs 408

can be found in Appendix E. 409

6.2 Main Results 410

Table 1 shows the Hits@1 scores of GoG and all 411

baselines on two datasets under different settings. 412
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Method CWQ
CKG IKG-20% IKG-40% IKG-60% IKG-80%

ToG 47.2 40.5 37.9 33.7 31.4
GoG 55.7 44.9 44.3 36.2 34.4

WebQSP
CKG IKG-20% IKG-40% IKG-60% IKG-80%

StructGPT 76.0 67.8 60.1 51.7 43.7
ToG 76.9 70.3 61.4 60.6 55.9
GoG 78.7 70.8 66.6 62.6 56.5

Table 2: The Hits@1 scores of prompt based methods (w/ GPT-3.5) under different numbers of missing triples (%).
CKG represents using the complete KG. IKG-20%/40%/60%/80% represent randomly drop 20%/40%/60%/80%
crucial triples for each question.

Method
CWQ

CKG IKG-40% NKG
GoG w/GPT-3.5 55.7 44.3 38.8
GoG w/Qwen-1.5 63.3 49.2 47.0
GoG w/Llama-3 59.6 54.6 54.0
GoG w/GPT-4 75.2 60.4 55.6

WebQSP
CKG IKG-40% NKG

GoG w/GPT-3.5 78.7 66.6 62.6
GoG w/Qwen-1.5 77.9 70.2 65.1
GoG w/Llama-3 77.4 74.4 70.8
GoG w/GPT-4 84.4 80.3 75.7

Table 3: The Hits@1 scores of GoG using different
backbone models (%). CKG, IKG-40% and NKG de-
note using complete, incomplete and no KG. Qwen-1.5
and Llama-3 represent Qwen-1.5-72b-chat and Llama-
3-70b-Instruct, respectively.

From the table, we can find that, compared with413

other prompt based methods, GoG can achieve the414

state-of-the-art performance on CWQ and WebQSP415

under both complete and incomplete KG settings.416

Under the CKG setting, the main reasons our417

GoG outperforms ToG are: (1) GoG decompose the418

problem into sub-problems each step and focuses419

on the information needed for each sub-problem420

during the search process, whereas ToG lacks over-421

all planning, making it prone to repetitive explo-422

ration or getting lost during the search. (2) GoG423

adopts a dynamic subgraph expansion search strat-424

egy, while ToG only explores some paths. There-425

fore, the relevant information obtained in GoG is426

richer. Moreover, this strategy can better handle427

compound value types (CVTs), as detailed in Ap-428

pendix F. A case study is shown in Appendix H.1.429

Under the IKG setting, the performance of SP430

methods significantly declines. This is expected,431

as these SP methods don’t interact with the KGs, 432

which means they have no idea of the absence of 433

some triples. The performance of ToG and Struct- 434

GPT on IKG is even worse than that without KG, 435

indicating that these methods still play a role of 436

finding answers rather than effectively integrating 437

internal and external knowledge sources. Our GoG 438

mitigates this issue by using the Generate Action, 439

which utilizes the LLM to generate new factual 440

triples when no direct answer is found. A case 441

study illustrating this is provided in Appendix H.2, 442

and a detailed analysis of the answers generated by 443

GoG can be found in Appendix G. 444

6.3 Performance under Different Degrees of 445

KG Incompleteness 446

To investigate how different degrees of KG incom- 447

pleteness affect different methods, we evaluate the 448

performance of methods (w/ GPT-3.5) under KGs 449

with varying degrees of incompleteness, the results 450

are demonstrated in Table 2. 451

It can be found that our GoG outperforms other 452

prompt based methods in different degrees of in- 453

completeness. Especially on the CWQ dataset, 454

our GoG has a significant improvement on Hits@1 455

score, achieving average 5.0% improvement. That 456

emphasizes the importance of integrate the external 457

and internal knowledge of LLMs under incomplete 458

KGs. On the contrary, the performance of ToG 459

on IKG-40% is even lower than that without KG, 460

indicating the performance of ToG still depends 461

heavily on the completeness of KGs. 462

Even though the majority of questions in the We- 463

bQSP dataset are single-hop questions, GoG still 464

outperforms ToG and StructGPT. This is because 465

GoG can leverage the neighboring information of 466

the topic entities to predict the tail entities while 467

other methods can not make full use these informa- 468
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（a）CWQ （b）WebQSP

Figure 4: The Hits@1 scores of GoG with different number of related triples in the Generate Action on the CWQ
(a) and WebQSP (b) (%). The backbone LLM is Qwen-1.5-72b-chat.

Method
CWQ

CKG IKG-40%
GoG w.o. Generate 62.7 48.6
GoG w.t. Generate 63.3 50.6

WebQSP
CKG IKG-40%

GoG w.o. Generate 74.7 69.4
GoG w.t. Generate 77.9 71.1

Table 4: The Hits@1 scores of GoG w.t./w.o. Generate
Action (%).

tion, a case study is shown in Appendix H.2.469

6.4 Performance with Different LLMs470

We evaluate how different backbone models af-471

fect GoG performance. Table 3 demonstrates that472

the performance of GoG using GPT-4 as back-473

bone improves significantly. Especially under com-474

plete KGs setting, GoG (w/GPT-4) achieves 84.4475

and 75.2 Hits@1 score on the WebQSP and CWQ476

datasets respectively, which achieve SOTA perfor-477

mance in prompt based methods and outperforms478

most fine-tuned methods.479

Additionally, we observe that under the NKG480

setting, Llama-3 consistently outperforms Qwen-481

1.5, whereas under the CKG setting, the opposite482

is true. This suggests that the proficiency of LLM483

as a KG and as an agent is not entirely equivalent.484

Exploring how different LLMs can leverage their485

strengths in playing specific roles could be a direc-486

tion for future research.487

6.5 Ablation Study488

The Effect of the Number of Related Triples489

We perform additional experiments to find out 490

how the number of related triples effect GoG’s 491

performance. We select the top-k relevant triples 492

based on BM25, as shown in Figure 4. The results 493

indicate that: (1) GoG’s performance significantly 494

improves with relevant subgraphs, likely because 495

these subgraphs activate LLMs’ memory to gen- 496

erate more accurate triples and enable reasoning 497

of new factual triples based on these subgraphs. 498

(2) In most cases, performance initially increases 499

and then decreases as the number of related triples 500

grows. This decline is mainly due to the introduc- 501

tion of noisy and unrelated knowledge. 502

The Effect of Generate Action 503

We investigate the effect of the Generate Action, 504

as shown in Figure 4. GoG’s performance is lower 505

without Generate Action, confirming the effective- 506

ness of Generate Action. However, GoG without 507

Generate Action still achieves competitive results 508

because it becomes a pure exploring agent, lead- 509

ing to two outcomes: (1) No false negatives, as 510

all answers come from KGs, and (2) It thoroughly 511

searches KGs for answers, whereas GoG with Gen- 512

erate Action may determine to invoke Generate 513

Action instead of continuing the search. 514

7 Conclusion 515

In this paper, we propose leveraging LLMs for QA 516

under Incomplete KGs (IKGQA), and construct 517

relevant datasets. We propose Generate-on-Graph 518

(GoG), which can effectively integrate the external 519

and internal knowledge of LLMs. Experiments 520

on two datasets show the superiority of GoG, and 521

demonstrate that an LLMs can be combined with 522

incomplete KGs to answer complex questions. 523
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Limitation524

The limitations of our proposed GoG are as follows:525

(1) It is possible for LLM to hallucinate in the526

Generate Action, which is unavoidable for existing527

LLMs. (2) There is room for further improvement528

in performance, as GoG’s performance is lower529

than that with CoT prompt when KGs are very530

incomplete.531

Ethics Statement532

This paper proposes a method for complex ques-533

tion answering in incomplete knowledge graph,534

and the experiments are conducted on public avail-535

able datasets. As a result, there is no data privacy536

concern. Meanwhile, this paper does not involve537

human annotations, and there are no related ethical538

concerns.539
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A Semantic Parsing Methods Details701

The training datasets for SP methods are con-702

structed under the complete KGs, which means703

that "Time Zone" corresponds directly to the704

relation "ns:location.location.time_zones" rather705

than a two-hop path "ns:location.located_in ->706

ns:location.location.time_zones". An example707

in CWQ is shown in Table 5. This means708

SP models trained on CWQ will always out-709

put "?c ns:location.location.time_zones ?x" in-710

stead of "?c ns:location.located_in ?y . ?y711

ns:location.location.time_zones ?x". Therefore,712

these methods will fail under Incomplete KGs. In713

another word, semantic parsing methods don’t in-714

teract with the KGs, which means they have no715

idea of the absence of some triples.716

B Retrieval Augmented Methods Details717

The RA method retrieves relevant paths from the718

knowledge graph (KG) and uses these paths as719

context for the large language model (LLM) to gen-720

erate answers. For instance, ToG employs an LLM721

to explore the KG, using beam search to select722

paths related to the question. However, analysis of723

ToG’s results reveals that approximately 70% of the724

correct answers come directly from the explored725

paths, and less than 10% of the correct answers are726

derived from a combination of the explored path727

knowledge and the internal knowledge of the LLM.728

Subsequent experimental results also indicate that729

under the IKG setting, ToG’s performance is even730

inferior to that of using the LLM alone. This further731

demonstrates that such methods do not truly inte-732

grate the internal of LLMs and external knowledge733

of KGs.734

C Prompt List735

The prompts used in GoG are shown in Table 9.736

D Settings for Baselines737

Following ToG, the Freebase dump is acquired738

from https://developers.google.com/739

freebase?hl=en, we deploy Freebase with740

Virtuoso. GoG, RoG, KB-BINDER and ChatK-741

BQA are evaluated on the same Freebase database.742

RoG. We use the checkpoints and the default set-743

tings provided by the official repository: n_beam=3744

in generating rule, max_new_tokens=512 in infer-745

ring answers.746

ChatKBQA. We use the predicted S-expression 747

provided by the official repository, and convert 748

them into SPARQL queries. To compare ChatK- 749

BQA with other models fairly, we execute these 750

SPARQL queries under the Freebase database men- 751

tion before instead the DB files provided by them. 752

Therefore, the performance of ChatKBQA reported 753

in Table 1 is slightly different from that in their 754

original paper. 755

KB-BINDER. We use the official repository and 756

use KB-BINDER (6)-R (with majority vote and 757

retrieve the most similar exemplars) to infer an- 758

swers. However, the code-davinci-002 used in their 759

original paper is not available, so we use GPT-3.5 760

instead. Besides, to reduce runtime, we decreased 761

the number of candidate MID combinations (de- 762

spite that, it still takes about 4 hours to answer 763

200 questions). Therefore, the performance of KB- 764

BINDER reported in Table 1 is slightly different 765

from that in their original paper. 766

ToG. We use the official repository and their default 767

settings for inferring answers: max_length=256, 768

width=3, depth=3. Since the official repository 769

doesn’t provide the alias answers in the CWQ 770

dataset, we evaluate ToG on the CWQ dataset with- 771

out considering alias answers (the same strategy 772

for all models). Therefore, the performance of ToG 773

reported in Table 1 is slightly different from that in 774

their original paper. 775

StructGPT. We use the official repository and run- 776

ning scripts to evaluate StructGPT on the WebQSP 777

dataset. 778

E Statistics of Topic Entities in IKGs 779

The statistics of dropped edges are shown in Table 780

6. Besides, we also ensure that after deleting these 781

crucial triples, the number of neighbor nodes of 782

the topic entities will not be zero. The statistics of 783

topic entities are shown in Table 7, and we drop 784

those samples which have isolated topic entities 785

(topic entity without any neighbor node). 786

F Compound Value Type (CVT) node 787

Compound Value Type (CVT) nodes are usually 788

utilized to model events, which could involve start 789

time, end time, location and so on, in KGs. An 790

example of CVT node is illustrated in Figure 5. 791
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Question In the nation that spends the Bahamian dollar as currency, what time zone is
used?

SPARQL PREFIX ns: <http://rdf.freebase.com/ns/>
SELECT DISTINCT ?x WHERE {
FILTER (?x != ?c) FILTER (!isLiteral(?x) OR lang(?x) = ” OR lang-
Matches(lang(?x), ’en’))
?c ns:location.country.currency_used ns:m.01l6dm .
?c ns:location.location.time_zones ?x .
}

Table 5: An example about "timezone" in the CWQ dataset.

IKG-
20%

IKG-
40%

IKG-
60%

IKG-
80%

CWQ 2.2 4.3 6.4 7.9

WebQSP 6.6 13.9 20.3 27.4

Table 6: The average number of edges deleted for each
question under different incompleteness degrees.

Brad Paisey

m.03gr7w

CVT

m.0h3d7qj

education

1993 Belmont University Bachelor

degreeinstitutionstart time

m.019v9km.01qdhx

Figure 5: An example of compound value types (CVTs)
in Freebase dataset. Blue, green and orange nodes de-
note normal entities, CVT node and property node.

G Result Analysis792

G.1 Performance under Generate Action793

Table 8 illustrates the frequency of the Generate794

operation in different datasets alongside their cor-795

responding Hits@1 scores. In the complete KGs796

setting, GoG still conducts the Generate operation797

when related relations are not correctly selected or798

when answers to sub-questions cannot be directly799

found via a one-hop relationship. In the incom-800

plete KGs setting, the frequency of the Generate801

operation is higher, as GoG needs to generate new802

factual triples that are missing in the KGs. Hits@1803

scores under both settings mean that most genera-804

tion leading to correct results.805

G.2 Error Analysis 806

We consider four types of errors: (1) Generate Er- 807

ror, LLMs make error in the Generate Action, such 808

as output wrong entities or "unknown". (2) De- 809

compose Error, LLMs forget the original question 810

after multi-round searching and answer the wrong 811

sub-question in the end. (3) Hallucination, the fi- 812

nal answer produced by the LLM is not supported 813

by the evidence in the context (e.g., it lacks some 814

of the constraints), yet the LLM still believes this 815

answer satisfies all the constraints of the question. 816

(4) False Negative, LLMs output the alias name 817

of the ground truth. The distribution is shown in 818

Figure 6. It is evident that the majority of actual 819

errors stem from hallucinations, discounting false 820

negative samples. Moreover, under the IKG setting, 821

there is a higher likelihood of False Negative occur- 822

rences due to discrepancies between the answers 823

generated by the Generate Action and the reference 824

answers (for instance, the LLM outputs ’The US’ 825

while the correct answer is "America"). 826

H Case Study 827

H.1 Comparison between ToG and GoG 828

under CKG setting 829

ToG is likely to think compound value types (CVT) 830

are not worthy to further explore and ignore them, 831

as they do not offer information directly. Our 832

GoG can easily solve this problem by expanding 833

subgraph dynamically, that means if there is not 834

enough information provided by the current sub- 835

graph, GoG would search one more hop, so the 836

neighbors of CVT nodes is taken into consideration 837

in this way. As illustrated in Table 10, In this case, 838

ToG gets lost and doesn’t retrieve correct infor- 839

mation when encounters CVT, "UnName_Entity" 840

represents CVT nodes in the explored paths. On 841

the contrast, our GoG can handle CVT nodes well 842
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Dataset IKG-
20%

IKG-
40%

IKG-
60%

IKG-
80%

CWQ
Median number of neighbor nodes 27 26 27 27

Number of isolated topic entities 19 42 59 53

WebQSP
Median number of neighbor nodes 428 427 427 426

Number of isolated topic entities 1 2 1 2

Table 7: Statistics of topic nodes in Incomplete KGs. Isolated topic entity represent topic entity without any neighbor
node.

Figure 6: The error proportions of GoG under different datasets and settings.

by further searching.843

H.2 Comparison between ToG and GoG844

under IKG setting845

In this section, we present a case analysis to eval-846

uate the utility of GoG, as demonstrated in Table847

11. In this case, GoG will first search the neigh-848

bors of "Appalachian Mountains" and obtain (Bald849

Eagle Mountain, mountain.mountain_range,850

Appalachian Mountains), (Spaulding Moun-851

tain, mountain.mountain_range, Appalachian852

Mountains) and (Old Rag Mountain, moun-853

tain.mountain_range, Appalachian Mountains),854

then GoG can infer that Appalachian Mountains855

are also located in North America simply by856

knowing information about the other three moun-857

tains. However, ToG fails on this question once858

the crucial triple (Appalachian Mountains, lo-859

cation.location.containedby, North America) is860

missing. In another word, for one-hop questions,861

GoG can use the neighbors information of the topic862

entities to predict the tail entities while other meth-863

ods can not make full use of the neighbors informa-864

tion.865

H.3 Cases of Generate Action866

Generate Action is typically invoked when GoG867

cannot directly obtain an answer from the search868

results. There are two possible reasons for not be- 869

ing able to directly get an answer from the search 870

results: (1) The correct relation was not selected, or 871

(2) There is a lack of knowledge (the correspond- 872

ing triples have been deleted). For example, in 873

the case of Table 12, GoG doesn’t select the cor- 874

rect relation "base.biblioness.bibs_location.state" 875

in Search[Montreal], which leads to the answer 876

not appearing in the search results. At this point, 877

GoG uses the internal knowledge of LLMs to gen- 878

erate an answer to the question "which Canadian 879

province is Montreal in" and successfully gets the 880

correct answer "Quebec". 881

In the case of Table 13, the key triple 882

"Guatemala, location.location.containedby, Cen- 883

tral America" is missing, which also leads to the 884

information not being found in the search. At this 885

point, GoG uses the internal knowledge of LLMs 886

along with the retrieved triple "Guatemala, coun- 887

tries.continent, North America" to successfully in- 888

fer that Guatemala is located in Central America, 889

thereby obtaining the correct answer. 890

H.4 Bad Cases of GoG 891

Hallucination 892

The case in Table 14 demonstrates an example 893

of GoG, where GoG mistakenly inferred that the 894

date "2012-01-01" was when the team won the 895
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Models
CWQ

CKG IKG-20% IKG-40% IKG-60% IKG-80%

GoG w/GPT-3.5 21.0% (53.8) 33.8% (45.5) 35.9% (52.9) 39.1% (45.2) 39.8% (48.7)

GoG w/Qwen-1.5 24.2% (44.2) 35.5% (42.2) 40.0% (43.5) 46.5% (41.7) 50.4% (43.6)

WebQSP

CKG IKG-20% IKG-40% IKG-60% IKG-80%

GoG w/GPT-3.5 19.3% (63.2) 24.4% (63.5) 26.8% (66.4) 32.5% (57.8) 38.2% (66.4)

GoG w/Qwen-1.5 23.4% (55.9) 28.2% (51.4) 33.9% (57.8) 37.7% (60.2) 49.5% (56.5)

Table 8: Ratio of Generate operation in different KG settings. Numbers in brackets represent corresponding Hits@1
score.

championship, while in fact, this date marks the896

beginning of Larr Baer’s leadership of the team.897

Generation Error898

The case in Table 15 demonstrates an example899

of GoG, where GoG make an error in generating900

the mascot for Syracuse University Athletics. It901

mistakenly identified "Orangeman" as the mascot902

of the team, but in reality, the team’s mascot is Otto903

the Orange. "Orangeman" is actually the name904

used to refer to the team.905

Decompose Error906

The case in Table 16 demonstrates an example907

of GoG. In this example, during the process of908

decomposing the problem, GoG forgets that the909

initial goal is to find the team coached by Pablo910

Laso. Instead, in the final thought, the objective911

shifts to finding the country where this team is912

located. This type of situation is likely to become913

more frequent as the number of search iterations914

increases and the context length grows longer.915
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Tasks Prompt

GoG
Instruction

Solve a question answering task with interleaving Thought, Action, Observation steps.
Thought can reason about the current situation, and Action can be three types:
(1) Search[entity1 | entity2 | ...], which searches the exact entities on Freebase and returns
their one-hop subgraphs. You should extract the all concrete entities appeared in your last
thought without redundant words, and you should always select entities from topic entities in
the first search.
(2) Generate[thought], which generate some new triples related to your last thought. These
new triples may come from your inherent knowledge directly or reasoning from the given
triples.
(3) Finish[answer1 | answer2 | ...], which returns the answer and finishes the task. The answers
should be complete entity label appeared in the triples. If you don’t know the answer, please
output Finish[unknown].
Entities and answers should be separated by "|".
Attention please, entities begin with "m." (e.g., m.01041p3) represent CVT (compound value
type) node, and they shouldn’t be selected as the final answers. To find out those entities
involved in these event, you could select them as the entities to be searched. You should
generate each step without redundant words.
Here are some examples.
In-Context Few-shot
Question: {Question}
Topic Entity: {List of Topic Entities}
Thought 1:

Filter
Relations

Please select 3 relations that most relevant to the question and rank them. You should answer
these relations in list format directly without redundant words.
Here are some examples.
In-Context Few-shot
Thought: {Thought}
Entity: {Entity}
Relation: {List of Relations}
Answer:

Generate
Triples

Given the existing triples, please generate some new triples related to your current thought.
These new triples may come from your inherent knowledge directly or reasoning from the
given triples.
Here are some examples.
In-Context Few-shot
Thought: {Thought}
Known Triples: {Explored Triples}
Generated Triples:

Verify
Triples

Given the existing triples please select relevant triples to the question from LLM-generated
triples based on your inherent knowledge.
Here are some examples.
In-Context Few-shotQuestion: {Question}
Generated triples: {Generated triples}
Answers:

Table 9: Prompts for different tasks used in GoG.
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Question Where did the "Country Nation World Tour" concert artist go to college?
Dropped
Crucial
Triples

None

ToG

Reasoning Paths:
[(Country Nation World Tour, music.artist.concert_tours, Brad Paisley), (Country Na-
tion World Tour, music.concert_tour.artist, Brad Paisley), (Bachelor’s degree, educa-
tion.educational_degree.people_with_this_degree, UnName_Entity)],
[(UnName_Entity, education.education.institution, University of North Carolina at Chapel
Hill), (UnName_Entity, education.education.major_field_of_study, Journalism), (Un-
Name_Entity, education.education.degree, Bachelor’s degree)]

Prediction:
Based on the given knowledge triplets, the artist who had the "Country Nation World Tour"
concert is Brad Paisley. Additionally, it is mentioned that Brad Paisley has a Bachelor’s
degree. The knowledge triplets also provide information about the institution he attended,
which is the University of North Carolina at Chapel Hill. Therefore, the answer to the
question is {University of North Carolina at Chapel Hill}.

GoG

Thought 1: I need to find the artist who performed the "Country Nation World Tour" and
then find out where they went to college.
Action 1: Search[Country Nation World Tour]
Observation 1: Country Nation World Tour, concert_tour.artist, Brad Paisley

Thought 2: Brad Paisley performed the "Country Nation World Tour", so I need to find out
where Brad Paisley went to college.
Action 2: Search[Brad Paisley]
Observation 2: Brad Paisley, person.education, m.0h3d7qb
Brad Paisley, person.education, m.0h3d7qj
Brad Paisley, person.education, m.0n1dd_6

Thought 3: m.0h3d7qb, m.0h3d7qj and m.0n1dd_6 could be CVT, I need to further search
them.
Action 3: Search[m.0h3d7qb | m.0h3d7qj | m.0n1dd_6]
Observation 3: Brad Paisley, person.education, m.0h3d7qj
m.0h3d7qb, education.institution, John Marshall High School
m.0h3d7qj, education.institution, Belmont University
m.0h3d7qj, education.major_field_of_study, Music
m.0n1dd_6, education.institution, West Liberty University

Thought 4: Based on the given observations, Brad Paisley went to Belmont University. This
is where the "Country Nation World Tour" concert artist went to college.
Action 4: Finish[Belmont University]

Table 10: The comparison between ToG and GoG under CKG setting. The wrong answers are highlighted with red
color, and the correct answers are highlighted with blue color.
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Question Where do the appalachian mountains run?
Dropped
Crucial
Triple

Appalachian Mountains, location.location.containedby, North America

ToG
Reasoning Paths: None

Prediction: I’m sorry, but I need more information to answer your question.

GoG

Thought 1: I need to search the Appalachian Mountains to find out where they run.
Action 1: Search[Appalachian Mountains]
Observation 1: Appalachian Mountains, location.contains, Brasstown Bald
Appalachian Mountains, location.contains, Craggy Dome
Appalachian Mountains, location.geolocation, m.02_qbv6
Bald Eagle Mountain, mountain.mountain_range, Appalachian Mountains
Spaulding Mountain, mountain.mountain_range, Appalachian Mountains
Old Rag Mountain, mountain.mountain_range, Appalachian Mountains

Thought 2: The Appalachian Mountains contain various locations and are part of geoloca-
tions. To find out where they run, I need to generate some new triples based on these given
triples and my inherent knowledge.
Action 2: Generate[where do the Appalachian Mountains run]
Observation 2: Appalachian Mountains, geographical_feature.contains_location, Blue Ridge
Mountains
Appalachian Mountains, geographical_feature.start_location, Alabama
Appalachian Mountains, geographical_feature.start_location, North America

Thought 3: The Appalachian Mountains start from North America
Action 3: Finish[Alabama | North America]

Ground
Truth

North America

Table 11: The comparison between ToG and GoG under IKG setting. The wrong answers are highlighted with red
color, and the correct answers are highlighted with blue color.
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Question Which Canadian Province was the locatiuon for the TV show the Lottery?
Dropped Crucial
Triples

None

GoG

Thought 1: I need to find the location of the TV show ’The Lottery’.
Action 1: Search[The Lottery]
Observation 1: The Lottery, tv_program.country_of_origin, United States of
America
The Lottery, tv_program.filming_locations, Montreal
The Lottery, tv_program.original_network, m.010pllm8

Thought 2: The Lottery was filmed in Montreal, but I need to identify the
Canadian province that Montreal is in.
Action 2: Search[Montreal]
Observation 2: Hochelaga-Maisonneuve, location.containedby, Montreal
Les Bobards, location.containedby, Montreal
Mercier, Montreal, location.containedby, Montreal
Montreal, travel_destination.tourist_attractions, Canadian Centre for Architecture
Montreal, travel_destination.tourist_attractions, Fantasia Film Festival
Montreal, travel_destination.tourist_attractions, Marathon Oasis de Montreal
Montreal, travel_destination.tourist_attractions, Montreal International Reggae
Festival
Montreal, travel_destination.tourist_attractions, Montreal Museum of Fine Arts
New York Life Insurance Building, location.containedby, Montreal
The Pirhana Bar, location.containedby, Montreal

Thought 3: Montreal is a city, so I need to find the province it belongs to.
Action 3: Generate[which Canadian province is Montreal in]
Observation 3: Montreal, location.located_in, Quebec"
Quebec, country_part, Canada

Thought 4: The answer is the province of Quebec in Canada.
Action 4: Finish[Quebec]

Ground Truth Quebec

Table 12: Case for Generate Action in GoG under CKG setting. The correct answers are highlighted with blue color.
The Generate Action is highlighted with green color.
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Question Which nation has the Alta Verapaz Department and is in Central America?

Dropped
Crucial
Triples

Alta Verapaz Department, location.location.containedby, Guatemala
Guatemala, location.location.contains, Alta Verapaz Department
Guatemala, location.country.administrative_divisions, Alta Verapaz Department
Alta Verapaz Department, location.administrative_division.country, Guatemala
Central America, location.location.contains, Guatemala
Guatemala, location.location.containedby, Central America

GoG

Thought 1: I need to find the nation that contains the Alta Verapaz Department.
Action 1: Search[Alta Verapaz Department]
Observation 1: Alta Verapaz Department, administrative_area.administrative_area_type,
Guatemalan department
Alta Verapaz Department, statistical_region.population, g.11bv5vs59b
Alta Verapaz Department, statistical_region.population, m.04q66h7
Raxruha, location.containedby, Alta Verapaz Department
San Agust0̆0edn Lanqu0̆0edn, location.containedby, Alta Verapaz Department
San Pedro Carch0̆0e1, location.containedby, Alta Verapaz Department
Santa Catalina la Tinta, location.containedby, Alta Verapaz Department
Santa Mar0̆0eda Cahab0̆0f3n, location.containedby, Alta Verapaz Department

Thought 2: I found that Alta Verapaz Department is a Guatemalan department, now I need
to confirm if Guatemala is in Central America.
Action 2: Search[Guatemala]
Observation 2: Guatemala, countries.continent, North America
Guatemala, country.languages_spoken, Spanish Language

Thought 3: The information says Guatemala is in North America, not Central America.
This may be due to the definition of C̈entral American̈ot being strictly a continent but a
region. I need to verify if Guatemala is considered a part of Central America based on the
given topic entity.
Action 3: Generate[Central America includes Guatemala]
Observation 3: Alta Verapaz Department, country.administrative_area_of, Guatemala
Central America, region.includes, Guatemala
Guatemala, country.geographic_region, Central America
North America, continent.includes, Central America

Thought 4: Based on the new triples, I can confirm that Guatemala, which contains the
Alta Verapaz Department, is indeed in Central America.
Action 4: Finish[Guatemala]

Ground
Truth

Guatemala

Table 13: Case for Generate Action in GoG under IKG setting. The correct answers are highlighted with blue color.
The Generate Action is highlighted with green color.
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Question When was the last time a team led by Larr Baer win the World Series?
Dropped Crucial
Triples

None

GoG

Thought 1: I need to find the team led by Larry Baer and then find out when they
last won the World Series. college.
Action 1: Search[Larry Baer]
Observation 1: Larry Baer, board_member.leader_of, m.011zsc4_

Thought 2: I need to find out the team led by Larry Baer and then find out when
they last won the World Series.
Action 2: Search[m.011zsc4_]
Observation 2: Larry Baer, board_member.leader_of, m.011zsc4_
San Francisco Giants, organization.leadership, m.011zsc4_
m.011zsc4_, leadership.from, 2012-01-01

Thought 3: The San Francisco Giants is the team led by Larry Baer and they last
won the World Series in 2012.
Action 3: Finish[2012-01-01]

Ground Truth 2014 World Series

Table 14: Case for hallucination in GoG. The wrong answers are highlighted with red color.

Question What is Syracuse University Athletic’s mascot?
Dropped Cru-
cial Triples

None

GoG

Thought 1: I need to find the mascot of Syracuse University Athletics."
Action 1: Search[Syracuse University Athletics]
Observation 1: Syracuse University Athletics, organization.headquarters, m.0_gdsbw
Syracuse University Athletics, organization.parent, m.0105kgwd
m.0_gdrcn, award_honor.award_winner, Syracuse University Athletics
m.0_y3csk, award_honor.award_winner, Syracuse University Athletics

Thought 2: There is no information about the mascot of Syracuse University Athletics,
so I need to generate more triples based on these given triples and my inherent
knowledge.
Action 2: Generate[What is the mascot of Syracuse University Athletics]
Observation 2: Syracuse University Athletics, athletics_brand.mascot, Orangemen

Thought 3: The mascot of Syracuse University Athletics is Orangemen.
Action 3: Finish[Orangemen]

Ground
Truth

Otto the Orange

Table 15: Case for generation error in GoG. The wrong answers are highlighted with red color.
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Question What basketball team in Spain is Pablo Laso head coach for?
Dropped Cru-
cial Triples

None

GoG

Thought 1: I need to find the basketball team that Pablo Laso is the head coach for
in Spain.
Action 1: Search[Pablo Laso]
Observation 1: Pablo Laso, basketball_coach.team, Real Madrid Baloncesto
Pablo Laso, pro_athlete.teams, m.012n525v
Real Madrid Baloncesto, basketball_team.head_coach, Pablo Laso

Thought 2: Pablo Laso is the head coach for Real Madrid Baloncesto, so I need to
find out which country Real Madrid Baloncesto is located in.
Action 2: Search[Real Madrid Baloncesto]
Observation 2: Real Madrid Baloncesto, sports_team.arena_stadium, Palacio de
Deportes de la Comunidad de Madrid
Real Madrid Baloncesto, sports_team.arena_stadium, Raimundo Saporta Pavilion
Real Madrid Baloncesto, sports_team.location, Madrid
Real Madrid Baloncesto, sports_team.location, Spain
Real Madrid Baloncesto, sports_team.venue, m.0wz2_rd
Real Madrid Baloncesto, sports_team.venue, m.0wz2wth

Thought 3: Real Madrid Baloncesto is located in Madrid, Spain.
Action 3: Finish[Spain]

Ground Truth Real Madrid Baloncesto

Table 16: Case for decompose error in GoG. The wrong answers are highlighted with red color.
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