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Abstract

Document structure editing involves manipulat-001
ing localized textual, visual, and layout compo-002
nents in document images based on the user’s003
requests. Past works have shown that multi-004
modal grounding of user requests in the docu-005
ment image and identifying the accurate struc-006
tural components and their associated attributes007
remain key challenges for this task. To ad-008
dress these, we introduce the DocEditAgent, a009
novel framework that performs end-to-end doc-010
ument editing by leveraging Large Multimodal011
Models (LMMs). It consists of three novel012
components – (1) Doc2Command to simultane-013
ously localize edit regions of interest (RoI) and014
disambiguate user edit requests into edit com-015
mands. (2) LLM-based Command Reformula-016
tion prompting to tailor edit commands orig-017
inally intended for specialized software into018
edit instructions suitable for generalist LMMs.019
(3) Moreover, DocEditAgent processes these020
outputs via Large Multimodal Models like GPT-021
4V and Gemini, to parse the document layout,022
execute edits on grounded Region of Interest023
(RoI), and generate the edited document im-024
age. Extensive experiments on the DocEdit025
dataset show that DocEditAgent significantly026
outperforms strong baselines on edit command027
generation (2-33%), RoI bounding box detec-028
tion (12-31%), and overall document editing029
(1-12%) tasks.030

1 Introduction031

Digital documents are widely used for communi-032

cation, information dissemination, and business033

productivity. Language-guided Document Editing034

entails modifying the textual, visual, and structural035

components of a document in response to a user’s036

open-ended requests related to spatial alignment,037

component placement, regional grouping, replace-038

ment, resizing, splitting, merging, and applying039

special effects (Mathur et al., 2023a; Kudashkina040

et al., 2020). Document editing is inherently a gen-041

erative task as it involves the creation of a new 042

edited output from an existing document. 043

Mathur et al. (2023a) highlights three key chal- 044

lenges in the end-to-end document editing task – 045

(1) multimodal grounding of ambiguous user re- 046

quests in the document image, (2) identifying the 047

precise components and their corresponding at- 048

tributes to be edited, and (3) generating faithful 049

edits without distorting the semantic or spatial co- 050

herence of the original document. By interpret- 051

ing the visual-semantic cues from user requests, 052

multimodal grounding can bridge the gap between 053

natural language instructions and the spatial intrica- 054

cies of the document’s content. Sophisticated edit 055

commands, like those found in the DocEdit dataset 056

(Mathur et al., 2023a), are usually ambiguous in 057

nature and tailored for use in software-specific ap- 058

plications. Disambiguation of such edit commands 059

can help to serve as refined editing instructions 060

for generalist generation models. We hypothesize 061

that directly editing the parsed HTML/XML doc- 062

ument structure can overcome the limitations of 063

pixel-level image generation. 064

Prior works like DocEditor Mathur et al. (2023a) 065

performed edit commands generation for language- 066

guided document editing but was limited to 067

software-specific applications. Generative meth- 068

ods such as diffusion models have shown promise 069

in the visual domain but pose challenges in recre- 070

ating complex textual and visual elements while 071

preserving the structural information of documents 072

(Yang et al., 2023b; He et al., 2023). Unlike natural 073

images, documents contain a combination of text, 074

images, formatting, and layout intricacies (Mathur 075

et al., 2023b) that necessitate a more nuanced ap- 076

proach to generative editing. Recently, Large Mul- 077

timodal Models (LMMs) like GPT-4V (OpenAI, 078

2023) and Gemini (Team et al., 2023) have demon- 079

strated remarkable capabilities in document under- 080

standing, object localization, dense captioning, and 081

code synthesis. Prior work has also explored LLM 082
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Figure 1: DocEditAgent framework performs multi-
modal grounding and edit command generation via
Doc2Command, utilizes LLM-based Command Refor-
mulation prompting to refine the command into LMM
instruction format (< ACTION >< Component >,

< Initial State >, < Final State >), and employs LMMs
to edit the HTML structure using multimodal (edit
instruction and grounded RoI) prompt.

program synthesis to compose vision-and-language083

queries into code subroutines (Gao et al., 2022;084

Sur’is et al., 2023; Feng et al., 2023; Huang et al.,085

2023). Our work aims to solve end-to-end editing086

of HTML representation of documents by lever-087

aging the emergent capabilities of LMMs to infer088

the semantic context of edit requests, visually refer-089

ence them to the region of interest in the document090

image, determine the spatial elements to be modi-091

fied, and generate the final document.092

Main Results: We present DocEditAgent (Fig.1)093

– an LMM-based end-to-end document editing094

framework. Given a user request on a docu-095

ment, it utilizes a novel Doc2Command module096

to ground the edit location in the document image097

and generate edit commands. Doc2Command is098

a Transformer-based image encoder-text decoder-099

mask transformer model that is jointly trained to 100

perform masked semantic segmentation and ground 101

edit regions of interest (RoI) for disambiguating 102

user edit requests into modularized commands. 103

Doc2Command starts with visually integrating the 104

edit request with the document image, processing 105

them as a unified visual modality through a vi- 106

sion encoder-text decoder backbone to generate the 107

command text. It redefines bounding box detection 108

as a segmentation task by incorporating a mask- 109

attention transformer over the image encoder. Fur- 110

ther, we propose Command Reformulation prompt- 111

ing to customize the edit commands into an LMM- 112

specific editing instruction by leveraging the zero- 113

shot in-context learning ability of LLMs. Lastly, 114

DocEditAgent leverages LMMs such as GPT-4V 115

and Gemini to edit the HTML structure of the doc- 116

ument using a multimodal prompt formed by com- 117

bining the edit instruction and grounded RoI. We 118

design two new metrics - CSS IoU, and DOM Tree 119

Edit Distance to evaluate the final edited documents 120

for presentation quality and structural similarity 121

with the ground truth. Experiments on the DocEdit 122

dataset reveal that \texttt{DocEditAgent} signifi- 123

cantly outperforms strong baselines in edit com- 124

mand generation (by 2-33%), RoI bounding box 125

detection (by 12-31%), and overall document edit- 126

ing tasks (by 1-12%). Our main contributions 127

are: 128

• We propose Command Reformulation to re- 129

solve ambiguity by using Large Language 130

Models (LLMs) to translate the user’s linguis- 131

tic intent into a specific visual editing prompt 132

for LMMs. 133

• We introduce Doc2Command, a novel model 134

for grounding edit requests that employs a 135

transformer-based image encoder and text de- 136

coder architecture. It generates precise com- 137

mands for document editing and semantically 138

anchors editing regions through masked se- 139

mantic segmentation in a multitask frame- 140

work. 141

• We present DocEditAgent, an LMM-based 142

framework for document editing. It inter- 143

prets user requests to perform localized edit- 144

ing tasks conversationally. DocEditAgent uti- 145

lizes Command Reformulation to convert user 146

intent into appropriate LMM prompts and in- 147

corporates multimodal grounding via our pro- 148

posed Doc2Command module. 149
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• Additionally, we define two new metrics -150

CSS IoU and DOM Tree Edit Distance - to151

assess LMM-generated documents for presen-152

tation quality and structural fidelity compared153

to ground truth.154

2 Related Work155

Past works in the domain of language-guided im-156

age editing have predominantly centered on natural157

image datasets (Shi et al., 2020; Lin et al., 2020),158

overlooking the distinctive characteristics of doc-159

uments, which typically exhibit text-rich content160

alongside a diverse array of structured elements161

arranged in various layouts. These datasets of-162

ten lack representations of localized edits and in-163

direct edit references, crucial facets for effective164

document editing. Notably, contemporary GAN-165

based (Li et al., 2020; Jiang et al., 2021a,b; Cheng166

et al., 2020; Ling et al., 2021) and diffusion meth-167

ods (Joseph et al., 2024; Kawar et al., 2023; Tu-168

manyan et al., 2023; Brooks et al., 2023; Nichol169

et al., 2021) have gained traction for natural image170

manipulation tasks due to their capacity for end-171

to-end pixel-level image synthesis. However, their172

applicability to digital documents, characterized173

by rich textual content and complex layouts, re-174

mains limited. These techniques are ill-equipped to175

grasp the spatial and semantic intricacies inherent176

in embedded textual components within documents.177

Consequently, prior endeavors in language-guided178

document editing have primarily pivoted towards179

multimodal grounding of edit requests through tex-180

tual and visual cues into actionable commands and181

visual localization (Mathur et al., 2023a). Despite182

these efforts, the absence of efficient generative183

frameworks tailored for document image editing184

remains a significant challenge in this domain.185

3 DocEditAgent Methodology186

DocEditAgent (Fig. 1) comprises of the following187

steps to ensure effective edit operation: (a) mul-188

timodal grounding and edit command generation189

via the Doc2Command, (b) Command Reformu-190

lation prompting to transform the edit command191

into LMM-specific prompt instruction, (c) prompt-192

ing LMMs like GPT-4V and Gemini to facilitate193

nuanced and localized editing of the document’s194

HTML representation.195

3.1 Doc2Command 196

Editing documents based on user requests requires 197

converting open-vocabulary user requests into pre- 198

cise actions and grounding the region of interest 199

in the document image. Edit command genera- 200

tion involves semantically mapping the ambigu- 201

ous natural language user requests to specific edit- 202

ing actions, components, and associated attributes 203

to ensure that the intended modifications are ac- 204

curately interpreted and executed. Multimodal 205

grounding is essential to recognize the specific tex- 206

tual or visual document elements referenced by 207

the user. Doc2Command is a multi-task, multi- 208

modal Transformer-based model aimed at jointly 209

achieving both these objectives of region of interest 210

segmentation and command generation. 211

Modeling Doc2Command: Doc2Command uses 212

a pre-trained Vision Transformer (Dosovitskiy 213

et al., 2021) (ViT) image encoder borrowed from 214

Pix2Struct(Lee et al., 2023) which has been pre- 215

trained with a text decoder for screenshot parsing 216

via masked document image modeling objective. 217

The patch embeddings generated by the encoder 218

serve as input to the pre-trained Pix2Struct decoder 219

and the mask transformer. 220

Edit Command generation: We strategically ren- 221

der the input text request as a text box element on 222

the top of the document image. This approach al- 223

lows for a more flexible integration of linguistic 224

and visual inputs that can be processed jointly by 225

the image encoder. Instead of scaling the input 226

image to a pre-defined resolution, we adjust the 227

scaling factor to maximize the number of fixed- 228

size patches that can fit the image encoder’s se- 229

quence length. This makes the model more robust 230

against extreme aspect ratios of document images. 231

Each patch is flattened to obtain a vector of pixels 232

and then fed into the image encoder to generate 233

patch encoding. The patch embeddings generated 234

by the encoder serve as input to the text decoder, 235

which auto-regressively generates a sequence of 236

tokens representing the command text specified as: 237

ACTION(<Component>, <Initial State>, <Final 238

State>), containing the action, its associated com- 239

ponents, attributes, initial and final states. More 240

details in Sec. A.6. 241

Multimodal Grounding: We approach the detec- 242

tion of bounding boxes through the lens of a seman- 243

tic segmentation task. Given the bounding boxes 244

for the region of interest and the rendered user re- 245

quest, we create ground truth segmentation maps 246
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Figure 2: Doc2Command: Given a document image and a user request, the user request is rendered onto the
document, and passed as a singular visual modality to an image encoder. The image encoder feeds into a text
decoder and a mask transformer to generate the command text and segmentation maps, respectively.

with three classes: (1) the Region of Interest, (2) the247

rendered user request text, and (3) the remaining248

document. We utilize a DETR-style transformer249

(Carion et al., 2020) for masked attention modeling.250

A set of K learnable class embeddings (K = 3 for251

our model) is initialized randomly and assigned252

to a single semantic class. It is used to generate253

the class mask. The mask-transformer processes254

the class embeddings jointly with patch encoding255

and generates K masks by computing the scalar256

product between L2-normalized patch embeddings257

with class embeddings output by the decoder. The258

set of class masks is reshaped into a 2D mask and259

bilinearly upsampled to the image size to obtain a260

feature map, followed by a softmax and layer nor-261

malization to obtain pixel-wise class scores, form-262

ing the final masked segmentation maps that are263

softly exclusive to each other. At inference, the264

segmented area is converted into a bounding box265

by considering points within a 95% radius of the266

centroid of the mask. The contours of the largest267

contiguous object are then used to determine the268

coordinates of the bounding box, which is denoted269

by (x, y, h, w). Here, (x, y) is the top-left coordi-270

nate of the bounding box, h and w are height and271

width, respectively. More details in Sec. A.7.272

Training Doc2Command: The text decoder is273

fine-tuned to generate the command text, while the274

mask transformer is fine-tuned for segmentation.275

The multitask setup employs a combined weighted276

loss given by Ltotal = λtext · Ltext + λseg · Lseg. The277

segmentation loss Lseg is itself a sum of focal loss278

(Lin et al., 2017) and dice loss (Sudre et al., 2017).279

3.2 Command Reformulation Prompting280

Doc2Command is trained on the command gen-281

eration task from DocEdit dataset (Mathur et al.,282

2023a), which is geared towards generating 283

software-specific commands. Consequently, the 284

generated edit commands are sub-optimal to be 285

used as editing instructions for generalist LMMs 286

(see examples in Fig. 5-12). Additionally, the gen- 287

erated commands may underspecify the actions, 288

components, and associated attributes needed to 289

faithfully produce the final edit due to ambiguities 290

in the user request. Hence, there is a need to refor- 291

mulate the generated edit commands to perfectly 292

align with the requisite format of the prompt in- 293

structions expected by generalist multimodal gener- 294

ation models like GPT-4V and Gemini. We address 295

this limitation by introducing Command Reformu- 296

lation that leverages in-context learning of Large 297

Language Models (LLMs) to revise the edit com- 298

mands generated by the Doc2Command module. 299

Fig. 15 in the Appendix shows the prompt template 300

comprising of the original user request and the edit 301

command from Doc2Command used with an LLM 302

for this purpose. The output from the LLM is an 303

edit instruction customized for LMM-based doc- 304

ument editing. Fig. 3 represents two qualitative 305

examples demonstrating command reformulation 306

and the associated impact on the edited document. 307

3.3 Generative Document Editing 308

HTML+CSS as Document Representations: 309

Structured textual representations, such as Hyper- 310

text Markup Language (HTML) and Cascading 311

Style Sheets (CSS), present notable advantages in 312

alleviating the challenges associated with genera- 313

tive methods in document editing. Firstly, HTML 314

provides a hierarchical structure that inherently 315

captures the organization and relationships among 316

document elements, facilitating the preservation of 317

structural information. This hierarchical representa- 318
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Figure 3: Examples showing commands generated post-Doc2Command and Command Reformulation prompting.

tion enables precise manipulation and control over319

the layout and arrangement of content, which is320

essential for maintaining document coherence dur-321

ing the editing process. Secondly, CSS decouples322

content from presentation, offering a systematic ap-323

proach to capture stylistic attributes such as fonts,324

colors, and layouts. This separation of content and325

style allows for greater flexibility in rendering doc-326

uments while preserving their underlying structure.327

Hence, we conceptualize document editing as a328

text generation task by expressing the document as329

an HTML+CSS rendering.330

Generating HTML+CSS Data: We employ gen-331

erative large multimodal models (LMMs), specif-332

ically GPT-4V and Gemini, to convert both the333

input as well as ground truth document images into334

a closely replicated HTML and CSS rendering via335

constraint-driven prompt engineering. Our experi-336

mental setup imposes strict constraints on the gen-337

erated HTML documents to ensure standardization338

across class names, adequate utilization of flexbox339

for layouts, higher preference for embedded CSS,340

and replacement of visual media with placeholders.341

Maintaining consistency and coherence across the342

generated HTML+CSS facilitates fair evaluation.343

LMM Prompting: We utilize multimodal prompt-344

ing of GPT-4V and Gemini by incorporating the345

set of marks (Yang et al., 2023a) for the grounded346

RoI bounding boxes extracted by Doc2Command 347

and the edit instruction produced in the Command 348

Reformulation step. Such multimodal prompting 349

guides LMMs to closely adhere to the provided 350

commands while paying special attention to the 351

visual cues specified by the bounding box in the 352

document image. This ensures that the generated 353

edits accurately reflect the intended modifications. 354

4 Document Editing Evaluation 355

We perform system output evaluation as follows: 356

Automated Metrics: Apart from the document 357

metrics reported by Mathur et al. (2023a) for com- 358

mand text generation (Exact Match, ROUGE-L, 359

Word Overlap F1, Action and Component Accu- 360

racy %) and RoI bounding box prediction (Top-1 361

accuracy %), we adapt two novel metrics, specific 362

to HTML document editing: 363

(1) DOM Tree Edit Distance – Document Ob- 364

ject Model (DOM) tree represents the hierarchical 365

structure of the HTML document. Comparing the 366

DOM tree of two HTML documents yields infor- 367

mation about their structural differences. We utilize 368

the Zhang-Shasha algorithm (Zhang and Shasha, 369

1989) to calculate the edit distance between the 370

generated and ground truth DOM trees. 371

(2) CSS IoU: Cascading Style Sheets (CSS) deal 372
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with the presentation of HTML documents and dic-373

tates how they would be rendered. In recreating374

document images into HTML pages, CSS in the375

form of property-value pairs of different attributes376

controls the formatting, style and layout of the ren-377

dered HTML document. Sets of property-value378

pairs from inline CSS and internal CSS selectors379

are obtained, and the Intersection over Union (IoU)380

is calculated over these sets to evaluate the simi-381

larity between the styles of the edited and ground382

truth documents. We also evaluate parallel HTML383

documents using ROUGE-L and Word Overlap F1,384

applied to the entire document.385

Human Evaluation: Every edited document386

HTML is evaluated by three human evaluators on387

our three proposed metrics: (1) Style Replication388

assesses whether the styles of the original docu-389

ment are preserved, (2) Content Replication eval-390

uates if the textual content of the region of non-391

interest in the original document HTML is con-392

served, (3) Edit Correctness: judges whether the393

user’s editing intent has been faithfully fulfilled.394

Each of these metrics yields a binary score, which395

is averaged across evaluators and then summed to396

compute a unified score for each document.397

5 Experimental Settings398

5.1 Data399

We utilize the DocEdit-PDF dataset, introduced400

by Mathur et al. (2023a). The dataset comprises401

pairs of 17,808 document images, with correspond-402

ing user edit requests and ground truth edit com-403

mands. Our experiments are conducted on the de-404

fault data split provided in the official dataset re-405

lease, wherein the data is partitioned into training,406

testing, and validation sets in an 8:2:1 ratio. All re-407

ported results are based on the test set. The license408

for the dataset can be found here.409

5.2 Implementation Details410

Doc2Command Our experiments utilized the411

Adafactor optimization algorithm with a learning412

rate of 3× 10−5 and weight decay set to 1× 10−5.413

The training process spanned 30 epochs with a414

batch size of 1. The input data was organized into415

patches of size 16, limiting the maximum number416

of patches to 1024. The learning rate was sched-417

uled using a cosine scheduler with a warm-up pe-418

riod equivalent to 10% of the iterations within each419

epoch. For loss computation, we introduced loss420

weighing factors λtext = 0.3 and λseg = 1.5. The421

sigmoid focal loss was utilized for segmentation 422

with parameters α = 0.25 and γ = 2. Additionally, 423

the decoder included a dropout rate of 0.1. 424

Command Reformulation and Doc- 425

ument Editing: We use gpt-4 (Ope- 426

nAI, 2023) and gemini-pro (Team et al., 427

2023) for command reformulation, and 428

gpt-4-vision-preview/gemini-pro-vision 429

for document editing. We set the temperature 430

parameter to 0 to ensure deterministic and 431

reproducible experiments and use the default value 432

for all other parameters. The visual grounding 433

and command grounding are obtained by inferring 434

Doc2Command on the test set. The maximum 435

token count for the output is set as 4000. 436

One limitation of using HTML as a medium 437

to express document edits is that the ground truth 438

post-edit documents only exist as document images, 439

with bounding boxes to indicate edited regions. 440

Therefore, we generate HTML replications of the 441

ground truth post-edit documents using LMMs. To 442

ensure consistency, we use the same prompt de- 443

tails for image-to-HTML conversion as the docu- 444

ment editing experiments. Additionally, we prompt 445

the model to pay special attention to the style and 446

content in the bounding box while recreating the 447

document image as an HTML document. We per- 448

form human evaluation of the ground truth post-edit 449

HTML documents by comparing them to ground 450

truth images as described in the Metrics subsection 451

and find that style replication score and content 452

replication score are 75.23% and 92.3% (GPT-4V), 453

and 70.14% and 87% (Gemini) respectively, with a 454

Cohen’s Kappa score ≥ 0.84 across evaluators and 455

tasks. More implementation details on the metrics 456

(Sec. A.3), computational resources (Sec. A.4, and 457

human evaluations (Sec. A.5) are in the Appendix. 458

6 Baselines 459

Command Grounding Baselines: We investigate 460

several command generation baselines to estab- 461

lish performance benchmarks. Initially, we em- 462

ploy Seq2Seq text-only models, including GPT2 463

(Radford et al., 2019), BART (Lewis et al., 2020), 464

and T5 (Raffel et al., 2020), which exclusively 465

process user text descriptions. Subsequently, we 466

explore the Generator-Extractor paradigm, inte- 467

grating BERT (Devlin et al., 2019) and DETR 468

(Carion et al., 2020) with autoregressive decoding 469

for command generation. Additionally, we exam- 470

ine Transformer Encoder-Decoder architectures, 471
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System EM (%) Word Overlap F1 ROUGE-L Action (%) Component (%)

Generator-Extractor 6.6 0.25 0.22 36.7 8.5
GPT2 (Radford et al., 2019) 11.6 0.76 0.76 79.7 27.2
BART (Lewis et al., 2020) 19.7 0.78 0.76 81.2 29.5
T5 (Raffel et al., 2020) 20.4 0.79 0.76 81.4 29.8
BERT2GPT2 7.3 0.37 0.39 45.2 9.2
LayoutLMv3-GPT2 8.7 0.39 0.40 47.6 10.3
CLIPCap (Mokady et al., 2021) 8.5 0.25 0.27 44.5 9.34
DiTCap (Lewis et al., 2006) 23.6 0.81 0.80 82.5 25.5
Multimodal Transformer (Hu et al., 2020) 31.6 0.82 0.83 83.1 32.4
DocEditor (Mathur et al., 2023a) 37.6 0.87 0.83 87.6 40.7
GPT3.5 (Brown et al., 2020) 10.1 0.77 0.77 75.93 73.37
GPT4 (OpenAI, 2023) 14.3 0.78 0.78 81.57 75.03

Doc2Command 39.6 0.87 0.86 85.0 86.1

Table 1: Results for the command generation task. Doc2Command shows the best performance (see Red ).

System Top-1 Acc (%)

ReSC-Large (Yang et al., 2020) 17.04
Trans VG (Deng et al., 2022) 25.34
DocEditor (Mathur et al., 2023a) 36.50

Doc2Command 48.69

Table 2: Results for bounding box detection task.
Doc2Command shows the best performance (see Red ).

such as LayoutLMv3-GPT2 and BERT2GPT2472

(Huang et al., 2022), which combine GPT2 de-473

coders with LayoutLMv3 and BERT encoders, re-474

spectively. Furthermore, we investigate Prefix En-475

coding (Mokady et al., 2021), utilizing learned rep-476

resentations from pre-trained encoders like CLIP477

(Radford et al., 2021) and DiT (Lewis et al., 2006)478

as a prefix to the GPT2 decoder network. Addition-479

ally, we consider the Multimodal Transformer(Hu480

et al., 2020), which incorporates multimodal input481

from user descriptions, visual objects, and docu-482

ment text to generate commands. Moreover, we483

explore DocEditor (Mathur et al., 2023a), a task-484

specific baseline employing a Transformer-based485

multimodal model that decomposes document im-486

ages into OCR content and object boxes, utilizing487

multimodal transformers to generate commands.488

Finally, we compare against GPT3.5 (Brown et al.,489

2020) and GPT4 (OpenAI, 2023), employing in-490

context learning by providing three examples of491

each command type as context to the model for492

evaluation.Visual Grounding Baselines: We con-493

sider several baselines for bounding box detection494

in the context of visual grounding for document495

editing. Firstly, ReSC-Large (Yang et al., 2020)496

presents a method for direct coordinates regression497

in the Region of Interest (RoI) bounding box predic-498

tion task. Similarly, TransVG (Deng et al., 2022)499

offers an alternative approach for direct coordinates500

regression in RoI bounding box prediction. Addi-501

tionally, we investigate DocEditor (Mathur et al.,502

2023a), which employs a comprehensive method- 503

ology. DocEditor initially encodes the document 504

image by extracting text through Optical Character 505

Recognition (OCR) and utilizes object detection to 506

capture visual features. Subsequently, transformer- 507

encoded features are fed into a Gated Relational 508

Graph Convolutional Network (R-GCN) to gener- 509

ate a layout graph-aware representation. This repre- 510

sentation is then leveraged downstream to perform 511

bounding box regression, facilitating accurate local- 512

ization of document elements. Document Editing 513

Baselines: Certain experimental configurations are 514

employed to investigate the effectiveness of com- 515

mand reformulation and multimodal grounding in 516

harnessing the capabilities of GPT-4V and Gem- 517

ini as document editing tools. Specifically, visual 518

grounding, command grounding, and command 519

reformulation are selectively excluded from our ex- 520

periments. In this context, command grounding is 521

supplanted by the unstructured user request, while 522

visual grounding is eliminated by presenting the 523

original document image as the input, thus elimi- 524

nating the need for explicit visual cues (rendered 525

bounding boxes). Moreover, command reformula- 526

tion is eliminated by directly utilizing the command 527

generated by the Doc2Command model. Notably, 528

the absence of command grounding renders com- 529

mand reformulation inapplicable (N/A), as the re- 530

formulation process relies on refining commands 531

derived from grounded contexts. 532

7 Results 533

Edit Request Grounding: Table 1 shows the 534

performance of DocEditAgent against contem- 535

porary baselines for command generation tasks. 536

DocEditAgent achieves an impressive 86.1% ac- 537

curacy in recognizing document components , out- 538

performing the previous state-of-the-art (SoTA) 539
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Experimental Setting Automated Evaluation Human Evaluation
Method VG CG CR ROUGE-L Word Overlap F1 Tree Edit Distance CSS IoU SR (%) EC (%) CC (%) Total Score (%)
GPT-4V Only ✗ ✗ N/A 0.406 0.451 24.13 0.245 73.53 27.45 66.77 55.92

✓ ✗ N/A 0.410 0.460 24.02 0.250 74.28 45.28 68.21 62.59
✗ ✓ ✗ 0.412 0.458 23.54 0.247 75.02 49.32 68.22 64.19
✗ ✓ ✓ 0.409 0.455 23.27 0.245 74.87 51.87 69.71 65.49

GPT-4V +

✓ ✓ ✗ 0.416 0.461 23.72 0.251 75.14 55.33 69.89 66.79
DocEditAgent ✓ ✓ ✓ 0.417 0.463 23.15 0.252 75.31 57.41 69.14 67.28

Table 3: Results and ablations for end-to-end document editing task using GPT-4V as the base LMM. Here, VG
= Visual Grounding, CG = Command Generation, and CR = Command Reformulation. Red represents best
performance.

Experimental Setting Automated Evaluation Human Evaluation
Method VG CG CR ROUGE-L Word Overlap F1 Tree Edit Distance CSS IoU SR (%) EC (%) CC (%) Total Score (%)
Gemini Only ✗ ✗ N/A 0.438 0.542 62.95 0.333 59.64 15.79 61.41 45.61

✓ ✗ N/A 0.447 0.551 54.63 0.332 60.12 39.22 65.02 54.79
✗ ✓ ✗ 0.451 0.544 65.06 0.334 61.92 37.65 64.28 54.62
✗ ✓ ✓ 0.417 0.510 53.89 0.341 62.52 40.44 67.11 56.69

Gemini +

✓ ✓ ✗ 0.437 0.554 55.41 0.342 64.12 41.35 66.96 57.48
DocEditAgent ✓ ✓ ✓ 0.454 0.557 52.24 0.367 63.16 44.73 68.42 58.77

Table 4: Results and ablations for end-to-end document editing task using Gemini as the base LMM. Here, VG
= Visual Grounding, CG = Command Generation, and CR = Command Reformulation. Red represents best
performance.

by 10.7%. We see consistent gains for the ex-540

act match accuracy and ROUGE-L score, although541

comparable performance to SOTA across action542

accuracy (%) and word overlap F1. We show543

significant improvement in component accuracy544

(%) over the previous task specific SoTA, 45%545

points. We attribute this notable improvement to546

the Doc2Command module, which can effectively547

comprehend natural language requests and ground548

them into complex document structures and layouts.549

Table 2 shows that Doc2Command yields remark-550

able enhancements in the bounding box detection551

task with a Top-1 accuracy of 48.69%, surpassing552

the previous SoTA performance by 12.19%, which553

further signifies our system’s effectiveness in accu-554

rately grounding edit requests to document images.555

Generative Document Editing: Table 3 and 4556

shows the results for end-to-end document editing557

task with GPT-4V and Gemini as the base LMMs558

respectively. We observe that Doc2Command and559

Command Reformulation prompting are critical560

components as removing either severely deterio-561

rates performance across automated and human562

evaluations. We observe ~2-3 % decline in Edit563

Correction when command reformulation prompt-564

ing is removed (in both settings: with or without565

visual grounding) . Visual grounding assists by lo-566

calising the edit region, which can be demonstrated567

by an improvement of ~18 − 23% when GPT-4V568

is prompted with visual grounding.569

Significant performance gains across Tree Edit570

Distance and CSS IoU indicate the ability of GPT-571

4V and Gemini to consistently recreate non-RoI572

parts of the document, proving the effectiveness of573

editing HTML and CSS directly. The experiment 574

setting with no multimodal grounding performs 575

worst, while multimodal grounding with com- 576

mand reformulation improves editing correctness 577

(EC) by 29.96%(GPT-4V)/28.94%(Gemini) and 578

overall human evaluation score by 11.36%(GPT- 579

4V)/13.16%(Gemini). 580

Fig 5-13 show qualitative examples of docu- 581

ment editing by DocEditAgent for diverse edit re- 582

quests such as spatial alignment, component place- 583

ment, text paraphrasing and applying special ef- 584

fects which involve manipulating and rendering 585

different document elements such as text, tables, 586

figures and lists. 587

8 Conclusion 588

We introduce the DocEditAgent framework for 589

end-to-end document editing. DocEditAgent draws 590

on Doc2Command, a multi-task multimodal model 591

that visually localizes user requests in the docu- 592

ment image and generates edit commands, which 593

are further refined using Command Reformula- 594

tion prompting. DocEditAgent uses LMMs multi- 595

modal prompting with request grounding and edit 596

instructions to perform generative editing of the 597

HTML+CSS structure of documents, showcasing 598

remarkable performance improvements across edit- 599

ing accuracy, command generation, and RoI detec- 600

tion. Future work will aim to enhance the frame- 601

work’s adaptability to diverse document types, in- 602

cluding multi-page documents. 603
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9 Ethics Statement604

We utilize the publicly available DocEdit-PDF cor-605

pus for this research without introducing new anno-606

tations. We use publicly available API-accessible607

LMMs and LLMs for our experiments. The iden-608

tity of the human evaluators is confidential and609

private. We do not utilize any PII at any step in610

our experiments. The intended applications of our611

work are strictly limited to the document editing612

domain. We refer users to relevant works by (Ku-613

mar et al., 2024; Cui et al., 2024; Luu et al., 2024)614

to understand risks and some mitigation strategies615

for LLM safety.616

10 Limitations617

1. Document Recreation The DocEdit Corpus618

(Mathur et al., 2023a) has documents only619

as document images. Pixel level manipu-620

lation of text-dense image is a challenge,621

hence we prompt LMMs to produce faithful622

HTML+CSS recreations. The HTML+CSS623

documents are close but not identical to the624

original document images.625

2. Visual Elements DocEditAgent is con-626

strained with generating edited documents627

as HTML+CSS documents. Complex visual628

elements such as charts and figures cannot629

be generated using simple HTML and CSS.630

Moreover, the transformer backbone used in631

Doc2Command is pre-trained primrarily on632

text-dominant document images and has lim-633

itations in grounding requests manipulating634

these visual elements.635

3. Large Multimodal Models Our work uti-636

lizes API-accessible Large Multimodal Mod-637

els (LMMs). Model APIs have an associated638

cost which depends on the token count in the639

request and model response, image resolution640

and dimensions. These API based models are641

also prone to performance fluctuations.642
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A Appendix 877

A.1 Examples 878

Fig. 4 represents 6 examples of our model’s per- 879

formance on the test set. Subfigures (a), (b), and 880

(c) represent correctly inferred examples, and (d), 881

(e), and (f) represent incorrectly inferred examples. 882

With each example, the figure explains the capabil- 883

ity or limitation of our system demonstrated by the 884

example. 885

The examples presented in Table 5 showcase 886

six instances of commands generated from user re- 887

quests. However, the first three examples highlight 888

situations where our model deviates from replicat- 889

ing the ground truth command. A detailed analysis 890

of these errors is provided below: 891

1. In the first example, while the generated com- 892

mand achieves the desired document edit, the 893

ground truth command exhibits more effi- 894

ciency as it achieves the same outcome with 895

fewer changes. 896

2. The second example illustrates an incorrect 897

command generated by the model, wherein it 898

mistakes a "split" action for a "replace" action. 899

Consequently, the edited document does not 900

align with the intended user request. 901

3. In the third example, the model considers 902

the logo as a visual element, contrary to the 903

ground truth, which recognizes it as a textual 904

element within the document. 905

Examples of end to end document editing are 906

shown in Fig 5-13. Each of these figures illustrates 907

the user request and document image, followed 908

by multimodal grounding using Doc2Command, 909

command reformulation and finally the rendered 910

HTML+CSS document. 911

A.2 Prompt Templates 912

Fig 14, 15 and 16 represent the prompt templates 913

used in different steps of our pipeline, with Large 914

Language Models or Large Multimodal Models. 915

11

http://arxiv.org/abs/2103.00020
http://arxiv.org/abs/2103.00020
http://arxiv.org/abs/2103.00020
http://arxiv.org/abs/2103.00020
http://arxiv.org/abs/2103.00020
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
https://api.semanticscholar.org/CorpusID:257505358
https://api.semanticscholar.org/CorpusID:257505358
https://api.semanticscholar.org/CorpusID:257505358
http://arxiv.org/abs/2310.11441
http://arxiv.org/abs/2310.11441
http://arxiv.org/abs/2310.11441
http://arxiv.org/abs/2310.11441
http://arxiv.org/abs/2310.11441
http://arxiv.org/abs/2008.01059
http://arxiv.org/abs/2008.01059
http://arxiv.org/abs/2008.01059
https://api.semanticscholar.org/CorpusID:258557206
https://api.semanticscholar.org/CorpusID:258557206
https://api.semanticscholar.org/CorpusID:258557206
https://api.semanticscholar.org/CorpusID:10970317
https://api.semanticscholar.org/CorpusID:10970317
https://api.semanticscholar.org/CorpusID:10970317
https://api.semanticscholar.org/CorpusID:10970317
https://api.semanticscholar.org/CorpusID:10970317


User Request ACTION_PARA COMPONENT_PARA INITIAL_STATE FINAL_STATE
Predicted replace text December 1, 2000 December, 11, 2000

Change the date "December 1, 2000" to December 11, 2020
Ground Truth modify text 1, 2000 11, 2000
Predicted replace bullet dotted 4 bullet points2-3 lines of text in the paragraph "(p) Issues, obtain" are changed to four separate bullet points. Bullet a. "any department or agency

of the United States", b."from other agencies of the state", c. "from any private company" and d. "any insurance or guarantee to" Ground Truth split text paragraph split
Predicted move image left right

Moved logo from left to right.
Ground Truth move text left right
Predicted delete text in table removed

Delete all data from table "Tabela 15 Układ pasywów bilansu jednostek, z wyłączeniem banków—-"
Ground Truth delete text in table removed
Predicted add text footer none Page 4

Added page number 4 at the footer of the page.
Ground Truth add text footer none Page 4
Predicted merge text not merged merged; heading with text

removed the space after the heading fundamental corrective measures.
Ground Truth merge text not merged merged; heading with text

Table 5: Examples of command generation in Doc2Command. Correct command parameters are highlighted in
green, and incorrect command parameters are highlighted in red.

(a) Bounding Box with high IOU: ca-
pability to read and recognise text
from request in the document.

(b) Bounding Box with high IOU: ca-
pability to recognise elements such
as tables.

(c) Bounding Box with high IOU:
When given two elements with the
same text, capability to localize based
on position reference.

(d) Bounding Box with low IOU: Am-
biguity in the page’s title.

(e) Bounding Box with low IOU:
Mask highlights the points that have
been bulleted but not the bullets ex-
clusively.

(f) Bounding Box with low IOU: edit
request involves text in visual ele-
ments

Figure 4: Examples of segmentation outputs and bounding boxes. The bright white areas represent segmentation
outputs. Green boxes represent ground truth bounding boxes, and red boxes represent the inferred bounding boxes.

A.3 Additional Evaluation Metrics916

We adapt these metrics from (Mathur et al., 2023a).917

Command Grounding Metrics918

• Exact Match: Percentage of generated com-919

mands that exactly match the ground truth 920

commands. 921

• Word Overlap F1: Measures the F1 of the 922

word overlap score between the generated and 923

ground truth commands. 924

12



22

Break the second paragraph

User Request Multimodal Grounding Command Reformulation

Edited Document (HTML)

Figure 5: Example of document editing request, corresponding multimodal grounding, command reformulation and
edit generation.

22

Changed the page number from numeric to roman version

User Request Multimodal Grounding Command Reformulation

Edited Document (HTML)

Figure 6: Example of document editing request, corresponding multimodal grounding, command reformulation and
edit generation.

• ROUGE-L: Evaluates the longest common925

subsequence of words between the generated926

and ground truth commands.927

• Action (%): Percentage of commands with928

exact matches in the action parameter.929

• Component (%): Percentage of commands930

with exact matches in the component parame-931

ter.932

Visual Grounding Metrics933

• Top-1 Accuracy: Measures the accuracy of 934

visual grounding, where a match is considered 935

when the Jaccard overlap is greater than or 936

equal to 0.5. 937

A.4 Computational Resources 938

Table 6 gives an overview of computa- 939

tional resources used in our experiments for 940

Doc2Command. 941

13



22

"Moved ""ARTICLE 11 FORCE MAJEURE"" from mid to left. Moved
page number from mid to left."

User Request Multimodal Grounding Command Reformulation

Edited Document (HTML)

Figure 7: Example of document editing request, corresponding multimodal grounding, command reformulation and
edit generation.

22

swapped the total energy only and total energy+ reserved capacity on the x-axis of
secnd graph.

User Request Multimodal Grounding Command Reformulation

Edited Document (HTML)

Figure 8: Example of document editing request, corresponding multimodal grounding, command reformulation and
edit generation.

Parameter Value
GPU Hours 100

Number of Parameters 3M
GPU Specification NVIDIA GeForce RTX 2080 Ti
Number of GPUs 1

Table 6: Overview of computational resources required
in training and experimenting with Doc2Command.

A.5 Human Evaluation Instructions 942

The human evaluators are college graduates ex- 943

pected to have basic knowledge of working with 944

PDF documents. They are provided with a com- 945

prehensive rubric for evaluation and a set of exam- 946

ples to guide to demonstrate the evaluation process. 947

Fig 17 shows the UI used by human evaluators, 948

and table 7 shows a concise version of the eval- 949

uation rubric annotators are expected to refer for 950

each sample. Each annotator examines the ren- 951

derings of the edited HTML document generated 952

14



22

Moved ""Bridge Loan and Bond"" from mid to left. Moved page number from
left to mid."

User Request Multimodal Grounding Command Reformulation

Edited Document (HTML)

Figure 9: Example of document editing request, corresponding multimodal grounding, command reformulation and
edit generation.

22

Changed the placement of page number from header to footer also
changed it into roman number.

User Request Multimodal Grounding Command Reformulation

Edited Document (HTML)

Figure 10: Example of document editing request, corresponding multimodal grounding, command reformulation
and edit generation.

by DocEditAgent and the ground truth pre- and953

post-edit document images. Evaluator are compen-954

sated well above average wages according to their955

geographical locations for their contributions.956

A.6 Methodology: Doc2Command Command957

Generation958

The input image is represented as I ∈ RH×W×C ,959

where H and W are the re-scaled height and960

width of the image, and C is the number of chan-961

nels. To prepare the image as input into the trans-962

former style encoder, the image is divided into963

patches, denoted by Pi,j ∈ Rp×P×C , where p is964

the patch size and i, j index the patches. Each965

patch is flattened to obtain a vector of pixel val- 966

ues: Vi,j ∈ RP 2×C . The flattened patches are 967

then fed into the image encoder (EI ) to generate 968

patch encodings ZI = {Zi,j∀i, j}, ZIRN×d1 such 969

that Zi,j = EI(Vi,j), where N is the number of 970

patches and d1 is the encoder dimension. The patch 971

embeddings generated by the encoder serve as in- 972

put to the text decoder, which auto-regressively 973

generates a sequence of r tokens, CT represent- 974

ing the command text as CT = DT (Z), where 975

CT = {s1, s2 . . . sr}. The taxonomy of actions 976

includes Add, Delete, Copy, Move, Replace, Split, 977

Merge, and Modify. 978
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22

Rephrase the point 2 of the page.

User Request Multimodal Grounding Command Reformulation

Edited Document (HTML)

Figure 11: Example of document editing request, corresponding multimodal grounding, command reformulation
and edit generation.

22

Moved ""2. Stable Modeling and Risk Assessment for Individual Credit
Returns"" from left to mid. Moved page number from mid to left."

User Request Multimodal Grounding Command Reformulation

Edited Document (HTML)

Figure 12: Example of document editing request, corresponding multimodal grounding, command reformulation
and edit generation.

A.7 Methodology: Doc2Command979

Multimodal Grounding980

. A point-wise linear layer is applied to the981

patch encoding Z ∈ RN×D to produce patch-982

level class logits Zlin ∈ RN×K . The sequence983

is then reshaped into a 2D feature map Slin ∈984

RH/P×W/P×K and bilinearly upsampled to the985

original image size S ∈ RH×W×K . A softmax986

is applied to the class dimension to obtain the final987

segmentation map. A set of learnable class em-988

beddings C ∈ RK×d2 is introduced, where K is 989

the number of classes (K = 3 for our model), and 990

d2 is the mask-transformer dimension. Each class 991

embedding is initialized randomly and assigned 992

to a single semantic class. It is used to generate 993

the class mask. The mask-transformer processes 994

the class embeddings jointly with patch encod- 995

ings ZI ∈ RN×D such that C,ZM = DI(C0, ZI). 996

The mask transformer generates K masks by com- 997

puting the scalar product between L2-normalized 998

patch embeddings ZM ∈ RN×d2 and class em- 999
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22

changed the placement of title of the figure from top to bottom of the
figure.

User Request Multimodal Grounding Command Reformulation

Edited Document (HTML)

Figure 13: Example of document editing request, corresponding multimodal grounding, command reformulation
and edit generation.

Task Introduction

Grounded Image

HTML and CSS
Standards

Command

Cautions and
Task re-iteration

Introduce document editing task,
command format, task inputs and
expected task outputs.

Guidelines such as how to handle
visual elements, CSS format,
document elements to observe,
relevant tags to use, flexbox for
layout.

Grounded document image
with bounding box.

Reformulated Command

Special instructions such as focus on
complete replication of text, emphasis
on red bounding box, asking the model
to not render the visual grounding in
HTML recreation

Heading

Lorem ipsum dolor sit
amet, consectetur
adipisicing elit, sed do
eiusmod tempor
incididunt ut labore et
dolore magna aliqua.

Figure 14: Template of prompt used for document edit-
ing using a suitable LMM and multimodally grounded
edit request.

beddings C ∈ RK×d2 output by the decoder as1000

MI = ZM ·CT . The set of class masks is reshaped1001

into a 2D mask SI ∈ RH/P×W/P×K and bilinearly1002

upsampled to the image size to obtain a feature map1003

S ∈ RH×W×K . A softmax is then applied to the1004

Task Introduction

Ground Truth Image

HTML and CSS
Standards

Cautions and
Task re-iteration

Introduce document recreation,
task inputs and expected task
outputs.

Guidelines such as how to handle
visual elements, CSS format,
document elements to observe,
relevant tags to use, flexbox for
layout.

Ground truth document
image with bounding box.

Special instructions such as focus on
complete replication of text, emphasis
on red bounding box, asking the model
to not render the visual grounding in
HTML recreation.

Heading

Lorem ipsum dolor sit
amet, consectetur
adipisicing elit, sed do
eiusmod tempor
incididunt ut labore et
dolore magna aliqua.

Figure 15: Template of prompt used for generating
ground truth document edits from post-edit, visually
grounded document images.

class dimension, followed by layer normalization 1005

to obtain pixel-wise class scores, forming the final 1006

segmentation map. The mask sequences are softly 1007

exclusive to each other, i.e.,
∑K

k=1 Si,j,k = 1 for 1008

all (i, j) ∈ H ×W . The Region of Interest (RoI) 1009

is represented by the bounding box [x, y, h, w]. 1010
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Task Introduction

Command

Cautions and
Task re-iteration

Introduce document editing task, command
format, possible command types, meaning of
command parameters. Introducing command
reformulation as a task, expected inputs and
outputs 

Doc2Command generated Command

Special emphasis on strict format of the command,
emphasize that command reformulation involves
removing ambiguity and possible mitigation of
errors.

User Request

Open vocabulary user-request.

Change lorem ipsum to lorem bipsum

Figure 16: Template of prompt used for reformulating
the Doc2Command generated command using an LLM.
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Figure 17: UI used by annotators for human evaluation.
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Option Criteria
Content Replication You should check the Content Completeness (score=1) option if

all of the following apply:

✓ Elements to be modified are included in the recreation.

✓ At least 80% of textual content has been included in the
recreation.

✓ Visual content like figures or charts, if present in the original
document are supplanted by placeholders.

Further, you should not check the Content Completeness (score=0)
option if any of the following apply:

✗ Elements to be modified are not included in the recreation.

✗ If the model replaces original text with fillers like Lorem Ipsum
or hallucinates the document text by a margin of > 20%.

Refer to the example set in case of any confusion to understand
different case scenarios for Content Completeness.

Style Replication You should check the Style Replication (score=1) option if most
of the following apply:

✓ Layout of the elements is correct.

✓ Number of columns the page is divided into.
✓ Position of the text blocks is correct.
✓ Presence of headers/footers.
✓ Alignment and relative placement of elements like dates,

page numbers, headings, etc.

✓ Relative text size of different elements is correct. (Example:
headings are larger than the text).

✓ Special text like bold/italics/highlight/underline is consistent
with the original document.

✓ Relevant elements such as tables, lists or form elements have
been used in HTML for document recreation.

Each sample contains numerous elements, so you must verify
if these rules apply to every individual element before making
a decision on if a significant majority of elements are correctly
styled. Please refer to the provided example set to understand the
acceptable level of deviation for a document to receive a score of
1 for Style Replication.

Edit Correctness Carefully review the edit request and examine the pre-change doc-
ument image. As an annotator, your task is to evaluate what the
desired change should look like based on the provided instructions.
Pay close attention to specific details and elements mentioned
in the request. Consider the overall context and purpose of the
document to ensure that your interpretation aligns with the user’s
intention. By thoroughly understanding the pre-change state and
the requested modifications, you will be able to accurately as-
sess the changes and ensure they are implemented correctly. This
detailed evaluation is crucial for maintaining the quality and con-
sistency of the document. You should check the Edit Correctness
(score=1) option if the following apply:

✓ Changes made in the region of interest marked in the ground
truth post-edit document image have been EXACTLY repli-
cated in the HTML+CSS rendering.

✓ Changes made in the HTML+CSS rendering are consistent
with the original user request.

Dealing with conflicts:

✓ Ambiguous user intention: change is consistent with the user
request (i.e. naively fulfills the expectation) but not exactly the
same as the ground truth post-edit image.

– Examples of such conflicts include: element to be modi-
fied is ambiguous, or desired change can be reasonably
interpreted in multiple ways, score it as 1.

✗ Incomplete modification: If the modified HTML+CSS docu-
ment implements a modification that does not complete the
scope of the original document request or doesn’t reasonably
replicate the changes demonstrated in the ground truth post-
edit document image, score it as 0.

Star Use the star option if a sample is extremely hard to annotate
under any of the above-mentioned categories (low confidence
examples) OR if the example demonstrates a unique capability of
our document editing system.

Table 7: Concise Evaluation Criteria for Human Evaluation
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