Residual neural networks (ResNets) can be modeled as dynamical systems where the evolution of dynamical systems represents the inference in ResNets. We exploit this connection and the theory of stochastic dynamical systems to construct a novel ensemble of Itô processes as a new deep learning representation that is more robust than classical residual networks. An Itô process obtained by solving a suitably-formulated stochastic differential equation derived from a residual network has a probability density function that is not readily perturbed by small changes in the neural network’s inputs. Our robust stochastic Itô ensemble of neural networks achieve an accuracy of 73.91% on the CIFAR-10 dataset against the PGD attack with $\epsilon = 2.0$ under the $L_2$ norm, while the accuracy of Madry’s robustness toolbox on the same attack is 18.59%. Similarly, our stochastic Itô ensemble of neural networks achieves an accuracy of 79.66% on PGD attack with $\epsilon = 16/255$ under the $L_\infty$ norm, while the accuracy of Madry’s robustness toolbox on the same attack is 18.13%. The Itô ensemble trained on ImageNet achieves an accuracy of 28.53% against PGD attacks under the $L_\infty$ norm with $\epsilon = 16/255$ and accuracy of 65.74% under the $L_2$ norm with $\epsilon = 3.0$, respectively. This significantly improves state-of-the-art accuracy of 5% and 35.16% for Madry’s robustness tool against the same PGD attacks under the $L_\infty$ and $L_2$ norms, respectively. Further, our approach achieves these high robustness values without any explicit adversarial training or a significant loss of accuracy on benign inputs.

1 Introduction

Deep neural networks (DNNs) have emerged as a very effective learning representation achieving near human-level performance in many domains such as computer vision (Gkioxari et al., 2015), natural language processing (Majumder et al., 2017), and speech recognition (Hannun et al., 2014). Despite this success, the use of deep learning models in high-assurance systems with safety and security requirements such as autonomous vehicles (Bojarski et al., 2016) and medical diagnoses (De Fauw et al., 2018) faces a trust deficit. The lack of robustness of these models and their susceptibility to adversarial attacks (Kurakin et al., 2016; Szegedy et al., 2013) that can change the prediction of a deep neural network via small imperceptible perturbations make deep learning models less trustworthy. This limitation is further aggravated by deep neural networks generally exhibiting very high confidence on incorrect predictions (Guo et al., 2017a; Hendrycks & Gimpel, 2016). Consequently, this lack of robustness hinders their deployment in safety-critical applications. There is a pressing need for a principled approach to learning robust deep learning models that are resilient to adversarial attacks and can abstain from making decisions on inputs for which they are likely to make a wrong prediction.

A number of approaches have recently been proposed to increase the robustness of deep learning models. Adversarial training (Tramèr et al., 2017; Engstrom et al., 2020) uses adversarial samples in the training phase to make the models more robust. Another set of alternative approaches use the projection of inputs to data manifold (Lamb et al., 2018; Ilyas et al., 2017; Jang et al., 2020) or other preprocessing methods (Xie et al., 2019; Guo et al., 2017b). These approaches are robust to existing attack methods but their use of adversarial samples or predefined transformations (often achieved via another deep neural network such as autorecoders) makes these approaches susceptible to newer attack strategies. Certifiable-defense approaches (Wong et al., 2018; Dvijotham et al., 2018)
Raghunathan et al. [2018] Dutta et al. [2018] have also been recently proposed to make deep learning models robust against worst-case input over a defined range of perturbations. These theoretical guarantees on worst-case inputs hold only for small perturbations; consequently, their use is limited in practice and their performance is typically inferior to approaches based on adversarial training, particularly for high-dimensional inputs.

In this paper, we address this challenge of robust and trustworthy deep learning using a new representation that exploits the connection between dynamical systems and residual neural networks (ResNets), and uses the theory of stochastic dynamical systems. Dynamical systems can model ResNets where the inference in the network is represented by the evolution of the dynamical system (Chen et al., 2015; Chang et al., 2017; Sonoda & Murata, 2017; Chen et al., 2018; Lu et al., 2018). We construct a novel deep ensemble using a special class of stochastic dynamical systems, namely the Itô drift-diffusion process with suitably bounded diffusion term. Itô process is the sum of the integral of a process over time and of another process over a Brownian motion. The drift over time models the typical inference in a ResNet and the diffusion Brownian motion models the added stochastic noise that makes the model robust to adversarial perturbations. We form an ensemble of these Itô processes by considering multiple such models and multiple inferences over the same model. If a majority of the ensemble agrees on a particular prediction, Itô ensemble makes that prediction; otherwise, it abstains from making a decision.

<table>
<thead>
<tr>
<th>Robustness Approach</th>
<th>Accuracy (%)</th>
<th>Benchmark</th>
<th>Norm</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Itô Ensemble</td>
<td>84.60</td>
<td>CIFAR-10</td>
<td>$L_2$</td>
<td>73.91</td>
</tr>
<tr>
<td>Engstrom et al. [2020]</td>
<td>53.49</td>
<td>ImageNet</td>
<td>$L_2$</td>
<td>69.51</td>
</tr>
<tr>
<td>Balunovic &amp; Vechev [2020]</td>
<td>46.2</td>
<td>CIFAR-10</td>
<td>$L_\infty$</td>
<td>79.66</td>
</tr>
<tr>
<td>Zhang et al. [2019]</td>
<td>40.5</td>
<td>ImageNet</td>
<td>$L_\infty$</td>
<td>28.53</td>
</tr>
<tr>
<td>Pang et al. [2019] (ε=0.01)</td>
<td>48.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: (left) Our Itô ensemble approach outperforms SOTA defenses for the PGD attack on CIFAR-10 with $\epsilon = 8/255$ unless specified otherwise. (right) Itô ensemble outperforms Madry toolbox [Engstrom et al. [2020]] under PGD attack with $L_2$ norm, $\epsilon = 2.0$, and $L_\infty$ norm $\epsilon = 16/255$.

We highlight a few results demonstrating the robustness of Itô process ensembles in Table [1]. Our Itô ensemble approach has higher accuracy compared to several state-of-the-art robustness approaches. The accuracy of our approach is 84.60% on CIFAR-10 against the PGD attack in $L_\infty$ norm with $\epsilon = 8/255$ and the next best approach is Engstrom et al. [2020] (Madry toolbox) with an accuracy of 53.49%. On CIFAR-10 and ImageNet benchmarks, our Itô ensemble approach is significantly more robust than Engstrom et al. [2020] (Madry toolbox) against PGD attacks in both $L_2$ and $L_\infty$ norms for different values of attack strength $\epsilon$. Thus, our Itô ensembles exhibit remarkable robustness against adversarial attacks without any explicit adversarial training.

![Examples of benign images on which our approach using Itô processes abstains from making a decision while the original ResNet model makes a decision despite high uncertainty. The first image is found by Itô process ensemble to be confusing between binoculars and cannon, the second between a radiator and a projector, the third between a trench-coat and bicycle, and the last one between stove and coffee-pot. This uncertainty in Itô ensemble resembles human judgement.](image)

Our approach using Itô ensembles can abstain from making decisions on a confusing input. In Section 4, we demonstrate that abstentions further improve the robustness of the Itô ensembles to adversarial examples compared to the state-of-the-art approaches. Further, we notice that Itô ensembles abstain even on benign data inputs where manual inspection demonstrates high aleatoric or epistemic uncertainty as shown in Figure [1]. Our experiments show that this new approach of using Itô ensembles achieves high robustness without significant loss in accuracy on benign inputs.
2 RELATED WORK

Residual neural networks are a common neural network architecture that learn only the residuals not learned by the previous layers. ResNets \cite{he2016deep} are residual neural networks where residual learning is adopted for every few stacked neural network layers and such building blocks are used to design the complete residual neural network. The dynamics of ResNets and other similar neural networks can be described using ordinary and partial differential equations \cite{chen2015residual, chang2017view, sonoda2017stochastic, weinan2017deep, chen2018neural, lu2018residual}. One timestep of the dynamics models each building block of the ResNets. Such a dynamical model enables memory efficiency in training and adaptive inference. In contrast, we use stochastic differential equations (Itô processes) and demonstrate their robustness to adversarial attacks.

A number of adversarial attacks on deep neural networks have been proposed in literature and shown to be effective across different architectures. Attacks such as the fast gradient sign method (FGSM) \cite{szegedy2013intriguing}, the projected gradient decent (PGD) \cite{madry2017towards} and other approaches \cite{nicolae2018adversarial} have demonstrated the fragility of deep neural networks to small perturbations in their inputs. The most effective state-of-art defenses use adversarial training \cite{tramer2017ensemble, engstrom2020adversarial} or some projection or transformation of inputs \cite{lamb2018ensemble, ilias2017ternary, jang2020compressing, xie2019feature, guo2017countering}. The use of adversarial examples or predefined transformations makes these approaches vulnerable to new attacks. In contrast, our approach using Itô process does not need adversarial examples.

Our use of stochastic dynamical systems is inspired by their presence in biological systems \cite{kitano2004system}, \cite{bressloff2014stochastic, allen2010stochastic} where they impart robustness to external perturbations. As an example, \cite{arkin1998gene} study gene expression using Gillespie’s stochastic formulation of chemical kinetics and show that protein numbers can vary markedly from one cell to another with important consequences for biological robustness \cite{gonze2002robustness}.

3 ROBUST LEARNING USING ITÔ ENSEMBLES

Residual networks (ResNets) can be modeled as dynamical systems where the evolution of the dynamical system represents the inference in ResNets \cite{chen2015residual, chang2017view, sonoda2017stochastic, chen2018neural, lu2018residual}. We connect this view to the theory of stochastic differential equations and construct an ensemble using a class of Itô processes with suitably bounded diffusion term. This Itô process ensemble exhibits remarkable robustness against adversarial attacks without any explicit adversarial training.

FROM RESNETS TO STOCHASTIC ITÔ PROCESSES

A building block of a residual neural network \cite{he2016deep} with the residual mapping $\mathcal{F}(x(i), W(i))$ can be described using the following equation: $x(i+1) = \mathcal{F}(x(i), W(i)) + x(i)$. Here, $x(i)$ is the input to the $i$th residual network building block and $x(i+1)$ is the corresponding output that serves as an input to the next building block. The weights of the neural network layers in this ResNet building block are denoted by $W(i)$.

After taking suitable limits, the evolution of the ResNet can be described by the ResNet ordinary differential equation (ODE): $\frac{dx(t)}{dt} = \mathcal{G}(x(t), W(t))$. Here, $\mathcal{G}(x(t), W(t)) = \lim_{\delta t \to 0} \frac{\mathcal{F}(x(t + \delta t), W(t))}{\delta t}$ and $x(0)$ is the input to the neural network. The ResNet ODE can be naturally generalized into an Itô process by using a Brownian motion term with diffusion coefficient $\Sigma(t) = (\sigma_{ij}(t))$: $dx(t) = \mathcal{G}(x(t), W(t)) \, dt + \Sigma(t) \, dB(t)$. There are two competing objectives here:

- Very large values of the diffusion term $\Sigma(t)$ can completely overshadow the drift term $\mathcal{G}(x(t), W(t))$ leading to a poor accuracy even on benign inputs. When the diffusion term is very large, the paths of the Itô process can completely diverge from the solution of the original ResNet from which the Itô process was obtained.
- Very small values of $\Sigma(t)$ make the model closer to the original ResNet and equally non-robust. $\Sigma(t) = 0$ reproduces the original non-stochastic ResNet with no additional robustness. As we increase the diffusion term, the robustness of the neural network increases; this is experimentally demonstrated in Section 4.
So, a natural question to ask is: How do we select the diffusion term $\Sigma(t)$ such that the Itô process satisfies these two competing objectives of accuracy and robustness?

At one hand, the generated Itô process must retain similar accuracy on benign models as the original ResNet, that is, its solutions are determined mainly by the term $G(\mathbf{x}(t), \mathbf{W}(t))$ and Brownian motion noise does not make it diverge significantly. On the other hand, the choice of added diffusion term $\Sigma(t)$ must make the model robust enough to be resilient to adversarial perturbations on the inputs.

**Robustness of Stochastic Itô ResNet Ensembles**

Given the Itô process $\mathbf{x}(t)$ satisfying the stochastic differential equation $d\mathbf{x}(t) = G(\mathbf{x}(t), \mathbf{W}(t)) \, dt + \Sigma(t) \, dB(t)$, it is known (Oksendal [1992]) that the probability density $p(x, t)$ can be mathematically characterized by the following equation:

$$
\frac{\partial p(x, t)}{\partial t} + G(x, W) \nabla p(x, t) = -p(x, t) \sum_i \frac{\partial G}{\partial x_i} + \frac{1}{2} \sum_i \sum_j \frac{\partial^2}{\partial x_i \partial x_j} \left( \sum_k \sigma_{ik}(t) \sigma_{jk}(t) \right) p(x, t)
$$

For robust networks, the rate of change of the residual learning map is much smaller than the residual map itself, that is $\sum_i \frac{\partial^2}{\partial x_i \partial x_j} (p(x, t)) < \eta_1 \, G(x, W) \sum_i \frac{\partial G}{\partial x_i} (p(x, t))$ for some small $\eta_1 \rightarrow 0$. Hence, the probability density $p(x, t)$ can be simplified to the following equation:

$$
\frac{\partial p(x, t)}{\partial t} + (1 + \eta_1)G(x, W) \nabla p(x, t) = \frac{1}{2} \sum_i \sum_j \frac{\partial^2}{\partial x_i \partial x_j} \left( \sum_k \sigma_{ik}(t) \sigma_{jk}(t) \right) p(x, t)
$$

Using the fact that the double derivative of the probability density function for robust networks is much smaller than the residual map itself, that is $\frac{1}{2} \sum_i \sum_j \frac{\partial^2}{\partial x_i \partial x_j} (p(x, t)) < \eta_2 \, G(x, W) \sum_i \frac{\partial G}{\partial x_i} (p(x, t))$ for some small $\eta_2 \rightarrow 0$, we choose $\sigma_{ij}(t) \leq \frac{\omega}{\sqrt{1+t}}$ for a constant $\omega$. Then, the equation for the probability density function of a ResNet with $n$-dimensional inputs can be further simplified as

$$
\frac{\partial p(x, t)}{\partial t} + (1 + \eta_1 - n\omega^2 \eta_2)G(x, W) \nabla p(x, t) = 0
$$

As $\eta_1 \rightarrow 0$ and $\eta_2 \rightarrow 0$ for robust neural networks, our choice of $\sigma_{ij}(t) \leq \frac{\omega}{\sqrt{1+t}}$ for a constant $\omega$ reduces the equation describing the probability density function to

$$
\frac{\partial p(x, t)}{\partial t} + G(x, W) \nabla p(x, t) = 0.
$$

Interpreting $p(x, t)$ as a function that is constant along the trajectories of a ordinary differential equation i.e. $\frac{dp(x, t)}{dt} = 0$, $p(x, t)$ corresponds to the following differential equation: $\frac{dx(t)}{dt} = G(x(t), W(t))$. Hence, under our choice of $\sigma_{ij}(t) \leq \frac{\omega}{\sqrt{1+t}}$ for a constant $\omega$, the solution to the stochastic differential equation agrees with the ResNet ODE for robust neural networks. Our implementation of the stochastic robust Itô ensemble of residual neural network is formed by discretizing the stochastic differential equation $d\mathbf{x}(t) = G(\mathbf{x}(t), \mathbf{W}(t)) \, dt + \Sigma(t) \, dB(t)$ with the constraint that $\sigma_{ij}(t) = \frac{\omega}{\sqrt{1+t}}$.

4 **Results**

We train stochastic Itô ensembles of residual neural networks using both CIFAR-10 (Krizhevsky et al. [2014]) and ImageNet (Deng et al. [2009]) benchmarks. We evaluate the robustness of our stochastic Itô ensembles against two popular adversarial attacks: the fast gradient sign method (FGSM) (Szegedy et al. [2013]) and the projected gradient descent (PGD) (Kurakin et al. [2016]) under both $L_2$ and $L_\infty$ norms. We use the conformance in prediction of our Itô ensemble to exploit their robustness. If a majority of residual network models in our ensemble predict the same label for a given data item, the ensemble makes a prediction as this majority label. Otherwise, the stochastic Itô ensemble assigns no label and abstinates from making any decision on the given input data. Our experiments indicate that this capability of the Itô ensemble to abstain from making decisions on non-conforming inputs not only helps defend the model against adversarial attacks, it also decreases incorrect predictions on benign data.
CIFAR-10 Results

Our experiments are performed on a 40-core 256GB RAM server with 4 NVIDIA V100 GPUs.

Question 1: Does the Itô ensemble achieve competitive accuracy on benign inputs?

We train the standard ResNet models on benign data and compare their accuracy with the accuracy of our stochastic Itô ensembles on benign data. We obtain the stochastic ResNet models in the stochastic Itô ensemble by starting with the weights of a standard ResNet model and training them for 40 epochs with a learning rate of 0.0001 using the Adam optimizer. Table 2 compares the accuracy of the standard model with Itô ensembles.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Accuracy (%)</th>
<th>Incorrect Prediction (%)</th>
<th>Correct + Abstention (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>Itô Ensemble</td>
<td>Original</td>
<td>Itô Ensemble</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>93.33</td>
<td>91.51</td>
<td>6.67</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>92.92</td>
<td>91.33</td>
<td>7.08</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>93.86</td>
<td>91.59</td>
<td>6.14</td>
</tr>
</tbody>
</table>

Table 2: Our stochastic Itô ensembles and the standard ResNet neural network architectures have similar accuracy on CIFAR-10 test data. Because of its ability to abstain from assigning a label when majority of predictions do not conform, the fraction of data where the Itô ensemble predicts an incorrect label is lower that the fraction of data where the original ResNet model is incorrect.

Our stochastic Itô ensembles of 20 models in Table 2 are trained using a diffusion term corresponding to $\omega = 0.2$. 20 inferences are obtained from each stochastic model in our Itô ensemble. The accuracy of the stochastic Itô ensembles on CIFAR-10 test data is comparable to that of the standard models on three ResNet architectures: ResNet-18, ResNet-34, and ResNet-50. Our stochastic Itô ensemble abstains when a majority of the ensemble models do not agree on a single prediction. This lowers the incorrect predictions of Itô ensemble compared to the original model. As shown in Figure 1, some of the correct predictions by original ResNet are on images with high aleatoric uncertainty on which Itô ensemble correctly abstains.

Question 2: Is the stochastic Itô ensemble robust against adversarial attacks?

We train stochastic Itô ensembles of 20 ResNet-50 models on CIFAR-10 data with diffusion terms corresponding to $\omega = 0.2$ and $\omega = 0.4$. 20 independent inferences are drawn from each stochastic model in the Itô ensemble. We evaluate the robustness of our stochastic Itô ensemble against FGSM and PGD under both $L_2$ and $L_\infty$ norms. We compare the accuracy of predictions from our stochastic Itô ensembles with that of Madry’s robustness toolbox \cite{Engstrom2020}.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>Accuracy for PGD (%)</th>
<th>Correct + Abstention for PGD (%)</th>
<th>Accuracy for FGSM (%)</th>
<th>Correct + Abstention for FGSM (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>91.34</td>
<td>94.83</td>
<td>91.41</td>
<td>94.93</td>
</tr>
<tr>
<td>0.5</td>
<td>90.37</td>
<td>94.53</td>
<td>90.78</td>
<td>94.87</td>
</tr>
<tr>
<td>1.0</td>
<td>86.39</td>
<td>91.41</td>
<td>89.22</td>
<td>93.82</td>
</tr>
<tr>
<td>2.0</td>
<td>73.91</td>
<td>79.80</td>
<td>83.31</td>
<td>89.41</td>
</tr>
</tbody>
</table>

Table 3: The accuracy of our stochastic Itô ensemble with diffusion term corresponding to $\omega = 0.2$ on the PGD attack for different values of $\epsilon$ under the $L_2$ norm.

Robustness under the $L_2$ norm. The accuracy of our stochastic Itô ensembles on the fast gradient sign method (FGSM) \cite{Szegedy2013} and the projected gradient descent (PGD) \cite{Kurakin2016} under the $L_2$ norm is shown in Table 3. Our stochastic Itô ensembles use the ResNet-50 architecture with the diffusion term corresponding to $\omega = 0.2$.

Our stochastic Itô ensemble approach with a diffusion terms corresponding to $\omega = 0.2$ shows an accuracy of 73.91% against the PGD attack with $\epsilon = 2.0$ under the $L_2$ norm. This compare favorably with the 18.59% accuracy of Madry’s robustness toolbox on the same PGD attack. The accuracy of our stochastic Itô ensemble approach improves to 79.07% when the diffusion term corresponds
to $\omega = 0.4$. Further, the sum of correct labels and abstentions from our Itô ensemble approach is 88.43% against the PGD attack with $\epsilon = 2.0$ under the $L_2$ norm.

Figure 2 shows the accuracy of our Itô ensemble approach and compares it with the accuracy of Madry’s robustness toolbox on CIFAR-10 test data. Both our stochastic Itô ensembles with $\omega = 0.2$ and $\omega = 0.4$ have higher accuracy on benign data and their accuracy remains higher than Madry’s robustness toolbox for all values of $\epsilon$ under the $L_2$ norm. The accuracy of the Itô ensemble degrades more gracefully as the value of $\epsilon$ increases under the $L_2$ norm.

**Robustness under the $L_\infty$ norm.** We investigate the accuracy of our stochastic Itô ensemble approach under the $L_\infty$ norm and compare it to the accuracy of Madry’s robustness toolbox. Table 4 shows the accuracy of our Itô ensemble with diffusion term corresponding to $\omega = 0.2$.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>Accuracy for PGD (%)</th>
<th>Correct + Abstention for PGD (%)</th>
<th>Accuracy for FGSM (%)</th>
<th>Correct + Abstention for FGSM (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{4}{255}$</td>
<td>85.82</td>
<td>92.91</td>
<td>86.02</td>
<td>93.00</td>
</tr>
<tr>
<td>$\frac{8}{255}$</td>
<td>84.60</td>
<td>92.48</td>
<td>85.24</td>
<td>92.84</td>
</tr>
<tr>
<td>$\frac{16}{255}$</td>
<td>79.66</td>
<td>89.06</td>
<td>82.74</td>
<td>91.20</td>
</tr>
<tr>
<td>$\frac{32}{255}$</td>
<td>62.97</td>
<td>74.05</td>
<td>72.49</td>
<td>84.08</td>
</tr>
</tbody>
</table>

Table 4: The accuracy of our stochastic Itô ensemble with diffusion term corresponding to $\omega = 0.2$ on the PGD attack for different values of $\epsilon$ under the $L_\infty$ norm.

We study the performance of our stochastic Itô ensemble on PGD and FGSM and attacks of varying magnitudes under the $L_\infty$ norm, and determine that our stochastic Itô ensemble is robust against adversarial noise. Figure 3 shows the accuracy of Madry’s robustness toolbox and our Itô ensemble on adversarial images under the PGD attack. The accuracy of our stochastic Itô ensemble with diffusion term corresponding to $\omega = 0.4$ is higher than that of the model from Madry’s toolbox for both the original unperturbed images and PGD adversarial images with $\epsilon = 8/255$ and $\epsilon = 16/255$.

**Question 3: How does the robustness of the stochastic Itô ensemble approach change with the number of models in the ensemble and the number of inferences?**

The Itô ensemble has two sources of diversity - different stochastic models and multiple inferences on the same model. We investigate the accuracy of our Itô ensemble with different number of stochastic models and different number of inferences from each stochastic model. Figure 4 (left) illustrates the results of our investigations. A significant increase of 5.1% is observed for the sum of correct outcomes and abstentions by increasing the number of stochastic models from 3 to 20 and the number of sampled independent inferences for each stochastic model from 3 to 20. Increasing the number of stochastic models in the ensemble has more significant influence on the performance of the Itô ensemble than increasing the number of independent inferences from each stochastic model.
Figure 3: The accuracy of our stochastic Itô ensemble on CIFAR-10 compares favorably with Madry’s Robustness Toolbox using the $L_\infty$ norm. (left) $\omega = 0.2$ (right) $\omega = 0.4$.

Figure 4: (left) The impact of the number of models and inferences on the sum of correct outcomes and abstentions for our stochastic Itô ensemble with $\omega = 0.4$. (right) Diffusion with different values of $\omega$ in stochastic Itô ensemble vs. PGD accuracy under the $L_\infty$ norm.

**Question 4: How can we control the diffusion term $\omega$ to trade-off robustness and accuracy?**

Figure 4 (right) shows the effect of varying diffusion terms with different $\omega$ on the accuracy of the stochastic Itô ensemble under the $L_\infty$ norm for PGD attacks with $\epsilon = 8/255$, $16/255$ and $32/255$. The accuracy of the stochastic Itô ensemble first increases as the value of $\omega$ increases and then starts decreasing for any given value of $\omega$. This shows a tradeoff between the accuracy of the neural network on benign data and its ability to be robust to large adversarial perturbations.

**IMAGE NET RESULTS**

These experiments are performed on a 92-core 480GB RAM server with 8 NVIDIA V100 GPUs.

**Question 1: Does the Itô ensemble achieve competitive accuracy on benign inputs?**

We study the accuracy of our Itô ensemble of 5 ResNet-50 models with 20 independent inferences per model for different values of $\omega$ and associated diffusion terms. As shown in Table 5, small values of $\omega$ do not significantly reduce the accuracy of the Itô ensemble on benign data.

**Question 2: Is the Itô ensemble approach robust against adversarial attacks?**

Figure 5 shows the accuracy of our stochastic Itô ensemble approach on ImageNet against the PGD attack with various values of $\epsilon$ under $L_2$ as well as $L_\infty$ norms. The accuracy of our Itô ensemble compares favorably with the results from Madry’s robustness toolbox [Engstrom et al. (2020)].
Table 5: Accuracy of Itô ensembles on benign data with diffusion corresponding to different \(\omega\).

<table>
<thead>
<tr>
<th>Diffusion Term (\omega)</th>
<th>Original Accuracy</th>
<th>Itô Ensemble Accuracy</th>
<th>% Decrease in Accuracy</th>
<th>Correct + Abstentions (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>76.13</td>
<td>76.04</td>
<td>0.09</td>
<td>77.87</td>
</tr>
<tr>
<td>0.2</td>
<td>76.13</td>
<td>73.59</td>
<td>2.54</td>
<td>78.29</td>
</tr>
<tr>
<td>0.3</td>
<td>76.13</td>
<td>67.79</td>
<td>8.34</td>
<td>76.40</td>
</tr>
<tr>
<td>0.4</td>
<td>76.13</td>
<td>61.66</td>
<td>14.47</td>
<td>76.42</td>
</tr>
</tbody>
</table>

Table 6: Accuracy of our Itô ensemble approach on PGD attack (\(\epsilon = 8/255\)) with different diffusion parameters \(\omega\). Higher values of \(\omega\) lead to more robust models.

<table>
<thead>
<tr>
<th>Diffusion Term (\omega)</th>
<th>Itô Ensemble Benign Accuracy (%)</th>
<th>Itô Ensemble PGD Accuracy (%)</th>
<th>Correct + Abstentions (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>76.04</td>
<td>26.23</td>
<td>27.89</td>
</tr>
<tr>
<td>0.2</td>
<td>73.59</td>
<td>53.42</td>
<td>61.32</td>
</tr>
<tr>
<td>0.3</td>
<td>67.79</td>
<td>60.11</td>
<td>70.01</td>
</tr>
<tr>
<td>0.4</td>
<td>61.66</td>
<td>58.57</td>
<td>73.55</td>
</tr>
</tbody>
</table>

5 CONCLUSION

We have shown that ensembles of neural networks corresponding to a class of Itô processes are more robust than classical residual networks. An Itô process obtained by solving a suitably-formulated stochastic differential equation derived from a residual network has a probability density function that is robust to adversarial input perturbations. Further, the achieved robustness does not require any explicit adversarial training; hence, it is likely to generalize to unforeseen attacks. We empirically evaluated the robustness of our Itô ensembles and demonstrated that they achieve higher accuracy under FGSM/PGD attacks over the \(L_2/L_\infty\) norm compared to state-of-the-art methods. This robustness is attained without significantly sacrificing accuracy on benign data. Further, Itô ensemble abstains on benign inputs with high uncertainty reflecting uncertainty-aware learning. Our paper is a step towards the use of Itô processes and stochastic differential equation models to build robust ensembles in deep learning. This will aid the adoption of deep learning in safety-critical applications.
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