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Abstract

Long-term dynamics in biomolecular processes
are crucial for understanding the key evolution-
ary transformations of these systems. However,
these long-term events requires extended simula-
tion timescales to appear, often beyond the fea-
sible forecast length of typical models. Conse-
quently, the task is left to shorter but less accurate
simulations. Although these simulations are brief,
they are initiated with distinct perturbations, al-
lowing them to sample the entire phase space and
capture a wide range of behaviors over time. Re-
cently, language models have been employed to
learn key long-term dynamics from short simu-
lations. However, existing approaches are lim-
ited to systems with low-dimensional reaction
coordinates, projecting dynamics with memory
effects. Here, we introduce nano-GPT, a novel
deep learning model inspired by GPT architec-
ture, specifically designed to manage complex
dynamics and long-term dependencies in high-
dimensional systems. The model employs a two-
pass training structure to gradually replace MD
tokens with model comprehension, thereby ad-
dressing biases in short simulations. Our findings
demonstrate nano-GPT’s superior ability to cap-
ture intricate dynamical properties and statistical
features across extensive timescales, highlight-
ing its potential to advance the understanding of
biomolecular processes.

1. Introduction

In molecular dynamics (MD) simulations, long-term dynam-
ics refers to the behavior and properties of a system over
extended simulation timescales (Leimkubhler et al., 1996).
Understanding these dynamics is crucial for studying pro-
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cesses such as protein folding, conformational changes, and
the stability of molecular complexes. However, long-term
dynamics occur on timescales ranging from microseconds to
milliseconds or longer, while MD simulations require very
small time steps (typically on the order of femtoseconds)
to accurately integrate the equations of motion (Dullweber
et al., 1997). Consequently, capturing long-term dynam-
ics in MD presents several significant challenges due to
limitations in computational resources and the inherent com-
plexity of molecular systems (Chodera et al., 2007; Pan &
Roux, 2008; Noé & Nuske, 2013).

Language models have recently been utilized as tools to
learn the evolution of entire biomolecular processes (Tsai
et al., 2020; 2022; Cao et al., 2023; Bai et al., 2022). In such
scenarios, long-term dynamics are described as transitions
occurring on a scale of 10% ps. The task aims to recover
these dynamics using short sequences of around 10 ps, sim-
ulated along different paths to form a total sampling of 107
ns. The integration of short sequences provides sufficient
coverage in time and phase space, making it possible to cap-
ture rare long-term events. A recent study (Tsai et al., 2020)
demonstrates that LSTM networks (Gers et al., 2000) can
achieve this goal under low-dimensional reaction coordinate
projections. This work projects MD simulation trajectories
onto low-dimensional reaction coordinates (e.g., ¢ and y)
and employs a character-level LSTM model to learn proba-
bilistic models of biophysical trajectories. However, these
constrained probes reduce the system’s complexity to two
dimensions, focusing on specific torsional changes. They
offer only limited insights into broader dynamics and are
relatively straightforward to investigate.

The subsequent study (Tsai et al., 2022) addresses the chal-
lenge of recovering longer dynamics from faster short-term
simulation trajectories. Their methodology integrates static
and dynamic constraints to train an LSTM model twice,
guided by the principle of Maximum Caliber. Results show
that the transition time of 2000 ps is recovered with short se-
quences of 200 fs, with a total simulation of 20 ns. However,
the test MD system is still projected onto a single reac-
tion coordinate, which gives a more simplified and localized
view. In contrast, the high-dimensional system encompasses
the full 3D positions of all atoms in the molecule and pro-
vides a detailed global measure of structural changes. This
complexity poses challenges in discerning subtle long-term
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dynamics, as the signal of interest may be obscured by noise
and irrelevant information. Therefore, it is valuable to inves-
tigate the performance of capturing long-term dynamics in
high-dimensional space.

To extend deep learning models to high-dimensional sys-
tems, we propose a novel approach termed nano-GPT, which
is based on a GPT-like structure (Brown et al., 2020) com-
bined with scheduled sampling (Pang & He, 2020). The
transition from LSTM to GPT is driven by the latter’s ability
to manage longer-term dependencies, which is essential for
modeling the complex and evolving dynamics in biomolecu-
lar systems. Specifically, our model incorporates a two-pass
structure that progressively substitutes the ground truth to-
kens with the model’s predictions during training. Such
design allows the model to generate tokens that may exceed
the biases inherent in the ground truth, prompting subse-
quent adjustments to its predictions. Notably, nano-GPT is
specifically designed to be a simplified model that can be
effectively implemented on a 2080Ti GPU.

We validate the effectiveness of our approach using two
distinct systems: a simulated system and the alanine dipep-
tide on varying levels of complexity and slow dynamics.
Our nano-GPT model effectively captures statistical and
dynamic features across a broad spectrum of timescales,
irrespective of low-dimensional or high-dimensional data.
In low-dimensional data, nano-GPT accurately represents
long-term dynamics within 30,000 ps using 10 ps sequences,
while in high-dimensional data, it achieves the same within
80,000 ps using 20 ps sequences, all within a total simula-
tion duration of 100 ns. This capability is possibly achieved
by effectively absorbing critical details from earlier posi-
tions in the sequence. Theoretically, we establish a linkage
between the embeddings of states and their kinetic distances,
which are essential for understanding metastable molecular
dynamics.

2. Methods

Fig. 1 illustrates the workflow of the nano-GPT model pre-
sented in this paper. Given an input sequence [xj, ..., ;] of
length ¢, the model outputs a prediction for the (¢ + 1)®
element, denoted as x;5;. A scheduled sampling scheme is
incorporated into the model. This approach progressively
adjusts the balance between using the ground truth and the
model’s own predictions during training, thereby enhancing
the model’s ability to generalize from training to inference
scenarios.

We represent a molecular dynamic sequence as [x],...,x;] €
R’ and transform it into higher dimension embeddings as
X := [x1,...,x;]7 € R™Px, where ¢ represents the length of
input sequence, D, is the embedding dimension. Within
the GPT model, these embeddings, X, are transformed

into hidden vectors H") at the /-th layer. The model then
processes HY to produce the final probability distribution
P(£41x1,...,%), which predicts the next element in the
sequence.

A pivotal component of the GPT architecture is the self-
attention mechanism. This mechanism transforms the input
embeddings X into hidden vectors HO through following
steps:

Given query matrix Wy € RP+*Px| key matrix Wk €
RPa*Px and value matrix Wy € RP»*Px | the X is projected
into Q,K,V as:

) _ gi-DwT
QY = H! )WQ’
K® = H(I*I)WITO
v :H([’I)W‘z

where H®) = X and we denote Q := [q;,..,q,]7, K :=
ki,...k]T, Vi=[vy,...v]T fori=1,...,z.

The output for next layer H is then defined as:

HYO =HD 4+ A0 +BO, (1)
O (KT
Al — Sof[max(w)v(l), )
VDq
B = fo(H!™D + A1) 3)

From the left to right in Eq. 1, the addition of HY stands
for the residual connection inspired by ResNet (He et al.,
2016). In Eq. 2, A is also known as attention matrix, which
stands for the contextual information learned for every token

in input sequence. The softmax function is applied row-wise
QK”
VDq
as A := [ay,...,a;] where:

on

. For each vector in A, an equivalent form is given

13
ai =Y softmax(a] k;/\/Dq)V;
=1

The BY) in Eq. 3 stands for the MLP network in Fig. 1,
which is consisted of a two-layer neural network and nor-
malizing non-linear networks. For the simplicity of notation,
we use fp to characterize the non-linear transformation. Re-
call HO is initialized as X, H" can be rewritten as:

l
H) =X+ Y (A® +B®) 4)
k=0

The decoding steps that yield the final probability distribu-
tion P(£,11|x1,...,x;) involve a feed-forward neural network,
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Figure 1: Nano-GPT model in our paper. It consists of a two-pass structure. The first pass operates as a standard decoder,
with ground truth tokens (Golden) as the target input. While the second pass uses sampled tokens, chosen from either the

golden tokens or the first-pass predictions.

which incorporates layer normalization and a residual con-
nection. To simplify the notation, we represent this process
as a nonlinear function fy. Following fy, the model em-
ploys a linear projection, represented by D € RPow>Px and
concludes with a softmax activation function. This sequence
of operations effectively transforms the hidden representa-
tions into a probability distribution over potential output
tokens.

P(&41]x1,....x) = softmax(fe(HD)DT +b)  (5)
Cross-entropy loss equivalent to path entropy: To
achieve a token-level pairwise matching between the pre-
dicted sequence and the training data, the optimization ob-
jective is the cross-entropy loss, as detailed in Eq. 6. This ap-
proach ensures that each token in the predicted sequence is
as close as possible to its counterpart in the training dataset,
thereby enhancing the model’s accuracy and predictive per-
formance.

t
Loss = — ZZﬂ(x,+1 =m)-InP(%| =m|xq,...,x) (6)

=0 m

Under the assumptions of first-order Markovianity and er-
godicity, Tsai et al. demonstrates that optimizing a model us-
ing cross-entropy loss in Eq. 6, is equivalent to learning path
entropy under the framework of Maximum Caliber (Pressé
et al., 2013). This conclusion is readily extendable to a wide
array of deep learning models, encompassing GPT archi-
tectures as well. It is crucial to emphasize that within this
framework, the loss function is computed over the entire
sequence rather than being limited to the last token.

Scheduled Sampling Although the Markovian assumption

suggests an equivalence between optimizing path entropy
and cross-entropy, such optimization relies on an exact
match between predicted and input sequences. During train-
ing, models consistently receive the correct previous to-
ken as input. However, during generation, models rely on
their own previously generated tokens. This fundamental
difference between training (using ground truth data) and
generation (relying on their own outputs) can result in sig-
nificant performance variations. Additionally, this approach
overlooks the fact that transitions between states often offer
multiple choices.

In Figure 1, our model utilizes scheduled sampling during
training, gradually substituting golden tokens with its own
predictions. This approach employs a two-pass decoder:
the first pass operates as a standard decoder, outputting
weighted sums of target embeddings as probabilities, while
the second pass uses sampled tokens, chosen from either the
golden tokens or the first-pass predictions. The sampling
probability follows a decaying scheme based on the i-th
training step and t-th decoding position, as detailed in (Liu
et al., 2021).

-

where € and k are constants in the range (0, 1). This scheme
entails that as the training step and decoding position in-
crease, more model predictions are revealed. While for
smaller training steps and decoding positions, more golden
tokens are exposed. Denote the modified input as ¥. Conse-

et(1-K)
_ st(l—ki)

choose golden token
g (7)

choose first pass prediction
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quently, the loss in Eq. 6 is adjusted as follows:

t
Loss = —ZZ]l(x,H =m)-InP(&, =m|%,..., %) (8)

=0 m

The two decoders are identical and share the same parame-
ters. During inference, only the first decoder is used.

Token Embedding Captures Kinetic Distances Eq. 5 can
be rewritten as follow, where e, € RPou is a one-hot vector
with the m-th element non-zero.

ex HO)YDT +b) xe,,
P(&11 =m|Xy,....%-1) = p((fo(H) ) )

~ Liexp((fo(H)DT +b) e(kg))

By using Taylor’s theorem, the fy (H(l))) can be approxi-
mated around a differentiable point X = m:

fo(HY) = fo(HD)[x_m + (X —m)Mj
where Mg is defined as (Mg );; = %}fj)" |X=m-
By Eq. 4, Eq. 9 becomes,

exp(Cy) exp(XM4De,,)
Yiexp(C) eXP(XMgDTekzlo)
where C, = [fo(X + Z,Z{ZO(A(k) + M(k)))|X:n[1 -
mM5)D” +b] x e,

]P(XAZJH = m‘xla"'axt) =

In Eq. 10, MgDTem can be treated as the output embedding
for m-th state with the projection matrix as MgDT, noted
as X" := M) De,,. Similar to (Tsai et al., 2020), C,, is
a correction term for time lag effect. While there is no
exact calculation for such correction term, under first order
Markovian assumption, the transition probability between
two states can be rewritten as a ansatz:

exp(x

() gm)
P& =mlx, =1) = d l)IH)

gl S an

k
Yexp(x; X1

The kinetic distance in Eq. 12, or equivalently average com-
mute time, can be measured as the inverse of interconversion
probability, where Q; stands for the Boltzmann distribution
calculated for state 1. In other words, the model embeddings
hold information for kinetic distances. In the experiments
section, we demonstrate that these embeddings contain suf-
ficient information to accurately recover the final prediction,
suggesting their importance in capturing dynamical rela-
tions.

1

) «P(Xp1 =mlx = 1)+ O P(&g1 =lx, = ’(7?2)

Lim

Table 1: Summary of experiment datasets. The alanine
dipeptide are consist of (a)alaniney and alaniney: Pre-
processing of the MD simulation trajectories by projecting
them onto 2 torsional angles: ¢ and y. (b)alaninerysp:
Directly decompose MD simulation trajectories into states
using the root mean square displacement (RMSD) distances
without any pre-processing of the high-dimensional MD
data.

Data States MEFPT (ps)
Dataset ‘ Size (m) | Num | o4 to Cs CF‘)S to o
4-state 1.6 4 - -
alaniney, 1 20 153 89
alaniney 1 20 984 30836
alaninerpysp 1 100 5417 84830

3. Experiments
3.1. Datasets, Settings and Evaluation Metrics

Datasets We evaluate the performance of nano-GPT on
both a 4-state model and alanine dipeptide systems. The
potential for the 4-state model, which represents a system
with four discrete states, is derived from (Tsai et al., 2020).
The alanine dipeptide, a well-known molecule consisting
of 22 atoms and 66 Cartesian coordinates, forms the basis
of our more complex test cases. The dataset comprises 100
trajectories of the alanine dipeptide, each trajectory includes
the molecule in conjunction with 888 water molecules. The
positional data of these molecules are recorded every 0.1 ps
over a total duration of 100 ns.

Specifically, three distinct datasets are simulated for the
alanine dipeptide: alaniney simulated on phi coordinates;
alaniney, simulated on psi coordinates, and alaninermsp
based on RMSD distance. In alaniney and alaniney, the
original trajectories are projected onto the torsional angles
where most degrees of freedom are related with fast dy-
namics (like vibration of chemical bonds). In alaninegrysp,
trajectories are directly decomposed into states using the
root mean square displacement (RMSD) distances with-
out any pre-processing of the high-dimensional MD data.
These states are derived using a k-center clustering method
to split the conformation space (Zhao et al., 2013), which
approximates an g-cover of samples (Sun et al., 2008; Yao
et al., 2009; 2013) based on the RMSD distances of heavy
(non-hydrogen) atoms.

Fig. 2 shows metastable states on the Ramachandran plot.
In the context of alaniney and alanine@, the y and ¢ angles
serve as reaction coordinates for examining the dynamics
projected onto them. Specifically, dynamics along the ¢ co-
ordinate predominantly involve transitions between alpha-R
and alpha-R / C7ex states, while the y coordinate primar-
ily captures transitions between alpha-R and C7ex states.
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Figure 2: Ramachandran plot for alanine dipeptide (with
¢ on the horizontal axis and y on the vertical axis). There
four metastable states located as follows: f (C7eq, top-
left), alpha helix (o, left-center and slightly below), left-
hand helix (o, right-center and slightly above), and C7ax
(bottom-right).

Alaninegysp characterizes the entire conformational space.
These four slowest modes correspond to the following tran-
sitions: the transition from otk to structures on the left side,
the transition between y and C7eq, and the transitions
between og and C7ax.

Table 1 summarizes all the datasets. The challenges escalate
from alaniney, to alaniney, as the dynamics slow down and
become more difficult to capture. This is evident in the
increasing Mean First-Passage Time (MFPT). Moving from
alaniney to alaninermsp, the dynamics become even slower,
with the number of states increasing from 20 to 100. Conse-
quently, the states are finer, resulting in a lower Boltzmann
distribution of metastable states and making transitions be-
tween these states even rarer events.

Evaluation and Analysis We compare nano-GPT with
the LSTM model used in (Tsai et al., 2020) for generation
performance. During generation, both models recursively
predict future values by appending them to the original se-
quence and shifting the old values. Two evaluation metrics,
Implied Time Scales (ITS) and Mean First-Passage Time
(MFPT), are employed. In the context of MSM, ITS is com-
puted from the eigenvalues of the Markov model and serves
as an estimate for the Markovian lag time, which reflects
the order of magnitude of dynamics. The MFPT denotes the
transition time between each pair of states.

3.2. Results
3.2.1. 4-STATE TEST SYSTEM

In this section, we demonstrate the ability of nano-GPT
and its counterpart LSTM models to capture Boltzmann
statistics. The projection from a high-dimensional space to
one-dimensional data may inevitably impact kinetic prop-
erties. Nonetheless, our results indicate that nano-GPT can
accurately capture kinetics, even in the presence of potential
distortions in data quality.
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Figure 3: Free energy landscape of the 4-state system.
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Figure 4: Botlzmann distribution for 4-state and reconstruc-
tions from nano-GPT and LSTM.

Fig. 3 illustrate the free energy landscape of the test sys-
tem, highlighting several key features. Firstly, states B and
C, which are kinetically proximal, exhibit relatively small
kinetic distances. Secondly, significant energy barriers are
observed between state pairs AD and state pairs BC. Our
nano-GPT model successfully captures these characteristics,
as demonstrated in the following figures. Fig. 4 represents
the equilibrium distribution for all four states. This dis-
tribution is calculated based on population counts. Both
nano-GPT and LSTM exhibit similar behavior with accept-
able fluctuations.



Learning Long Timescale in Molecular Dynamics by Nano-GPT

3.2.2. ALANINE DIPEPTIDE

Our findings reveal varying degrees of difficulty in capturing
dynamics. Dynamics in alaniney prove to be the easiest
to capture. In the case of alanine@, nano-GPT outperforms
LSTM in terms of both free energy and ITS reconstruction.
However, when it comes to alaninegymsp, both models face
challenges, with nano-GPT showing better performance
than LSTM. Expanding the intervals from 0.1ps to 10ps
improves LSTM’s performance in this scenario.

Looking further into the scenario of alaninerysp, it be-
comes evident that deep learning models can sometimes be
limited by the local information available to them, restrict-
ing their ability to capture global dynamics. At the end of
this section, we provide an inside view of how information
flows within nano-GPT to process local details. Results
indicate that GPT utilizes information from both near and
distant positions, and embedding plays a crucial role for the
final prediction accuracy.

3.2.3. alaniney: EASY TO CAPTURE
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Figure 5: (a) Free energy for dataset alaniney. (b) Free
energy for dataset alanineg.

For alaniney, which exhibits relatively manageable dynam-
ics across all three datasets, both nano-GPT and LSTM yield
satisfactory results in terms of both thermodynamics and
dynamics. The thermodynamic aspects, reflected in the free
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Figure 6: (a) ITS for dataset alaniney,. (b) ITS for dataset
alanineg.

energy landscape in Fig. 5, are well-replicated by both nano-
GPT and LSTM, accurately capturing the true curve and
trend. Regarding dynamical behavior, both nano-GPT and
LSTM exhibit consistency with the baseline, particularly
in terms of Mean First-Passage Time (MFPT) in Table. 2.
Even for the slowest mode, with a duration of 1265 ps, both
models provide reliable predictions.

3.2.4. alaniney: SLOW DYNAMICS POSES CHALLENGES

In the case of alaniney, transitions become more intricate,
and nano-GPT closely matches the baseline performance
in both the free energy landscape (Fig.5) and Mean First-
Passage Time (MFPT) values (Table.3). The results on the
simulated dataset highlight nano-GPT’s superior capability
in capturing rare transitions, as evidenced by the large MFPT
values presented in the table. Findings from the results on
alaniney are consistent with the conclusions drawn from the
analysis of the simulated dataset.

Fig. 6 depicts the three slowest motions observed in the
alanine dipeptide system, represented by the first ITS (red
line), second ITS (blue line), and third ITS (green line). The
dominant first ITS is well-replicated by nano-GPT, while
LSTM’s generation exhibits noticeable fluctuations. In the
case of the second and third ITS, nano-GPT exhibits similar
trends but with smoother transitions, effectively mitigating
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Table 2: Comparison of MFPT on alaniney, with 0.1ps interval. For both nano-GPT and LSTM, the first row represents the
average value, while the second row represents the standard deviation (std) obtained from 5 different runs.

MFPT (ps) | oy to0y  ogytoa, ogytoff PBtooy ogtoCs Cstooy CleqtoClax  CTax to CTeq
Baseline ‘ 378 102 153 89 153 89 1265 349
nano-GPT ‘ 335 106 152 92 152 92 1183 338
(46) (10) (10 ) (10) ) (174) 2D
LSTM ‘ 369 89 158 84 158 84 1340 333
(45) ) @) ) @) “) (287) (10)

Table 3: Comparison of MFPT on alaniney with 0.1ps interval. For both nano-GPT and LSTM, the first row represents the
average value, while the second row represents the standard deviation (std) obtained from 5 different runs.

MFPT (ps) | o tooy  oytoo, oytoff PBtooy ogtoCs Cstooy CleqtoCTax  CTax to CTeq
Baseline ‘ 984 30836 1086 30837 984 30836 32206 984
nano-GPT 1226 34696 1337 34696 1226 34696 35962 1225
(306) (1451) (304) (1451) (306) (1451) (1410) (308)
LSTM 1696 65335 1792 65334 1696 65335 66944 1695
(673) (614) (683) (616) (673) (614) (1254) (674)

minor noise. Likewise, LSTM captures these ITS properties
smoothly and closely.

3.2.5. alaninegpmsp: LONGER TIMESCALE LEARNED BY
NANO-GPT
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Figure 7: Logarithmized average indirect effect analysis con-
ducted on 989 sequences, which are divided into segments
of length 100 and ultimately leading to the final prediction
of the oy state.

In this section, we conducted an experiment using the con-
formational dynamics of alaninerysp to evaluate the perfor-
mance of LSTM and nano-GPT in reconstructing dynamics

within a reduced dimension. The study places a particular
focus on long-term behaviors, such as metastable transitions,
which involve rare crossings between metastable states typi-
cally separated by high energy barriers. These transitions
are infrequent and present a challenge in terms of capture,
especially within the constraints of relatively short sequence
lengths.

The one-dimensional dataset encapsulates all conforma-
tional changes in the alanine dynamics but introduces chal-
lenges due to information loss during projection. Nonethe-
less, the results indicate that with saving intervals of 0.1ps
and 0.2ps, nano-GPT effectively learns the long-term dy-
namic behavior of the 100 states. In contrast, LSTM strug-
gles to capture the slowest motion between crucial states,
only achieving acceptable performance when the saving
interval is extended to 1ps.

Nano-GPT excels in accurately capturing slow dynamics,
as evidenced in Table. 4. This is particularly evident in the
longer dynamics, such as transitions from oy to o, 8 to
oy, and Cs to 04, which exhibit Mean First-Passage Times
(MFPT) in the range of 80ns to 100ns. The dynamic infor-
mation is effectively captured and can be accurately repli-
cated in predicted trajectories with saving intervals of 0.1ps,
0.2ps, and 1ps.

In a comparative analysis, it becomes evident that under
a shorter saving interval, such as 0.2 ps, LSTM struggles
to produce accurate results when compared to the baseline
simulation and nano-GPT predictions. However, when the
saving interval is increased from 0.2ps to 1ps, more lo-



Learning Long Timescale in Molecular Dynamics by Nano-GPT

Table 4: Comparison of MFPT on alaninerymsp with different intervals (0.1ps, 0.2ps & 1ps). For both nano-GPT and LSTM,
the first row represents the average value, while the second row represents the standard deviation (std) obtained from 5

different runs.

Interval ‘ MFPT (ps) ‘ oatoey optoa, oytof Btoa otoCs Cstooy
Baseline 1504 84921 1302 84836 5417 84830
0.1ps nano-GPT 622 61983 910 62013 5951 62013
(83) (9220) (344) (9194) (52) (9185)
LSTM 906 57100 913 57118 10307 57121
(335) (17232)  (339)  (17239)  (1326)  (17242)
Baseline 1712 127178 1525 127088 9760 127078
0.2ps nano-GPT 741 110899 496 110916 4728 110919
(118) (28012) (78) (23762) (808) (23762)
LSTM 867 48422 731 48438 4968 48438
(161) (23167) (174) (23129) (44) (23132)
Baseline 471 84903 482 84888 8722 84882
1ps nano-GPT 1772 82653 1498 82615 9430 82613
(209) (5053) (78) (5058) (737) 5058
LSTM 1624 78421 1489 78377 9944 78370
(236) (15961) (217) (15939) (242) (15942)

cal information is incorporated, aiding LSTM in capturing
long-term behavior. In particular, for the rare transitions
from metastable states to oy, the learned Mean First-Passage
Time (MFPT) improves, converging to values closer to those
obtained in the baseline simulations.

Tracing information flow in nano-GPT.

In this section, we look into the internal mechanism of nano-
GPT to highlight the informative key information stored
within GPT. To pinpoint this essential information, we adopt
the causal trace technique as outlined in (Meng et al., 2022).
This approach helps identify which embedding/attention
have a direct impact on the final results, shedding light
on the model’s decision-making process. The causal trace
technique involves a three-step process where details can be
found in the appendix.

The findings presented in Fig. 7 encompass the average
indirect causal effect computed across 989 sequences, all
culminating in the final prediction of the oy state. The re-
sults suggest that, for the final prediction, embeddings hold
significant importance in comparison to the attention mecha-
nism. Notably, nano-GPT attributes nearly equal importance
to embeddings in both near and distant positions. While
attention is conventionally regarded as the primary mecha-
nism for information retention, this conclusion underscores
the crucial role of embeddings, particularly in encoding
kinetic distances for metastable states. The noteworthy dis-
covery, that the embedding layer plays a crucial role as the

attention layers, aligns with the findings in Eq. 12.

4. Conclusions

Molecular dynamics trajectories are inherently sequential
and benefit from autoregressive modeling, where predic-
tions of current states are informed by past states. This
characteristic facilitates the application of models such as
GPT and LSTM. Previous research primarily utilized LSTM
to investigate molecular dynamics on low-dimensional data.
We have expanded these studies to higher-dimensional sys-
tems with increased noise using our nano-GPT models. Our
findings indicate that nano-GPT exhibits superior perfor-
mance in capturing extended long-term information within
constrained sequences. Notably, it effectively utilizes local
sequence information to think globally, managing to cap-
ture long-term information of 80,000 ps mean first passage
time (MFPT) in sequences segmented into 100 ps intervals.
This capability highlights nano-GPT’s advanced potential
in modeling complex molecular dynamics over significant
timescales.
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A. Appendix
A.1. Literature Review

Natural Language Generation Natural human language is composed of sequential states that conform to a certain
logic or rule, which may also be similar to predict molecular dynamics. In recent years, deep learning recurrent neural
network methods such as gated recurrent unit (GRU) (Cho et al., 2014), long short-term memory (LSTM) (Hochreiter &
Schmidhuber, 1997) and their variants have shown great potential in processing sequential data (LukoSevicius & Jaeger,
2009), and there are now studies on using them to analyse trajectories from simulation systems (Eslamibidgoli et al., 2019)
(Pathak et al., 2018).

Back to the application of recurrent neural network to molecular dynamics, related researches are still limited. A conservative
approach is to incorporate LSTM into the numerical integrator that solves Newton’s equations in molecular dynamics
simulations (Kadupitiya et al., 2020). Another applies the recurrent neural network directly onto the low dimensional
trajectories and predicts the next token in the sequential data (Tsai et al., 2020). They proved the training under cross-
entropy loss is equivalent to learning a path entropy and captured both Boltzmann statistics and kinetics. In this work, the
authors project their MD simulation trajectories onto a one-dimension reaction coordinate and further discretized the MD
conformations by equal distance binning. Pre-processing of MD simulation trajectories to low dimension has been shown
to render the LSTM model effective to learn the rare events. However, the applicability of the LSTM and other language
models directly on high-dimensional data haven’t been extensively examined.

GPT models. GPT models, as exemplified in studies by Radford et al. and Brown et al., have demonstrated significant
advancements in various natural language processing (NLP) tasks, including reading comprehension, question answering,
and textual entailment (Raffel et al., 2020; Liu et al., 2019; Yang et al., 2019). GPT models are explicitly designed
to handle longer-term dependencies within sequences, a crucial attribute for modeling the intricate and time-evolving
dynamics inherent to biomolecular systems. Also, GPT-based approaches have consistently achieved state-of-the-art results
in numerous tasks, suggesting their potential applicability and success in the realm of biomolecular dynamics. To offer a
visualization to the inside mechanism of GPT model, the github project (Bycroft & Blechschmidt, 2023) designs a nano-GPT
model that is consisted of 3 transformer decoder stacks.

Exposure Bias. Exposure bias describes the situation that context words are selected from the ground truth sentence
during the training phase, but from the last predicted sequence during inference. This inconsistency is known as the exposure
bias problem as described by (Ranzato et al., 2015). Consider a scenario where a state A can transition to either state (B,
B) or (C, ), resulting in two acceptable sequences: (A, B, B) and (A, C, C). Given (A) as the raw input, the model might
predict ‘C’ as the second token since it is also a reasonable prediction. However, if (A, B, B) is the reference sequence in
training, (A, C) will be corrected to (A, B) for the third token prediction. Given (A, B) as the raw input for the third token,
the model will output ‘B’. During the training phase, the model actually produces (A, C, B), representing an over-correction.
Alternatively, during inference, (A, C) will not be corrected, allowing the model to produce a reasonable output such as (A,
C, O).

Training Input: (A, B, B)

First Prediction starting with (A): A — C
During Training: A — C(B) — B
During Inference: A — C — C

Approaches to mitigate exposure bias generally fall into two categories: sentence-level training and sampling-based methods.
Sentence-level methods aim to directly maximize the reward of the generated sentence using a reinforcement learning
framework. However, these techniques often encounter challenges, including unstable training and optimization issues.
These difficulties arise due to the vast space of possible sentences and the high variance in policy gradients, as noted by Liu
et al. and Pang & He. On the other hand, sampling-based methods seek to align the distribution of the training data more
closely with generated sequence distribution. Bengio et al. introduced a strategy to substitute training tokens from model
predictions, with a decaying probability of using ground truth data. Subsequent research has expanded upon this idea. For
instance, Zhang et al. enhanced the pool of sampling candidates by integrating techniques like beam search and selection
based on higher BLEU scores. Additionally, Mihaylova & Martins and Liu et al. adapted this sampling framework for use
with the Transformer architecture, demonstrating its versatility across different model structures.
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A.2. Causal Trace

We provide an analysis on nano-GPT of its interior mechanism in comprehending long MD trajectories. The challenge of
long sequences stems from the dynamics staying in one state for extended duration, where LSTM may encounter memory
leakage issues despite the presence of gating mechanisms. To address this enhanced ability of nano-GPT in dealing with
long sequences, we employ causal trace technique (Meng et al., 2022) to investigate the information flow in nano-GPT.

(1) Initially, the model is run normally to obtain the predicted result, denoted as £, |, with input X processed as depicted in
Fig. 1.

(ii) In the next step, the embeddings HEO) are corrupted by adding noise for all index i, specifically H
a normal distribution N(0, ). This results in a corrupted prediction, denoted as £}, ;.

(0)

i

+ €, where € follows

)

(iii) To assess the causal effect, in the third step, at a given token i and layer /, the embeddings HEZ are restored to their
(1)
cleanH Ak

clean, noise-free state without €. An important state should have the capability to recover £, ' instead of £, ;.

To quantify the causal effect, we define the Total Effect (TE) as TE = P(%,1) —P(%7,;). Additionally, we use the
(0

concept of Indirect Effect (IE) to measure how H;" influences the prediction when compared to the corrupted version:

0
(cleanH, . . . .
IE = P(& f;m ") —P(&,,). These measures allow us to assess the extent of influence and mediation that different

components have on the final prediction.
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Figure 8: The causal effect analysis on single sequence example. (a) Impact of restoring embeddings after corruption in
input data. (b) Impact of restoring attentions after corruption in input data. Both (a) and (b) experiments are conducted on a
single sequence to predict o, where the x-axis represents the position in the sequence, and the y-axis denotes the input
states, with important metastable states highlighted.

The results presented in Fig. 8 provide insights into the direct probabilities when restoring embeddings or attention layers on
a single sample sequence. In this case, the target prediction is the ¢y state, and it’s expected that states in positions preceding
it will have a significant impact on the final prediction. This is reasonable considering that the attention mechanism considers
every position without suffering from memory loss. Interestingly, metastable state 87 (f3 state) is found to contribute
significantly to enhancing the probability for accurate prediction. This observation underscores nano-GPT’s ability to
capture intrinsic transitions within the entire dynamic.

The results presented in Fig. 8 provide insights into the direct probabilities when restoring embeddings or attention layers on
a single sample sequence. In this case, the target prediction is the oy state, and it’s expected that states in positions preceding
it will have a significant impact on the final prediction. This is reasonable considering that the attention mechanism considers
every position without suffering from memory loss. Interestingly, metastable state 87 ( state) is found to contribute
significantly to enhancing the probability for accurate prediction. This observation underscores nano-GPT’s ability to
capture intrinsic transitions within the entire dynamic.
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Figure 9: Transition counts between state AD and BC. The results are averaged on 50 runs. (a) Transition count from state
A to state D. (b)Transition count from state D to state A. (¢c)Transition count from state B to state C. (d)Transition count
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from state C to state B.

To further illustrate the energy barrier between the AD and BC pair, Fig. 9 analyzes the transition count as a function of
commit time, as referenced in (Tsai et al., 2020). States with significant energy barriers often involve rare events that can
be overlooked by the model. Despite their infrequent occurrence, transitions across these barriers are of great interest.
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nano-GPT demonstrates a strong agreement between its predictions and the input data in this regard.
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