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Abstract
Sentence embeddings, which encode arbitrary001
sentences as fixed-length numeric vectors, have002
shown promising results across a diverse range003
of semantic tasks. While prior work has demon-004
strated their effectiveness at capturing basic se-005
mantics, we present a new semantic evaluation006
set called AccSent for a more in-depth analy-007
sis of how accurately such embeddings reflect008
sentence semantics. We show that current em-009
bedding models are generally able to capture010
the broad semantic meaning of sentences, but011
that they are heavily affected by surface-level012
biases (such as lexical choices and sentence013
structures) instead of capturing the accurate se-014
mantic meaning of sentences. On our AccSent015
test set, sentence embedding models merely016
obtain an accuracy of 26.2% at evaluating the017
semantic similarity of sentences. We release018
our data and code on GitHub.019

1 Introduction020

Sentence embeddings (Conneau et al., 2017;021

Reimers and Gurevych, 2019; Li et al., 2020; Gao022

et al., 2021), which encode an arbitrary sentence023

as a fixed-length vector, have gained widespread024

use and achieved state-of-the-art results for NLP025

tasks such as measuring semantic textual similarity026

(STS; Reimers and Gurevych, 2019; Wang et al.,027

2022), finding matches in information retrieval (Ka-028

malloo et al., 2023), evaluating translation quality029

(Rei et al., 2022), and supporting retrieval aug-030

mentated generation from large language models031

(Lewis et al., 2020). The promising results of sen-032

tence embeddings in downstream tasks prove that033

sentence embeddings are able to capture important034

aspects of sentence semantics, but it remains non-035

trivial to directly assess how accurately sentence036

embeddings capture detailed sentence semantics.037

There are a number of methods designed to038

probe semantics contained in sentence embeddings.039

Adi et al. (2016) introduced a binary classification040

task that involves predicting whether a word w is041

X The wildfire in Japan last week killed 20 people.
X′ 20 people were killed by the wildfire last week in Japan.
Y The tsunami in Japan last week killed 20 people.

Table 1: The semantic similarity sim(X,X′) between
X and paraphrase X′ should be higher than sim(X,Y)
and sim(X′,Y), since Y refers to a different event.

contained in a sentence s based on its sentence em- 042

bedding. Similarly, Conneau et al. (2018) proposed 043

a classification task that requires predicting which 044

one of a set of 1,000 words is included in a given 045

sentence embedding. Others developed ways to in- 046

vestigate sentence embeddings by regenerating the 047

sentence from left to right based on the sentence 048

embedding (Bowman et al., 2015; Kerscher and 049

Eger, 2020). Zhu et al. (2018) proposed contrastive 050

similarity evaluations to assess to what extent sen- 051

tence embeddings reflect negation. 052

In this paper, we present a new semantic evalua- 053

tion benchmark called AccSent and show that, even 054

though sentence embedding models are generally 055

able to capture the broad semantic meaning of sen- 056

tences, they are heavily affected by surface-level 057

biases (such as lexical choices and sentence struc- 058

tures) instead of capturing the accurate semantic 059

meaning of sentences. AccSent includes sentences 060

with near-identical semantics (such as X, X′ in 061

Table 1) and also sentences that are semantically 062

different (such as X vs. Y and X′ vs. Y). We 063

used GPT4 to paraphrase sentences from an En- 064

glish NEWS corpus to obtain the near-equivalent 065

sentences and created the semantically distinct sen- 066

tences by manually changing an important word 067

of the original NEWS sentences. We then evalu- 068

ated the accuracy of state-of-the-art sentence em- 069

bedding models at evaluating semantic similarity 070

of different sentence pairs contained in AccSent. 071

We find that sentence embedding models have a 072

tendency to favor superficial biases as opposed to 073

genuine semantics. For instance, X, Y in Table 1 074

are semantically different but at the surface-level 075
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keyword→replacement keyword→replacement
cooperation→competition celebration→contribution
nuclear→renewable daily→monthly
Trump→Biden lung→heart
vaccine→virus south→north
wildfire→tsunami knowledge→education
scientist→artist integrity→beauty
Republicans→Democrats convicted→accused
Jewish→Muslim restrictions→suggestions
electronic→solar terrorism→egotism
financial→cultural unemployment→bankruptcy

Table 2: Keywords and their replacement words used to
create our dataset.

differ in only one word and hence bear a significant076

degree of resemblance at a superficial level. We077

show that sentence embedding models are heavily078

biased by surface-level features and can only obtain079

an accuracy of 26.2% for evaluating the semantic080

similarity of sentences in AccSent. We release our081

dataset for future research.082

2 AccSent: Accurate Sentence-Level083

Semantic Evaluation084

Principle. Our new semantic evaluation set Acc-085

Sent is designed to test how accurately sentence086

embeddings capture semantics as opposed to su-087

perficial similarities. For a sentence X, AccSent088

provides two sentences X′ and Y for semantic089

similarity evaluation. X and X′ share a common090

meaning, but differ in lexical choice and sentence091

structure. In contrast, Y is obtained by changing092

an informative word in X and thus Y and X differ093

in just a single word, but have notably different094

semantics. We use sentence embedding models095

to predict the semantic similarity sim(X,X′) be-096

tween X, X′ and assess whether it is predicted to097

be greater than sim(X,Y) and sim(X′,Y).098

Data. To create our dataset, we need pairs of sen-099

tences with near-identical meaning. While a num-100

ber of paraphrase resources exist (Dolan and Brock-101

ett, 2005; Freitag et al., 2020), upon closer inspec-102

tion, many do not fulfill this criterion sufficiently103

well, as we find that the paraphrase sentences pro-104

vided in these datasets frequently have notable se-105

mantic differences. Therefore, we used GPT4 to106

create paraphrase sentences for our dataset. We107

first collected sentences from an English NEWS108

corpus News crawl 20201 and then used GPT4109

to paraphrase each collected sentence. When we110

1https://data.statmt.org/news-
crawl/en/news.2020.en.shuffled.deduped.gz

Original
We will continue to condemn his horrific conduct and provide
our full cooperation to law enforcement as it works to ensure
that justice is served.
Paraphrase
We remain committed to denouncing his appalling behavior and
will offer our complete support to the authorities in their efforts
to see that justice is duly carried out.
Original
During a secret overnight flight to visit U.S. troops in Iraq on
Christmas night in 2018, Trump sought input from Bolton and
others on Air Force One about dumping Vice President Mike
Pence from the 2020 ticket in favor of Nikki Haley, who had just
stepped down as U.S. ambassador to the United Nations.
Paraphrase
While flying covertly to Iraq to meet with American soldiers on
the night of Christmas in 2018, Trump consulted with Bolton
and additional advisors aboard Air Force One regarding the pos-
sibility of replacing Vice President Mike Pence with Nikki Haley,
the recently resigned U.S. ambassador to the United Nations, for
the upcoming 2020 election campaign.

Table 3: Two paraphrase examples created by GPT4.

short long
cooperation 0 0
nuclear 0 5
Trump 1 1
vaccine 2 0
wildfire 0 3
average 0.6 1.8

Table 4: Human evaluation results for our AccSent
dataset: numbers of invalid examples for each keyword.

collected sentences from the NEWS corpus, we 111

used keyword-based collection. For each key- 112

word shown in Table 2, we collected 50 short sen- 113

tences (20–30 words) and 50 long sentences (50–60 114

words). We used 20 keywords in total, and there- 115

fore collected 1,000 short sentences and 1,000 long 116

sentences in total. To create a paraphrase sentence 117

for each collected sentence, we used GPT4 with 118

the following prompt “Create a sentence with the 119

exactly same meaning with this sentence: ...". We 120

used the original sentence as X and the paraphrase 121

sentence created by GPT4 as X′. To obtain Y, 122

we changed the keyword contained in the original 123

sentence into the replacement word as shown in Ta- 124

ble 2, so that the meaning of the sentence diverges 125

from that of the original. 126

Human Evaluation. With the keyword replace- 127

ment method, we can make sure that X and Y are 128

semantically different. However, X′ is generated 129

by GPT4. Although we find that GPT4 is good 130

at paraphrasing as shown in Table 3, X′ may not 131

be a perfect paraphrase of X in some cases. To 132

make sure that our AccSent dataset can be used as 133

a valid semantic evaluation set, we performed a 134
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human evaluation for 25% of our dataset, including135

both short and long sentences of 5 keywords as136

shown in Table 4. We asked 10 annotators to check137

whether X and X′ are indeed semantically closer138

than X and Y for each sentence triplet. Each anno-139

tator evaluated sentences of one assigned keyword.140

Short and long sentences of the same keyword were141

assigned to two different annotators separately. Ta-142

ble 4 shows that there are roughly 0.6 out of 50143

invalid short sentence examples for each keyword144

and there are roughly 1.8 out of 50 invalid long sen-145

tence examples for each keyword, which indicate146

that our dataset has a high quality and can gener-147

ally be used as a valid test set for sentence-level148

semantic evaluation.149

3 Experiments150

3.1 Experimental Setup151

We tested whether the following state-of-the-art152

sentence embedding models can capture the accu-153

rate meaning of the sentence using our AccSent154

evaluation set.155

1. SBERT: From SBERT (Reimers and Gurevych,156

2019), we consider the powerful paraphrase-157

multilingual-mpnet-base-v22 model to create158

embeddings with cosine similarity as the metric.159

2. LaBSE3: Computes semantic similarity as the160

dot product of two embeddings and is mainly161

used for bitext mining (Feng et al., 2022).162

3. SimCSE: From SimCSE4, we use the princeton-163

nlp/sup-simcse-roberta-large model and com-164

pute the cosine similarity of two sentence em-165

beddings as the similarity metric.166

4. COMET:5 Computes the similarity of two sen-167

tences using a regression model based on sen-168

tence embeddings and is mainly used for trans-169

lation quality evaluation (Rei et al., 2022). We170

use the Unbabel/wmt20-comet-qe-da model6.171

5. OpenAI: OpenAI text-embedding-ada-002 em-172

beddings are provided by OpenAI7 for diverse173

use cases. Cosine similarity is used to compute174

semantic similarity.175

We tested these sentence embedding models for176

2https://huggingface.co/sentence-transformers/
paraphrase-multilingual-mpnet-base-v2

3https://huggingface.co/sentence-transformers/
LaBSE

4https://github.com/princeton-nlp/SimCSE
5https://unbabel.github.io/COMET/
6Newer COMET models are not publicly available.
7https://platform.openai.com/docs/guides/

embeddings

XX′ >XY XX′ >X′Y
Ta Ts Tl Ta Ts Tl

SBERT 0.202 0.293 0.111 0.920 0.951 0.890
LaBSE 0.034 0.058 0.011 0.938 0.957 0.919
SimCSE 0.223 0.354 0.092 0.919 0.965 0.873
COMET 0.262 0.302 0.223 0.832 0.846 0.818
OpenAI 0.065 0.093 0.038 0.953 0.976 0.931

Table 5: Accuracies of sentence embedding models for
semantic evaluation using our AccSent test set. Ta/Ts/Tl

denotes the accuracy for all/short/long sentences in the
dataset.

two semantic evaluation tasks using our dataset, 177

Task 1: sim(X,X′) > sim(X,Y) and Task 2: 178

sim(X,X′) > sim(X′,Y). 179

3.2 Evaluation Results 180

Table 5 reports the accuracy of sentence embedding 181

models in recognizing X, X′ as semantically more 182

similar than X, Y (or X′, Y). We observe that 183

all tested models achieve a reasonably high accu- 184

racy (over 80%) for recognizing that X, X′ bear 185

a greater semantic similarity than X′, Y, even for 186

long sentences, which indicates that sentence em- 187

bedding models can capture the general semantic 188

meaning of sentences. However, Table 5 shows that 189

sentence embedding models struggle to recognize 190

that X, X′ are semantically closer than X, Y (even 191

for short sentences), most likely because, although 192

X, Y are semantically different, X, Y are highly 193

similar at the surface level (differing in just a single 194

word). The fact that sentence embedding models 195

generally predict X, Y to be more similar than X, 196

X′ shows that sentence embedding models exhibit 197

a clear bias towards surface-level similarity (e.g., 198

lexical choices and sentence structures) rather than 199

genuine semantic similarity. 200

It is worth noting that the best-performing model 201

COMET for the XX′ > XY task is the worst- 202

performing model for the XX′ >X′Y task. Also, 203

the two best-performing models LaBSE and Ope- 204

nAI for the XX′ > X′Y task are the two worst- 205

performing models for the XX′ >XY task, which 206

suggests that it may be very difficult for a single 207

sentence embedding model to capture the complete 208

and accurate meaning of sentences and therefore 209

different sentence embedding models tend to cap- 210

ture different sentence-level semantic features. 211

To obtain a more in-depth analysis of how sen- 212

tence embedding models performed on our AccSent 213

dataset, we show the results for subsets of the data 214

with different keywords separately in Figure 1. In- 215

terestingly, we find that the keyword choice is a cru- 216
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Figure 1: Accuracies of different sentence embedding models for evaluating short and long sentences with different
keywords.

cial factor for the sentence embedding model per-217

formance. As shown in Figure 1, if a sentence em-218

bedding model was reasonably good at evaluating219

short sentences for a given keyword, then it most220

likely also got a relatively high accuracy for eval-221

uating long sentences for the same keyword. The222

keyword choice affected the sentence embedding223

accuracies more significantly than the influence of224

sentence length for sentence embedding accuracies.225

Figure 1 also shows that different sentence embed-226

ding models performed very differently for differ-227

ent keywords (e.g., COMET performed reasonably228

well across most of the considered keywords, but229

obtained quite low accuracies for “Trump", while230

SBERT and SimCSE obtained relatively high accu-231

racies for “Trump"), which again could suggest that232

different sentence embedding models tend to learn233

different types of semantic features of sentences.234

This could be a result of the capacity limitation235

of sentence embedding models, which can be im-236

proved by scaling up the model size along with237

larger and more diverse training data.238

Comparison with Previous Work. Compared239

to previous work that probed general semantics240

contained in sentence embeddings, including the 241

popular STS tasks, our AccSent evaluation set stud- 242

ies in particular how surface-level biases affect the 243

effectiveness of sentence embedding models for 244

capturing real semantics. Our experiments clearly 245

show that current sentence embedding models are 246

prone to neglect semantic changes in the sentences 247

when surface-level biases exist, for both short and 248

long sentences, which reveals a substantial short- 249

coming of current sentence embedding models. 250

4 Conclusion 251

This paper presents AccSent, a new dataset for as- 252

sessing how accurately sentence embeddings are 253

able to capture detailed sentence semantics. Our 254

evaluation encompasses several state-of-the-art sen- 255

tence embedding models, revealing that the effec- 256

tiveness of sentence embedding models is heavily 257

affected by surface-level biases and the types of 258

semantic differences between sentences. Being af- 259

fected by surface-level biases, the best-performing 260

model COMET for our dataset only obtained an 261

accuracy of 26.2% at making correct sentence-level 262

semantic similarity predictions. 263
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Limitations264

Currently, AccSent only contains English sentences265

and we plan to extend AccSent to other languages266

so that AccSent can be used to evaluate sentence267

embedding models of different languages.268
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