AccSent: Accurate Semantic Evaluation of Sentence Embeddings

Anonymous ACL submission

Abstract

Sentence embeddings, which encode arbitrary
sentences as fixed-length numeric vectors, have
shown promising results across a diverse range
of semantic tasks. While prior work has demon-
strated their effectiveness at capturing basic se-
mantics, we present a new semantic evaluation
set called AccSent for a more in-depth analy-
sis of how accurately such embeddings reflect
sentence semantics. We show that current em-
bedding models are generally able to capture
the broad semantic meaning of sentences, but
that they are heavily affected by surface-level
biases (such as lexical choices and sentence
structures) instead of capturing the accurate se-
mantic meaning of sentences. On our AccSent
test set, sentence embedding models merely
obtain an accuracy of 26.2% at evaluating the
semantic similarity of sentences. We release
our data and code on GitHub.

1 Introduction

Sentence embeddings (Conneau et al., 2017;
Reimers and Gurevych, 2019; Li et al., 2020; Gao
et al., 2021), which encode an arbitrary sentence
as a fixed-length vector, have gained widespread
use and achieved state-of-the-art results for NLP
tasks such as measuring semantic textual similarity
(STS; Reimers and Gurevych, 2019; Wang et al.,
2022), finding matches in information retrieval (Ka-
malloo et al., 2023), evaluating translation quality
(Rei et al., 2022), and supporting retrieval aug-
mentated generation from large language models
(Lewis et al., 2020). The promising results of sen-
tence embeddings in downstream tasks prove that
sentence embeddings are able to capture important
aspects of sentence semantics, but it remains non-
trivial to directly assess how accurately sentence
embeddings capture detailed sentence semantics.
There are a number of methods designed to
probe semantics contained in sentence embeddings.
Adi et al. (2016) introduced a binary classification
task that involves predicting whether a word w is

X The wildfire in Japan last week killed 20 people.

X’ 20 people were killed by the wildfire last week in Japan.

Y  The tsunami in Japan last week killed 20 people.

Table 1: The semantic similarity sim(X, X’) between
X and paraphrase X’ should be higher than sim(X,Y)
and sim(X’,Y), since Y refers to a different event.

contained in a sentence s based on its sentence em-
bedding. Similarly, Conneau et al. (2018) proposed
a classification task that requires predicting which
one of a set of 1,000 words is included in a given
sentence embedding. Others developed ways to in-
vestigate sentence embeddings by regenerating the
sentence from left to right based on the sentence
embedding (Bowman et al., 2015; Kerscher and
Eger, 2020). Zhu et al. (2018) proposed contrastive
similarity evaluations to assess to what extent sen-
tence embeddings reflect negation.

In this paper, we present a new semantic evalua-
tion benchmark called AccSent and show that, even
though sentence embedding models are generally
able to capture the broad semantic meaning of sen-
tences, they are heavily affected by surface-level
biases (such as lexical choices and sentence struc-
tures) instead of capturing the accurate semantic
meaning of sentences. AccSent includes sentences
with near-identical semantics (such as X, X’ in
Table 1) and also sentences that are semantically
different (such as X vs. Y and X’ vs. Y). We
used GPT4 to paraphrase sentences from an En-
glish NEWS corpus to obtain the near-equivalent
sentences and created the semantically distinct sen-
tences by manually changing an important word
of the original NEWS sentences. We then evalu-
ated the accuracy of state-of-the-art sentence em-
bedding models at evaluating semantic similarity
of different sentence pairs contained in AccSent.
We find that sentence embedding models have a
tendency to favor superficial biases as opposed to
genuine semantics. For instance, X, Y in Table 1
are semantically different but at the surface-level


http://www.omitted.link/

keyword —replacement keyword —replacement
cooperation—competition | celebration—contribution
nuclear—renewable daily—monthly
Trump—Biden lung—heart
vaccine—virus south—north
wildfire—tsunami knowledge—education
scientist—artist integrity—-beauty
Republicans—Democrats | convicted—accused
Jewish—Muslim restrictions—suggestions
electronic—solar terrorism—egotism
financial —cultural unemployment—bankruptcy

Table 2: Keywords and their replacement words used to
create our dataset.

differ in only one word and hence bear a significant
degree of resemblance at a superficial level. We
show that sentence embedding models are heavily
biased by surface-level features and can only obtain
an accuracy of 26.2% for evaluating the semantic
similarity of sentences in AccSent. We release our
dataset for future research.

2 AccSent: Accurate Sentence-Level
Semantic Evaluation

Principle. Our new semantic evaluation set Acc-
Sent is designed to test how accurately sentence
embeddings capture semantics as opposed to su-
perficial similarities. For a sentence X, AccSent
provides two sentences X’ and Y for semantic
similarity evaluation. X and X’ share a common
meaning, but differ in lexical choice and sentence
structure. In contrast, Y is obtained by changing
an informative word in X and thus Y and X differ
in just a single word, but have notably different
semantics. We use sentence embedding models
to predict the semantic similarity sim(X, X’) be-
tween X, X’ and assess whether it is predicted to
be greater than sim(X,Y) and sim(X’,Y).

Data. To create our dataset, we need pairs of sen-
tences with near-identical meaning. While a num-
ber of paraphrase resources exist (Dolan and Brock-
ett, 2005; Freitag et al., 2020), upon closer inspec-
tion, many do not fulfill this criterion sufficiently
well, as we find that the paraphrase sentences pro-
vided in these datasets frequently have notable se-
mantic differences. Therefore, we used GPT4 to
create paraphrase sentences for our dataset. We
first collected sentences from an English NEWS
corpus News crawl 2020" and then used GPT4
to paraphrase each collected sentence. When we

"https://data.statmt.org/news-
crawl/en/news.2020.en.shuffled.deduped.gz

Original

We will continue to condemn his horrific conduct and provide
our full cooperation to law enforcement as it works to ensure
that justice is served.

Paraphrase

We remain committed to denouncing his appalling behavior and
will offer our complete support to the authorities in their efforts
to see that justice is duly carried out.

Original

During a secret overnight flight to visit U.S. troops in Iraq on
Christmas night in 2018, Trump sought input from Bolton and
others on Air Force One about dumping Vice President Mike
Pence from the 2020 ticket in favor of Nikki Haley, who had just
stepped down as U.S. ambassador to the United Nations.
Paraphrase

While flying covertly to Iraq to meet with American soldiers on
the night of Christmas in 2018, Trump consulted with Bolton
and additional advisors aboard Air Force One regarding the pos-
sibility of replacing Vice President Mike Pence with Nikki Haley,
the recently resigned U.S. ambassador to the United Nations, for
the upcoming 2020 election campaign.

Table 3: Two paraphrase examples created by GPT4.

cooperation | 0
nuclear 0
Trump 1
vaccine 2
wildfire 0
average 0

Table 4: Human evaluation results for our AccSent
dataset: numbers of invalid examples for each keyword.

collected sentences from the NEWS corpus, we
used keyword-based collection. For each key-
word shown in Table 2, we collected 50 short sen-
tences (20-30 words) and 50 long sentences (50-60
words). We used 20 keywords in total, and there-
fore collected 1,000 short sentences and 1,000 long
sentences in total. To create a paraphrase sentence
for each collected sentence, we used GPT4 with
the following prompt “Create a sentence with the
exactly same meaning with this sentence: ...". We
used the original sentence as X and the paraphrase
sentence created by GPT4 as X’. To obtain Y,
we changed the keyword contained in the original
sentence into the replacement word as shown in Ta-
ble 2, so that the meaning of the sentence diverges
from that of the original.

Human Evaluation. With the keyword replace-
ment method, we can make sure that X and Y are
semantically different. However, X’ is generated
by GPT4. Although we find that GPT4 is good
at paraphrasing as shown in Table 3, X’ may not
be a perfect paraphrase of X in some cases. To
make sure that our AccSent dataset can be used as
a valid semantic evaluation set, we performed a



human evaluation for 25% of our dataset, including
both short and long sentences of 5 keywords as
shown in Table 4. We asked 10 annotators to check
whether X and X’ are indeed semantically closer
than X and Y for each sentence triplet. Each anno-
tator evaluated sentences of one assigned keyword.
Short and long sentences of the same keyword were
assigned to two different annotators separately. Ta-
ble 4 shows that there are roughly 0.6 out of 50
invalid short sentence examples for each keyword
and there are roughly 1.8 out of 50 invalid long sen-
tence examples for each keyword, which indicate
that our dataset has a high quality and can gener-
ally be used as a valid test set for sentence-level
semantic evaluation.

3 Experiments

3.1 Experimental Setup

We tested whether the following state-of-the-art
sentence embedding models can capture the accu-
rate meaning of the sentence using our AccSent
evaluation set.

1. SBERT: From SBERT (Reimers and Gurevych,
2019), we consider the powerful paraphrase-
multilingual-mpnet-base-v2> model to create
embeddings with cosine similarity as the metric.

2. LaBSE?: Computes semantic similarity as the
dot product of two embeddings and is mainly
used for bitext mining (Feng et al., 2022).

3. SimCSE: From SimCSE?*, we use the princeton-
nlp/sup-simcse-roberta-large model and com-
pute the cosine similarity of two sentence em-
beddings as the similarity metric.

4. COMET:> Computes the similarity of two sen-
tences using a regression model based on sen-
tence embeddings and is mainly used for trans-
lation quality evaluation (Rei et al., 2022). We
use the Unbabel/wmt20-comet-qge-da model®.

5. OpenAl: OpenAl text-embedding-ada-002 em-
beddings are provided by OpenAl’ for diverse
use cases. Cosine similarity is used to compute
semantic similarity.

We tested these sentence embedding models for

thtps://huggingface.co/sentence—transformers/
paraphrase-multilingual-mpnet-base-v2

3https://huggingface.co/sentence-transformers/
LaBSE

4https://github.com/princeton-nlp/SimCSE

Shttps://unbabel.github.io/COMET/

®Newer COMET models are not publicly available.

7https://platform.openai.com/docs/guides/
embeddings

XX > XY XX >XY
To T T; T T T
SBERT | 0.202 0.293 0.111 | 0.920 0.951 0.890
LaBSE 0.034 0.058 0.011 | 0938 0.957 0.919
SimCSE | 0.223 0354 0.092 | 0919 0965 0.873
COMET | 0.262 0302 0.223 | 0.832 0.846 0.818
OpenAl | 0.065 0.093 0.038 | 0.953 0.976 0.931

Table 5: Accuracies of sentence embedding models for
semantic evaluation using our AccSent test set. T,/T,/T;
denotes the accuracy for all/short/long sentences in the
dataset.

two semantic evaluation tasks using our dataset,
Task 1: sim(X,X’) > sim(X,Y) and Task 2:
sim(X, X’) > sim(X',Y).

3.2 Evaluation Results

Table 5 reports the accuracy of sentence embedding
models in recognizing X, X’ as semantically more
similar than X, Y (or X', Y). We observe that
all tested models achieve a reasonably high accu-
racy (over 80%) for recognizing that X, X’ bear
a greater semantic similarity than X', Y, even for
long sentences, which indicates that sentence em-
bedding models can capture the general semantic
meaning of sentences. However, Table 5 shows that
sentence embedding models struggle to recognize
that X, X’ are semantically closer than X, Y (even
for short sentences), most likely because, although
X, Y are semantically different, X, Y are highly
similar at the surface level (differing in just a single
word). The fact that sentence embedding models
generally predict X, Y to be more similar than X,
X’ shows that sentence embedding models exhibit
a clear bias towards surface-level similarity (e.g.,
lexical choices and sentence structures) rather than
genuine semantic similarity.

It is worth noting that the best-performing model
COMET for the XX’ > XY task is the worst-
performing model for the XX’ > XY task. Also,
the two best-performing models LaBSE and Ope-
nAl for the XX’ > X'Y task are the two worst-
performing models for the XX’ > XY task, which
suggests that it may be very difficult for a single
sentence embedding model to capture the complete
and accurate meaning of sentences and therefore
different sentence embedding models tend to cap-
ture different sentence-level semantic features.

To obtain a more in-depth analysis of how sen-
tence embedding models performed on our AccSent
dataset, we show the results for subsets of the data
with different keywords separately in Figure 1. In-
terestingly, we find that the keyword choice is a cru-
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Figure 1: Accuracies of different sentence embedding models for evaluating short and long sentences with different

keywords.

cial factor for the sentence embedding model per-
formance. As shown in Figure 1, if a sentence em-
bedding model was reasonably good at evaluating
short sentences for a given keyword, then it most
likely also got a relatively high accuracy for eval-
uating long sentences for the same keyword. The
keyword choice affected the sentence embedding
accuracies more significantly than the influence of
sentence length for sentence embedding accuracies.
Figure 1 also shows that different sentence embed-
ding models performed very differently for differ-
ent keywords (e.g., COMET performed reasonably
well across most of the considered keywords, but
obtained quite low accuracies for “Trump", while
SBERT and SimCSE obtained relatively high accu-
racies for “Trump"), which again could suggest that
different sentence embedding models tend to learn
different types of semantic features of sentences.
This could be a result of the capacity limitation
of sentence embedding models, which can be im-
proved by scaling up the model size along with
larger and more diverse training data.

Comparison with Previous Work. Compared
to previous work that probed general semantics

contained in sentence embeddings, including the
popular STS tasks, our AccSent evaluation set stud-
ies in particular how surface-level biases affect the
effectiveness of sentence embedding models for
capturing real semantics. Our experiments clearly
show that current sentence embedding models are
prone to neglect semantic changes in the sentences
when surface-level biases exist, for both short and
long sentences, which reveals a substantial short-
coming of current sentence embedding models.

4 Conclusion

This paper presents AccSent, a new dataset for as-
sessing how accurately sentence embeddings are
able to capture detailed sentence semantics. Our
evaluation encompasses several state-of-the-art sen-
tence embedding models, revealing that the effec-
tiveness of sentence embedding models is heavily
affected by surface-level biases and the types of
semantic differences between sentences. Being af-
fected by surface-level biases, the best-performing
model COMET for our dataset only obtained an
accuracy of 26.2% at making correct sentence-level
semantic similarity predictions.



Limitations

Currently, AccSent only contains English sentences
and we plan to extend AccSent to other languages
so that AccSent can be used to evaluate sentence
embedding models of different languages.
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