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When asked what the past tense for forgo is, GPT-40 responds, "The past tense of *forgo’ is forwent."
Yet, most native speakers would find forwent unacceptable but are unable to find the right, natural form for
the past tense of forgo [Gorman and Yang, 2019]. Words such as forwent are morphological gaps in which
expected forms are absent, an intriguing and underexplored linguistic phenomenon that "remains poorly
understood" [Baerman and Corbett, 2010]. Documenting defectivity typically requires significant expertise
and manual effort, making crowd-sourced content a potentially valuable but underexplored resource.
Wikipedia and its sister websites, prominent examples of user-generated content, rank consistently among
the most popular websites worldwide, attracting over 4.5 billion monthly visitors. Despite their extensive
reach and usage, they are generally perceived as unreliable by domain experts. However, for scarce
linguistic phenomena such as defectivity in non-English languages, Wikipedia and Wiktionary often serve
as two of the few widely accessible and frequently utilized resources.

In this study, we conduct computational analyses of inflectional gaps by using UDPipe [Straka et al.,
2016] to tokenize raw text and customizing UDTube [ Yakubov, 2024], a state-of-the-art neural morpho-
logical analyzer trained with Universal Dependencies (a corpus of morphologically annotated text in
different languages), to incorporate mBERT [Conneau et al., 2020] as an encoder and annotate large
corpora of text in Latin (640MB, 390 million words) and Italian (8.3GB, 5 billion words). The resulting
massive annotated data are then used to measure the frequency of inflectional forms and validate lists of
defective verbs scraped and compiled from Wiktionary’s Latin and Italian pages to verify which verbs
are confirmed computationally to be morphological gaps. The aim is to conduct quality assurance on
crowd-sourced linguistic information provided in Wiktionary, assessing and comparing its reliability for
linguistic knowledge in two related, yet distinct languages and flagging cases where lemmata are labeled
as defective but may not actually be defective, based on linguistic evidence.

We employ two models to quantify the likelihood of non-defectivity. The first is absolute frequency.
The second is divergence from expected frequency—how far a given inflected word diverges from its
expected probability. To measure this, we use the log-odds ratio [Gorman and Yakubov, 2024].

Our findings indicate that nearly 70% of Latin and 80% of Italian gaps listed in Wiktionary strongly
align with computational results, thus suggesting a degree of reliability in Wiktionary’s linguistic data,
despite coming from unreferenced, user-generated sources. However, 7% of Latin lemmata labeled as
defective show strong corpus evidence of being non-defective, compared to less than 4% in Italian. This
finding raises some concerns about potential limitations of crowd-sourced wikis as definite sources of
linguistic knowledge, despite their value as resources for rare linguistic features. This work contributes
to contrastive morphological research by computationally comparing morphological defectiveness in
Latin and Italian. We provide a novel, scalable methodology for validating and expanding knowledge of
morphological defectivity in these two historically related yet distinct languages. Through this contrastive
computational approach, we contribute to advancement of knowledge and discussion on morphology,
defectiveness, and the role of digital resources in linguistic research.
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