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Abstract

We present GSM-MC, a multiple-choice (MC)001
dataset constructed by collecting answers and002
incorrect predictions on GSM8K from 60 open-003
source models. Through extensive experiments,004
we show that LLMs’ performance on the MC005
version of this popular benchmark is strongly006
correlated with their performance on the orig-007
inal version and is quite robust to distractor008
choices and option orders, while the evaluation009
time is reduced by a factor of up to 30. Follow-010
ing similar procedures, we introduce MATH-011
MC, constructed from MATH, and PythonIO, a012
new program reasoning MC dataset constructed013
from HumanEval and MBPP. Experimental re-014
sults indicate that LLMs’ performance on these015
MC benchmarks leaves much room for im-016
provement.017

1 Introduction018

MMLU (Hendrycks et al., 2021a), GSM8K (Cobbe019

et al., 2021), MATH (Hendrycks et al., 2021b), Hu-020

manEval (Chen et al., 2021), and MBPP (Austin021

et al., 2021) are currently the de facto most popular022

benchmarks for evaluating LLMs. Among these023

benchmarks, only MMLU is in multiple-choice024

(MC) format, where model predictions can be ef-025

ficiently extracted from output logits. In the other026

benchmarks, the models are typically evaluated by027

open-ended generation, from which the answers028

are extracted.029

However, as shown in Figure 1, LLMs may not030

always follow the required answer format during031

generation, which results in many false negatives032

when the answers are heuristically extracted from033

model generations and evaluated by exact match,034

as in GSM8K and MATH.035

To tackle this issue, in this work we investi-036

gate whether short-answer generation benchmarks037

like GSM8K and MATH can be converted into a038

multiple-choice format to prevent invalid answers039

Original question:
Natalia sold 4 clips in April, and half as many in May. How 
many clips did she sell altogether in April and May?

Answer:
Natalia sold 4/2 = 2 clips in May.
Natalia sold 4+2 = 6 clips altogether in April and May.
#### 6

Model predictions :
(1) #### 6 ✅
(2) #### 4. ❌
(3) ### 6 ❓
(4) She sold six clips in total. ❓
(5) Let’s write a program to solve it!

print(4 + 4 / 2) ❓

MC Question:
Natalia sold 4 clips in April, and half as many in May. How 
many clips did she sell altogether in April and May?
A. 4
B. 6
C. 2
D. 8
Answer:

Softmax over model logits:
(1) [0.2, 0.4, 0.3, 0.1] ✅
(2) [0.4, 0.2, 0.2, 0.2] ❌

Figure 1: An illustrative example of correct, incorrect,
and invalid answers to one question from GSM8K (top).
After converting to multiple-choice format (bottom), a
prediction can always be extracted from model logits.

like those in Figure 1 from affecting the evalua- 040

tion accuracy of LLMs. Using GSM8K as a proof- 041

of-concept example, we collect incorrect predic- 042

tions from 60 open-source models to construct 043

a pool of distractors for each problem and con- 044

vert the problems into an MC format similar to 045

MMLU (which we dub GSM-MC). Through ex- 046

tensive experiments involving different numbers 047

of choices (Section 3.4.1) and robustness against 048

different distractor choices and option orders (Sec- 049

tion 3.4.2), we show that LLMs’ performance on 050

GSM-MC is robust to distractors and option orders, 051

and strongly correlated with the performance on 052

the original GSM8K regardless of choice numbers 053

(ranging from 2 to 8). 054

Inspired by the success of converting GSM8K to 055
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Benchmark Training Samples Test Samples Source Domain

GSM-MC 7468 1319 GSM8K grade school math word problems
MATH-MC 7278 4914 MATH high school math competitions
PythonIO 966 1684 HumanEval, MBPP Python program output prediction

Table 1: Overview of our MC datasets.

GSM-MC, we repeat the same procedure on MATH056

to construct MATH-MC. The two coding bench-057

marks, however, can not be naively converted into058

MC format in the same way, which would result059

in outrageously long and very unnatural questions.060

Thus we follow one recent work (Gu et al., 2024)061

and convert them into a program output predic-062

tion task instead, which we name PythonIO. An063

overview of these datasets is provided in Table 1.064

2 Related Work065

The evaluation of LLMs can be categorized as ei-066

ther generation-based or multiple-choice-based. To067

compute a model’s score on one specific gener-068

ation sample - such as a math word problem in069

GSM8K (Cobbe et al., 2021) or one program syn-070

thesis problem in HumanEval (Chen et al., 2021) -071

there are several classes of metrics: 1) the first one072

is based on content overlap such as exact match,073

BLEU (Papineni et al., 2002), and ROUGE (Lin,074

2004); 2) the second one is based on model-scoring,075

either by computing similarities between model076

representations (e.g. BERTScore Zhang et al.,077

2020), or by regression (e.g. BLEURT Sellam078

et al., 2020), or by directly asking a powerful LLM079

to grade the sample (Zheng et al., 2023); 3) the third080

one, specific to code, is based on functional correct-081

ness, where a generated program is run against a set082

of tests to verify their functions (Chen et al., 2021;083

Zhang et al., 2023). Most reasoning-heavy evalua-084

tions - such as math and coding benchmarks, where085

a small lexical difference in the answer could com-086

pletely change its semantics - adopt the first and the087

third types of metrics. However, these metrics also088

require rigorous and possibly labor-intensive post-089

processing of model generations to work correctly,090

as exemplified in Figure 1.091

On the other hand, to evaluate a model092

on one MC question - such as one from093

MMLU (Hendrycks et al., 2021a) - a binary score is094

typically computed by checking whether the model095

assigns the largest probability to the correct option096

id (e.g. “A”) among all the option ids. While some097

early works used other methods such as concatenat-098

ing the content of each option to the question and 099

comparing their likelihood (Brown et al., 2020), it 100

has been argued in the literature that such meth- 101

ods underperform compared with directly asking 102

the model to output the answer id (Robinson and 103

Wingate, 2023). 104

Recently Several works have studied the effec- 105

tiveness and robustness of evaluating LLMs on 106

MC benchmarks. Savelka et al. (2023) evaluated 107

GPT models on questions from a Python program- 108

ming course, finding the models to struggle with 109

questions that require analysis and reasoning about 110

the code, such as output prediction. Zheng et al. 111

(2024) analyzed 20 LLMs’ performance on MMLU 112

and other MC benchmarks, finding that LLMs a 113

priori assign higher probability to certain answer 114

ids. Wang et al. (2024) also investigated LLMs’ 115

performance on MMLU, finding them to be sensi- 116

tive to the ordering of the four options in the ques- 117

tion. However, all these works focused on existing 118

MC benchmarks. To our knowledge, no work has 119

explored the possibility of converting generation 120

benchmarks into MC format. 121

3 Converting GSM8K to Multiple-Choice 122

Format 123

We first use GSM8K - which is relatively small in 124

size and can be straightforwardly converted into an 125

MC format - as a proof-of-concept example and 126

validate the rationality of converting short-answer 127

generation benchmarks into MC format. 128

3.1 A Closer Look at LLMs’ Performance on 129

GSM8K 130

Using the original prompt format provided by 131

Cobbe et al. (2021), we evaluated a series of 132

open-source LLMs including Qwen1.5 (Bai et al., 133

2023), LLaMA 2 and 3 (Touvron et al., 2023), 134

Mistral (Jiang et al., 2023), Gemma (Mesnard 135

et al., 2024), Phi 1-3 (Gunasekar et al., 2023; Li 136

et al., 2023b; Abdin et al., 2024), ChatGLM3 (Zeng 137

et al., 2023), Flan-T5 (Raffel et al., 2020; Chung 138

et al., 2022), Pythia (Biderman et al., 2023), and 139

BLOOM (Scao et al., 2022; Muennighoff et al., 140

2



Qwen1.5-0.5B

Qwen1.5-1.8B

Qwen1.5-4B

Qwen1.5-7B

Qwen1.5-14B

Qwen1.5-32B

Qwen1.5-72B

Qwen1.5-0.5B-Chat

Qwen1.5-1.8B-Chat

Qwen1.5-4B-Chat

Qwen1.5-7B-Chat

Qwen1.5-14B-Chat

Qwen1.5-32B-Chat

Qwen1.5-72B-Chat

Mistral-7B

Mistral-7B-Instruct

LLaMA-2-7B

LLaMA-2-13B

LLaMA-2-70B

LLaMA-2-7B-Chat

LLaMA-2-13B-Chat

LLaMA-2-70B-Chat

LLaMA-3-8B

LLaMA-3-70B

LLaMA-3-8B-Instruct

LLaMA-3-70B-Instruct

Gemma-2B

Gemma-7B

Gemma-2B-it

Gemma-7B-it

Phi-1
Phi-1.5

Phi-2
Phi-3

ChatGLM3-6B-Base

ChatGLM3-6B

Pythia-70M

Pythia-160M

Pythia-410M

Pythia-1B

Pythia-1.4B

Pythia-2.8B

Pythia-6.9B

Pythia-12B

Flan-T5-60M

Flan-T5-220M

Flan-T5-770M

Flan-T5-3B

Flan-T5-11B

Flan-UL2

BLOOM-0.56B

BLOOM-1.1B

BLOOM-1.7B

BLOOM-3B

BLOOM-7B

BLOOMZ-0.56B

BLOOMZ-1.1B

BLOOMZ-1.7B

BLOOMZ-3B

BLOOMZ-7B

0

200

400

600

800

1000

1200

correct
incorrect
invalid

Figure 2: LLMs’ answer distributions on GSM8K. Smaller models and aligned models tend to produce more invalid
answers.

Mistral-7B-Inst LLaMA-3-8B-Inst Phi-3

correct
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invalid

Figure 3: Comparison of answer distribution by aligned
models with (top) and without (bottom) applying the
instruction template.

2023) on GSM8K. The results indicate that a non-141

negligible portion of the wrong answers arises from142

failure to parse model outputs, as shown in Figure 2.143

Inspecting the invalid answers, we identify three144

most common causes: meaningless repetition, not145

highlighting the answer in the correct format, and146

writing programs instead of solving the problems147

directly. More details about the prompt and sample148

outputs can be found in Figure 8, 9 in Appendix B.149

In the main experiments we used greedy decod-150

ing for all the evaluated models and did not apply151

any chat or instruction template for the aligned ver-152

sions. In early experiments, We also evaluated the153

instruct versions of LLaMA-3, Mistral, and Phi-154

3 with their respective instruction template. As155

shown in Figure 3, these templates lead to signifi- 156

cantly more invalid responses, and also fewer cor- 157

rect answers for Mistral and LLaMA. We hypoth- 158

esize that the instruction templates (for example, 159

prepending [INST] and appending [/INST] to the 160

prompt) interrupt the logical flow established by 161

the consecutive in-context examples and make it 162

harder for the models to follow the desired format. 163

3.2 Converting to Multiple-Choice Format 164

To tackle the issue presented in Section 3.1, we 165

collected all the valid but incorrect answers pro- 166

duced by the evaluated models as a distractor pool 167

for each problem in the benchmark. We then con- 168

structed a new dataset following the format of 169

MMLU (see Figure 10 in Appendix B). We also 170

additionally generated distractors for the training 171

set to facilitate future research. 172

After converting to MC format, the evaluation 173

process no longer involves auto-regressive genera- 174

tion but simplifies into one softmax operation over 175

the option tokens’ corresponding output logits at 176

the end of the prompt. This leads to a significant re- 177

duction in computation cost: evaluating Qwen1.5- 178

32B on the original GSM8K dataset takes 7 hours 179

on our machine (distributed across 3 RTX 3090) 180

while evaluating it on the newly constructed 4-way 181

MC dataset takes only 13 minutes on the same 182

machine. 183
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Figure 4: Frequency of most likely output token over 1K training set problems on GSM-MC by base models (top)
and aligned models (bottom). The ground truth answers of the 1K problems are balanced across the four options.

3.3 Can LLMs Understand Multiple-Choice184

Questions?185

As previously mentioned, one advantage of186

multiple-choice questions is that they enable the187

evaluation of any language model on any subject188

by simply comparing the output logits of the tokens189

“A”, “B”, “C”, “D”. However, the output logits of190

models are distributed over the entire vocabulary191

instead of only these option ids, and it remains192

unclear whether LLMs understand the multiple-193

choice format and tend to produce these tokens194

over other irrelevant tokens in the vocabulary. Thus,195

we first evaluated several models on one thousand196

4-way MC problems constructed from the training197

set and counted the frequency of the most likely198

output token, presented in Figure 4.199

From the figure, we observe that LLMs do200

understand multiple-choice format, but with a201

heavy bias towards certain options, which may202

be alleviated by alignment. For example, both203

BLOOM 7B and Pythia 6.9B only outputs B and C,204

but never A and D for all the 1K problems, while the205

output distribution is more balanced in BLOOM’s206

aligned version BLOOMZ. 207

Another issue Figure 4 reveals is the options 208

tokenization. The currently most popular eval- 209

uation framework of MC problems provided by 210

Hendrycks et al. (2021a) directly tokenizes the op- 211

tions by calling tokenizer("A").input_ids[0]. 212

However, this does not always yield the correct 213

token id, since some tokenizers treat “A” and “ A” 214

as different tokens. For example, in LLaMA 3 tok- 215

enizer, the id of token “A” is 32, produced by the 216

above script, while the id of token “ A” is 362, one 217

of the most likely tokens generated by the model 218

after an MC question. In our implementation, we 219

solve this issue by customizing the tokenization of 220

options for each model. 221

3.4 Rationality of MC Evaluation 222

3.4.1 Correlation between MC Evaluation 223

and Open-Ended Evaluation 224

From the experiments described in Section 3.1 and 225

3.2, we collected more than ten distractors for ev- 226

ery problem in GSM8K’s test set. Using these 227

distractors, we constructed MC questions with dif- 228
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Figure 5: Model performance on GSM-MC (with the number of choices ranging from 2 to 8) and the original
GSM8K. Each point is one model’s score on GSM8K (x-axis) and one version of GSM-MC (y-axis), and the
best-fitting line is given in red. The MC scores are strongly correlated with generation scores (Pearson correlation
shown in each subplot’s title), with a p-value less than 0.001 in all cases, indicating statistical significance.

ferent numbers of choices, ranging from 2-way to229

8-way. We evaluated all the models mentioned in230

Section 3.1 on these seven suites of MC problems,231

and their performance is plotted against the per-232

formance on original GSM8K in Figure 5. The233

results are strongly correlated with statistical234

significance in all cases.235

To further explore the relation between models’236

performance on GSM8K and GSM-MC, we also237

visualize the questions in both datasets using the238

correctness of 40 models with non-trivial perfor-239

mance as features, as shown in Figure 6. In the240

2-way setting, the MC questions are clearly struc-241

tured into two clusters. This is explained by the242

fact that between the options “A” and “B”, some243

models are biased towards the former while others244

are biased towards the latter (as shown in Figure 4),245

which results in the features of questions with cor-246

rect answer “A” and those with correct answer “B”247

having distinct distributions. However, as can be248

seen in Figure 6, as the number of options in-249

creases in the MC questions, this correctness250

distribution gap is reduced, and the overall dis-251

tribution of the MC questions also moves closer252

to that of the generative questions.253

Based on these findings, we consider 4-way MC254

problems by default in the rest of this work and255

in our released datasets, as 4-way questions are256

the most common MC format and our experiments 257

also suggest that 4-way GSM-MC yields a simi- 258

lar model performance distribution to the original 259

GSM8K. However, to contribute to future research, 260

we also release all the distractors used to construct 261

MC questions with more options. 262

3.4.2 Robustness against Distractors and 263

Choice Orders 264

Many works studying LLMs’ performance on MC 265

questions have suggested that LLMs are not robust 266

to choice orders in MC problems (Robinson and 267

Wingate, 2023; Zheng et al., 2024; Wang et al., 268

2024). Thus, to explore LLMs’ robustness on 269

GSM-MC, we constructed ten different sets of 4- 270

way MC problems from the distractor pool where 271

both the choice of the three distractors and the 272

order of the four options are randomized and re- 273

peated the previous experiments on these ten sets 274

of problems. The results are plotted in Figure 7, 275

where it can be observed that the variation of one 276

model’s performance is quite small compared with 277

the inter-model difference. 278

We also experimented with an alternative strat- 279

egy for generating distractors, where for a question 280

with ground truth answer n, we randomly sample 281

distractors in the interval [0.5n, 1.5n]1. Like the 282

1When n is less than 40, we sample in [n − 20, n + 20]
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Figure 6: T-SNE visualization of questions in GSM8K and GSM-MC, using 40 models’ correctness on each question
as features. Starting from 4-way, the distribution of MC questions has a high overlap with generative questions.

Distractors Std
Correlation with

generation scores

model-generated 1.083 0.859
randomly sampled 1.017 0.705

Table 2: Comparision of model scores on GSM-MC
with model-generated and randomly sampled distractors:
standard deviation across ten sets of questions, and mean
correlation with the scores on the original GSM8K.

previous experiment, we constructed ten sets of283

randomized questions and evaluated the models on284

them. We find that in this setting, the models’ per-285

formance variation across the ten sets of problems286

is about the same as model-generated distractors,287

but the average correlation between scores on MC288

questions and the scores on the original GSM8K is289

much weaker, as shown in Table 2. Also, this strat-290

egy only applies to benchmarks where the ground291

truth answers are straightforward numbers, but fails292

in other cases (such as LaTeX expressions). Thus293

we recommend using model-generated distractors294

in future research.295

4 MATH-MC and PythonIO296

Inspired by the success of converting GSM8K to297

MC format, we also convert three other popular298

LLM evaluation benchmarks - MATH, HumanEval,299

instead.

and MBPP - into MC format to accelerate the eval- 300

uation of LLMs. 301

MATH For MATH, we generated distractors 302

with ChatGLM3, Qwen1.5, Gemma, Mistral, and 303

Phi-2. As the answers are all latex expressions in 304

this dataset, we used SymPy2 to remove lexically 305

different but semantically equivalent answers. Af- 306

ter collecting the distractors, we filtered out a small 307

number of questions where the ground truth answer 308

extracted from the original solution is ambiguous 309

(either empty or has more than one answer), which 310

leaves us with 7.3K training samples and 4.9K test 311

samples. 312

HumanEval and MBPP For the code generation 313

datasets, we follow Gu et al. (2024) and convert the 314

task into program output prediction instead. We 315

heuristically extracted and manually verified input- 316

output pairs from the unit tests in HumanEval and 317

MBPP, and used Qwen1.5, Mistral, ChatGLM3, 318

LLaMA-3, Phi-3, Gemma, and StarCoder (Li et al., 319

2023a) to generate distractors. We only retained 320

distractors that can be successfully evaluated by 321

a Python interpreter, and removed any duplicates. 322

For the train/test split, we use all programs from 323

HumanEval and the test set of MBPP as test sam- 324

ples, and the rest of MBPP as training samples. 325

The selected results of our evaluated models on 326

MATH-MC and PythonIO, along with GSM-MC, 327

2https://www.sympy.org/en/index.html
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Figure 7: Performance variation on 4-way GSM-MC across ten sets of questions with different option orders and
distractors.

are resented in Table 3 (the complete results are328

given in Appendix A). Overall, LLaMA-3 70B In-329

struct is the best performing model among all the330

evaluated models, scoring 61.1 on GSM-MC, 60.3331

on MATH-MC, and 70.1 on PythonIO. Also, all332

three benchmarks prove to be rather challenging333

tasks, with few models scoring higher than 50, leav-334

ing much room for improvement.335

5 Conclusion336

In this work, we convert two of the most popular337

LLM evaluation benchmarks - GSM8K and MATH338

- into multiple-choice format, and also construct339

a new program reasoning benchmark PythonIO340

from HumanEval and MBPP. Through extensive341

experiments, we show that LLMs’ performance on342

GSM-MC is strongly correlated with their perfor-343

mance on the original GSM8K using open-ended344

generation, regardless of choice numbers and op-345

tion orders. With the introduction of these three346

benchmarks, we hope to facilitate more efficient347

LLM evaluation in the research community.348

Limitations349

Due to limited computation resources, throughout350

this work we used only GSM8K and GSM-MC351

as a proof-of-concept example to discuss the rela-352

tion between a short-answer generation benchmark353

and its multiple-choice version. In terms of the354

other two benchmarks, MATH includes three times 355

more questions than GSM8K, thus we expect most 356

of the conclusions regarding robustness that we 357

drew from experiments on GSM-MC to also hold 358

on MATH-MC. As for PythonIO, the newly con- 359

structed benchmark evaluates a different capability 360

(input-output reasoning) compared with the orig- 361

inal HumanEval and MBPP (program synthesis), 362

and is thus not directly comparable. 363

Also, the methodology taken in this work 364

only applies to generation benchmarks with short, 365

unique ground truth answers, but not other open- 366

ended generation tasks such as machine translation 367

and summarization. We leave the exploration of 368

whether these tasks can also be evaluated more ef- 369

ficiently in multiple-choice format to future works. 370

Ethics Statement 371

Regarding the data resources from which GSM- 372

MC, MAHT-MC, and PythonIO are constructed, 373

GSM8K, MATH, and HumanEval are released 374

under MIT license, and MBPP is released under 375

Apache 2.0 license. If you use, adapt, or redis- 376

tribute our benchmarks, please also cite the origi- 377

nal resources and include the corresponding license 378

information. Our benchmarks should not be used 379

outside of research contexts. 380
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Model GSM-MC MATH-MC PythonIO Average

Qwen1.5-7B 38.43±1.43 42.96 32.78 38.06
Qwen1.5-14B 45.40±0.92 50.65 40.86 45.64
Qwen1.5-32B 50.83±1.10 54.48 51.78 52.36
Qwen1.5-72B 53.28±0.89 55.92 50.36 53.19

Qwen1.5-7B-Chat 37.85±1.26 43.85 32.48 38.06
Qwen1.5-14B-Chat 46.46±0.99 49.98 40.86 45.77
Qwen1.5-32B-Chat 51.92±1.01 55.13 48.57 51.87
Qwen1.5-72B-Chat 52.30±1.24 56.33 50.65 53.09

Mistral-7B 31.74±1.09 34.11 31.65 32.50
Mistral-7B-Instruct 31.00±0.79 28.27 25.89 28.39

LLaMA-2-13B 31.48±1.27 30.12 26.60 29.40
LLaMA-2-70B 41.92±1.22 40.64 38.24 40.27
LLaMA-2-13B-Chat 29.77±0.79 28.94 28.03 28.91
LLaMA-2-70B-Chat 34.14±1.27 32.36 31.47 32.66

LLaMA-3-8B 33.52±1.15 37.63 34.38 35.18
LLaMA-3-70B 49.58±1.00 53.99 59.92 54.50
LLaMA-3-8B-Instruct 36.10±1.07 37.61 38.95 37.55
LLaMA-3-70B-Instruct 61.14±1.37 60.26 70.07 63.82

Gemma-7B 37.33±1.04 38.36 30.52 35.40
Gemma-7B-it 32.62±0.90 33.52 27.97 31.37

Phi-2 30.98±1.08 30.44 29.75 30.39
Phi-3 39.26±1.45 41.39 38.24 39.63

ChatGLM3-6B-Base 35.32±1.13 37.32 27.73 33.46
ChatGLM3-6B 29.69±1.43 31.42 26.13 29.08

Flan-T5-3B 25.03±0.87 24.93 26.60 25.52
Flan-T5-11B 32.80±1.63 26.43 29.33 29.52
Flan-UL2 31.54±0.97 27.35 25.95 28.28

Table 3: Selected results on GSM-MC, MATH-MC, and PythonIO. The results for GSM-MC are the mean value of
the ten sets of different problems in Figure 7, with standard deviation given in subscript.
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A Complete Results700

Model GSM-MC MATH-MC PythonIO Average

Qwen1.5-0.5B 27.81±1.21 25.11 25.18 26.03
Qwen1.5-1.8B 28.46±0.80 28.90 26.43 27.93
Qwen1.5-4B 34.75±1.15 37.81 25.71 32.76
Qwen1.5-7B 38.43±1.43 42.96 32.78 38.06
Qwen1.5-14B 45.40±0.92 50.65 40.86 45.64
Qwen1.5-32B 50.83±1.10 54.48 51.78 52.36
Qwen1.5-72B 53.28±0.89 55.92 50.36 53.19

Qwen1.5-0.5B-Chat 26.75±1.07 24.28 28.03 26.35
Qwen1.5-1.8B-Chat 28.08±1.08 28.35 26.31 27.58
Qwen1.5-4B-Chat 32.68±1.01 36.35 25.65 31.56
Qwen1.5-7B-Chat 37.85±1.26 43.85 32.48 38.06
Qwen1.5-14B-Chat 46.46±0.99 49.98 40.86 45.77
Qwen1.5-32B-Chat 51.92±1.01 55.13 48.57 51.87
Qwen1.5-72B-Chat 52.30±1.24 56.33 50.65 53.09

Mistral-7B 31.74±1.09 34.11 31.65 32.50
Mistral-7B-Instruct 31.00±0.79 28.27 25.89 28.39

LLaMA-2-7B 27.48±0.92 29.08 23.04 26.53
LLaMA-2-13B 31.48±1.27 30.12 26.60 29.40
LLaMA-2-70B 41.92±1.22 40.64 38.24 40.27
LLaMA-2-7B-Chat 26.27±1.25 26.48 25.53 26.09
LLaMA-2-13B-Chat 29.77±0.79 28.94 28.03 28.91
LLaMA-2-70B-Chat 34.14±1.27 32.36 31.47 32.66

LLaMA-3-8B 33.52±1.15 37.63 34.38 35.18
LLaMA-3-70B 49.58±1.00 53.99 59.92 54.50
LLaMA-3-8B-Instruct 36.10±1.07 37.61 38.95 37.55
LLaMA-3-70B-Instruct 61.14±1.37 60.26 70.07 63.82

Gemma-2B 26.50±1.13 26.31 24.29 25.70
Gemma-7B 37.33±1.04 38.36 30.52 35.40
Gemma-2B-it 24.82±1.10 24.99 24.64 24.82
Gemma-7B-it 32.62±0.90 33.52 27.97 31.37

Phi-1 25.46±0.91 25.15 26.19 25.60
Phi-1.5 27.09±1.24 26.62 22.80 25.50
Phi-2 30.98±1.08 30.44 29.75 30.39
Phi-3 39.26±1.45 41.39 38.24 39.63

ChatGLM3-6B-Base 35.32±1.13 37.32 27.73 33.46
ChatGLM3-6B 29.69±1.43 31.42 26.13 29.08

Table 4: The complete results on GSM-MC, MATH-MC, and PythonIO (continued in Table 5). The results for
GSM-MC are the mean value of the ten sets of different problems in Figure 7, with standard deviation given in
subscript.
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Model GSM-MC MATH-MC PythonIO Average

Pythia-70M 25.45±1.03 26.21 27.08 26.25
Pythia-160M 25.05±1.32 24.20 25.12 24.79
Pythia-410M 24.19±0.88 24.93 23.69 24.27
Pythia-1B 24.64±1.34 23.89 22.98 23.84
Pythia-1.4B 25.05±0.88 24.60 23.28 24.31
Pythia-2.8B 24.63±1.07 24.01 26.19 24.94
Pythia-6.9B 24.97±0.92 23.54 25.12 24.54
Pythia-12B 24.93±1.01 24.95 25.95 25.28

Flan-T5-60M 16.95±1.05 19.60 25.65 20.73
Flan-T5-220M 22.79±0.99 22.59 24.05 23.14
Flan-T5-770M 24.93±0.83 22.18 27.20 24.77
Flan-T5-3B 25.03±0.87 24.93 26.60 25.52
Flan-T5-11B 32.80±1.63 26.43 29.33 29.52
Flan-UL2 31.54±0.97 27.35 25.95 28.28

BLOOM-0.56B 24.73±0.86 23.97 25.42 24.71
BLOOM-1.1B 25.50±1.16 24.97 24.17 24.88
BLOOM-1.7B 25.79±0.98 25.23 23.16 24.73
BLOOM-3B 25.11±1.01 25.17 24.35 24.88
BLOOM-7B 25.04±1.19 25.03 24.23 24.77

BLOOMZ-0.56B 25.05±0.70 24.97 25.30 25.11
BLOOMZ-1.1B 24.76±1.14 23.22 24.64 24.21
BLOOMZ-1.7B 25.48±1.27 24.77 24.94 25.06
BLOOMZ-3B 25.71±1.31 24.18 24.29 24.73
BLOOMZ-7B 27.94±0.83 25.34 22.62 25.30

Table 5: The complete results on GSM-MC, MATH-MC, and PythonIO (continued from Table 4). The results for
GSM-MC are the mean value of the ten sets of different problems in Figure 7, with standard deviation given in
subscript.
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B Prompt Details and Sample Outputs702

The following are grade school math word problems. Please answer the last problem following the
format of the previous examples. Highlight the final answer with ####.

Natalia sold clips to 48 of her friends in April, and then she sold half as many clips in May. How many
clips did Natalia sell altogether in April and May?
Natalia sold 48/2 = <<48/2=24>>24 clips in May.
Natalia sold 48+24 = <<48+24=72>>72 clips altogether in April and May.
#### 72

{four more in−context examples}

Janet’s ducks lay 16 eggs per day. She eats three for breakfast every morning and bakes muffins for her
friends every day with four. She sells the remainder at the farmers’ market daily for $2 per fresh duck
egg. How much in dollars does she make every day at the farmers’ market?

Figure 8: Prompt format for evaluating LLMs on the original GSM8K dataset. In-context examples come from
training set.
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Pythia 160M
A $2.00 per day, a $1.00 a day, a $0.00 a day, a $0.00 a day, a $0.00 a day, a $0.00 a day, a $0.00 a day,
a $0.00 a day, a $0.00 a day, a $0.00 a day, a $0.00 a day, a $0.00 a day, a $0.00 a day, a $0.00 a day, a
$0.00 a day, a $0.00 a day, a $0.00 a day, a $0.00 a day, a $0.00 a day, ...

BLOOM 1.7B
How much does she make per day at the farmers’ market?
Janet eats three eggs for breakfast every morning and bakes four muffins for her friends every day. She
sells the remaining at the farmers’ market daily for $2 per fresh duck egg. How much in dollars does
she make every day at the farmers’ market? How much does she make per day at the farmers’ market?
Janet eats three eggs for breakfast every morning and bakes four muffins for her friends every day. She
sells the remaining at the farmers’ market daily for $2 per fresh duck egg. How much in dollars does
she make every day at the farmers’ market? How much does she make per day at the farmers’ market?
...

Flan−T5 770M
Janet eats 3 eggs for breakfast and 4 for muffins every day for a total of 3 + 4 = 7 eggs. She sells the
remaining 16 eggs at the farmers’ market for $2 per egg for a total of 16 − 7 = $8 per day. The final
answer: 8.

Qwen1.5−Chat 14B
Let’s program in Python to solve it.
# define the variables
eggs_per_day = 16
breakfast_eggs = 3
muffin_eggs = 4
price_per_egg = 2

# calculate the eggs left after breakfast and baking
eggs_left = eggs_per_day − breakfast_eggs − muffin_eggs

# calculate the daily earnings
daily_earnings = eggs_left * price_per_egg

# print the result
print(daily_earnings)

Figure 9: Typical invalid responses to the question in Figure 8: repetition at word-level (Pythia) and sentence-level
(BLOOM), not following the answer format (Flan-T5), and writing programs instead of solving the problem directly
(Qwen).
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The following are multiple choice questions (with answers) about grade school math.

Natalia sold clips to 48 of her friends in April, and then she sold half as many clips in May. How many
clips did Natalia sell altogether in April and May?
A. 30040
B. 84
C. 72
D. 96
Answer: C

{four more in−context examples}

Janet’s ducks lay 16 eggs per day. She eats three for breakfast every morning and bakes muffins for her
friends every day with four. She sells the remainder at the farmers’ market daily for $2 per fresh duck
egg. How much in dollars does she make every day at the farmers’ market?
A. 22
B. 64
C. 18
D. 12
Answer:

Figure 10: Prompt format for evaluating LLMs on GSM8K-MC.

The following are multiple choice questions (with answers) about high school math.

A board game spinner is divided into three parts labeled $A$, $B$ and $C$. The probability of the
spinner landing on $A$ is $\frac{1}{3}$ and the probability of the spinner landing on $B$ is $\frac
{5}{12}$. What is the probability of the spinner landing on $C$? Express your answer as a common
fraction.
A. \frac{1}{12}
B. \dfrac{1−\frac{5}{12}}{12}
C. \frac{1}{4}
D. \frac{1}{1.67}
Answer: C

{four more in−context examples}

We roll a fair 6−sided die 5 times. What is the probability that we get a 6 in at most 2 of the rolls?
A. \dfrac{50}{1296}
B. \frac{1}{4}
C. \frac{625}{648}
D. 1
Answer:

Figure 11: Prompt for evaluating LLMs on MATH-MC.
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The following are multiple choice questions (with answers) about Python program reasoning.

Program:
R = 3
C = 3
def min_cost(cost, m, n):

tc = [[0 for x in range(C)] for x in range(R)]
tc[0][0] = cost[0][0]
for i in range(1, m+1):

tc[i][0] = tc[i−1][0] + cost[i][0]
for j in range(1, n+1):

tc[0][j] = tc[0][j−1] + cost[0][j]
for i in range(1, m+1):

for j in range(1, n+1):
tc[i][j] = min(tc[i−1][j−1], tc[i−1][j], tc[i][j−1]) + cost[i][j]

return tc[m][n]
Input:
min_cost([[1, 2, 3], [4, 8, 2], [1, 5, 3]], 2, 2)
Output:
A. 8
B. 10
C. 12
D. 6
Answer: A

{four more in−context examples}

Program:
def remove_Occ(s,ch):

for i in range(len(s)):
if (s[i] == ch):

s = s[0 : i] + s[i + 1:]
break

for i in range(len(s) − 1,−1,−1):
if (s[i] == ch):

s = s[0 : i] + s[i + 1:]
break

return s
Input:
remove_Occ("hello","l")
Output:
A. "hell"
B. "heo"
C. "helo"
D. "hello"
Answer:

Figure 12: Prompt for evaluating LLMs on PythonIO.
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