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Abstract

With the rapid advancement of Large Language
Models in role-playing dialogue, establishing
a comprehensive evaluation benchmark about
role-playing becomes crucial. Existing meth-
ods typically over-focus on the CHARACTER
and simplify the implicit user intention into
"Role-Playing Evaluation". This simplification
neglects the user-centric nature of real-world
dialogues, leading to bias between evaluation
and practical applications. To address this limi-
tation, we introduce RMTBench, a novel user-
centric benchmark for role-playing that encom-
passes 80 diverse characters and more than
8,000 rounds of dialogue data. Unlike previ-
ous character-centered evaluation methods that
collect dialogues for specific particular dimen-
sions or tasks, RMTBench constructs dialogue
based on user-centric scenarios and explores
the model performance when the dialogue cen-
ter shifts from characters to users. Furthermore,
we implement a multi-dimensional automatic
evaluation system and conduct extensive analy-
sis and experiments. By emphasizing user cen-
trality and multi-dimensional scenarios, RMT-
Bench contributes a significant supplement to-
ward establishing role-playing benchmarks that
better align with practical applications. All
codes and datasets will be released soon.

1 Introduction

Recent breakthroughs in Large Language Models
(LLMs) have demonstrated the significant applica-
tion potential of role-playing conversational agents.
Practice has shown that LLMs can effectively simu-
late diverse character identities, making them valu-
able in entertainment, education, and emotional
support. This capability has been extensively vali-
dated on platforms like Character.Al, which attract
millions of active users and underscore the growing
importance of role-playing LLMs in interactive Al
systems. To further enhance role-playing LLMs
in conversational applications, a systematic evalua-

tion of their capabilities is essential to guide future
technological advancements.

Existing research typically adopts a three-stage
evaluation framework: character collection, dia-
logue construction, and response assessment(Tseng
et al., 2024; Chen et al., 2024b). Specifically, re-
searchers extract real or fictional characters from
multiple sources such as Wikipedia or literature,
construct evaluation dialogues through text extrac-
tion or automatic generation, and then conduct
quantitative assessments based on specific dimen-
sions such as self-awareness and conversational
ability (Wu et al., 2025).

However, previous methods have notable limita-
tions, primarily due to a excessive focus on charac-
ters, simplifying user intentions into "Role-Playing
Evaluation". Under this setting, the constructed di-
alogues are essentially a transformation of QA task,
as shown in Figure 1. Although CHARACTER is a
crucial part in role-playing scenarios, dialogues
should remain user-centric. The primary goal
should be to align with users’ intentions and en-
gagement, rather than merely demonstrating LLMs’
consistency in maintaining a character. In other
words, the evaluation should serve the dialogue, not
the other way around. Besides, when evaluating
model responses, most benchmarks employ single-
turn dialogue evaluation or multi-turn dialogues
with preset historical responses. Although this ap-
proach improves evaluation efficiency, it fails to
authentically reproduce actual scenarios, leading
to discrepancies between evaluation and real-world
applications.

To address these issues, we propose RMTBench,
a user-centric role-playing benchmark, which con-
tains 80 characters and more than 8,000 rounds
of utterances. For characters, in addition to tradi-
tional real and fictional characters, we introduce
custom characters that simulate user-customized
needs across different scenarios, including detail
characters with complete background information



ﬁ — Character Profile

Name: Harry Potter(Harry James Potter)

Background: Harry is the central figure in J.K. Rowling’s Harry Potter series... Born on July 31, 1980...13-year-old Harry successfully
cast the Patronus Charm...Harry formed Dumbledore’s Army and led young wizards...The Cloak of Invisibility helped Harry and his
friends navigate many dangers, and Harry resolved to pass it on to his children one day...

Personal Traits: Harry is brave, loyal, and selfless. His determination to protect his friends and the wizarding world highlights...

f -Q: When was Harry Potter Born?
i -A: 1980/7/31
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1 heard you're from 1980, what a coincidence, I was born in June
\ of that year. When were you born?
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I was born on July 31, 1980. It was an unsettled s
Voldemort's power was at its peak,...

f -Q: How old is Harry when he conjured a Patronus ?
i -A: 16
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Ha, actually, I was /3 at that time. But if I couldn't conjure it,
Sirius might have been in big trouble...
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{ -Q: Which Deathly Hallow does Harry keeps?
i -A: The Cloak of Invisibility
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Can you show me your Deathly Hallows?

1 discarded the Elder Wand and Resurrection Stone. However, [
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keep the Cloak of Invisibility...
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Tracy, a junior in college, introverted but imaginative. Loves
| the Harry Potter series and manages club in college...

’
! Intention: Complain to Harry about her little troubles in daily life.
| Preference: Not wanting to organize club activities recently.
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The vice-president suggested either going camping or playing games
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SR, AR R S Ay, ORI B
Yeah, I remember back then I had to hide from Umbridge while making
sure everyone kept up with the progress...
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1 for exams. It feels like there's just no time.
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I can totally relate. In fifth year, I had to handle the OWLs and D.A., I
wished I could use a Time-Turner like Hermione...
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\online. Which one do you think I should choose? )
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Playing games online. After all, it seems that you don't want to
participate in offline activities in the short term...
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Character-Centric Dialogue

User-Centric Dialogue

Figure 1: (Left) Character-Centric Dialogues transform character-related Q&A pairs into dialogues, where each
user utterance is isolated and lacks the real topic or subject that support Explicitdialogues. (Right) User-Centric
Dialogues are built around a virtual user, where each user utterance is constructed to reflect its underlying intentions,

enhancing the continuity for multi-turn interactions.

and abstract characters with only personality and
behavioral patterns. Then, we construct dialogue
data based on user motivations. Through this ap-
proach, our evaluation not only focuses on role-
playing LLMs, but also considers the diverse needs
and expectations of users during interactions, mak-
ing the evaluation aligned with real-world require-
ments rather than simply refining the dimensions of
the evaluation. We also adopt a multi-turn dialogue
generation mechanism and pay special attention
to factors that might affect user experience, thus
providing a more authentic and comprehensive in-
teraction. Finally, we carefully select appropriate
evaluation dimensions and use LLMs as evaluators
to score model responses along these dimensions.
Through this user-centric design paradigm, RMT-
Bench offers a more effective reference point for
related research and practical applications.

2 Related Works

Role-playing LLMs allow users to flexibly cus-
tomize and interact with characters based on
their needs. These characters typically rely
on general LLMs like Llama(Team, 2024) and
GPT-4 (OpenAl, 2024) combined with role-

playing prompts or building specialized character-
customized LLMs(Chen et al., 2023; Li et al.,
2023; Occhipinti et al., 2024; Wang et al., 2024a;
Shao et al., 2023; Lu et al., 2024; Zhou et al.,
2024a). To evaluate the role-playing capabilities
of LLMs (Zhang et al., 2024), early methods de-
sign questions about character and measure model
performance through answer accuracy (Shen et al.,
2024; Salemi et al., 2024). However, these ap-
proaches oversimplify role-playing scenarios and
struggle to comprehensively assess role-playing
LLMs. Therefore, current research tends to genera-
tive evaluation, using LL.Ms as judges to evaluate
role-playing LLLMs with multi-dimensional scoring
systems(Wang et al., 2024a; Zhou et al., 2024c;
Yuan et al., 2024; Chen et al., 2024a; Wang et al.,
2024b; Zhou et al., 2024b; Wu et al., 2025; Tu et al.,
2024).

Specifically, Chen et al. (2024a) uses multi-turn
dialogue data from different sources to construct
questions examining character consistency, which
struggle to truly reflect interaction levels in dia-
logues. To address this, Tu et al. (2024); Zhou et al.
(2024Db) use real dialogue scenarios extracted from
novels and scripts to improve the accuracy and in-



terpretability of the evaluation. Furthermore, Wu
et al. (2025) recruited crowd-sourcing workers to
play characters and users and collected more au-
thentic multi-turn dialogue scenarios. Zhou et al.
(2024b) constructed a larger dataset through hu-
man role-playing, human prototype interactions,
and data extraction from literary sources, contain-
ing 22,859 manually annotated samples covering
3,956 characters. However, the above benchmarks
focus on "characters" when constructing data, with
"evaluation" as the fundamental motivation, gener-
ating dialogues suitable for evaluation dimensions.
This actually differs somewhat from the real role-
playing scenarios.

3 RMTBench

We introduce RMTBench, a comprehensive bench-
mark for role-playing large language models.
This benchmark emphasizes user-centric scenar-
ios, which have often been overlooked in previ-
ous research, and encompasses five distinct role-
playing scenarios. Based on these scenarios, we
automatically constructed an evaluation dataset that
contains 80 characters and more than 8,000 utter-
ances. Through strict quality control mechanisms
and multi-dimensional evaluation, RMTBench pro-
vides an effective complement to performance as-
sessment for role-playing LLMs.

3.1 Dialogue Scenarios

3.1.1 Character-Centric Scenarios

Character-centric scenarios focus on the evaluation
of the understanding and expression of character-
istics(Tu et al., 2024; Chen et al., 2024a). These
scenarios have been extensively studied and ana-
lyzed. In this work, we incorporate these evaluation
scenarios and use them only to ensure dataset com-
pleteness.

Character Understanding This scenario evalu-
ates the comprehension and expression of the back-
ground information and traits of the character. This
serves as a fundamental evaluation for role-playing
LLMs, assessing whether models can accurately
understand and express distinct character identities.

Character Maintenance This scenario assesses
the model’s stability in maintaining character cog-
nition and avoiding Al characteristics throughout
the dialogue. Particularly when faced with ques-
tions probing its Al identity (e.g., "Which company
developed you?").

3.1.2 User-Centric Scenarios

User-centric scenarios, usually overlooked in ex-
isting research, are crucial to reducing the bias be-
tween evaluation and practical application. These
scenarios focus on evaluating model performance
in user-driven dialogues.

Implicit User Motivations Response Evaluates
the model’s ability to respond to user intentions
based on character background and traits. In this
scenario, users lead the dialogue, constructing the
entire conversation based on their motivations. No-
tably, these motivations should be related to the
characters. For example, users are more likely to
expect philosophical training rather than cook skills
from "Socrates".

User Preference Awareness and Reasoning  As-
sesses the model’s ability to extract and apply im-
plicit user information and preferences from dia-
logue. If a user mentions: 1. "I am planning to have
a trip to Finland, Australia, or Egypt in August."
2. "Prefer not to go somewhere too hot." 3. "Had
an unpleasant experience in Melbourne last time."
Then, for "Where do you recommend to travel?",
the model should recommend Finland rather than
Australia or Egypt based on user preferences.

Sensitive User Behavior Handling Evaluates
the model’s response strategies when dealing with
sensitive topics involving discrimination, insult, pri-
vacy, etc. Models must maintain character traits
while ensuring ethical appropriateness and interac-
tion fluency.

3.2 Data Construction

This section details the construction methodology
of the RMTBench.

3.2.1 Character Collection

We selected three representative character cate-
gories: celebrities, fictional characters, and cus-
tom characters, totaling 80 samples. Celebrities
include stars, leaders, and influential people in his-
tory, while fictional characters come from film, lit-
erature, games, and animation. We extracted data
from existing benchmarks and Wikis to generate
the basic character profile (Chen et al., 2024a; Li
et al., 2023; Wang et al., 2024a), followed by man-
ual verification and supplementation. These pro-
files do not have a rigid format and focus on char-
acteristics and background information. Addition-
ally, we introduced custom characters to evaluate
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Name: Iron Man
(Anthony Edward Stark)
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Figure 2: Construction pipeline of our RMTBench, which is detailed clarified in the Section 3.2 and Section 3.3.

model performance with novel custom characters,
including specific (with background information)
and abstract characters (without any background
information, even names), which do not exist in
pre-train data.

3.2.2 Character-Centric Dialogue
Construction

Existing research primarily collects evaluation
dataset through text extraction (Tu et al., 2024),
interaction simulation (Wu et al., 2025), and auto-
mated generation (Tang et al., 2024; Zhou et al.,
2024b). To enhance the efficiency of data col-
lection, we use LLMs to generate user utterances
based on the characters we collected.

Character Understanding Using Claude 3.5
Sonnet (Anthropic, 2024), we generated various
character-related questions based on character in-
formation, creating "strongly related" and "weakly
related" questions. Considering extensive prior
work in this aspect, these utterances are only cre-
ated to ensure data completeness.

Character Maintenance Through Self-Instruct
methods(Wang et al., 2023) and In-context Learn-
ing(Dong et al., 2024), we used few utterances
as core examples and generated over 400 utter-

ances that probe Al identity, randomly assigning
five dialogues to each role to form the evaluation
dialogues.

3.2.3 User-Centric Dialogue Construction

For dialogue scenarios driven by user intentions,
we automatically generate dialogues based on po-
tential user motivations, preferences, and sensitive
behavior. We first constructed relevant user profiles
based on different character profiles, which was
only used to generate user utterances and invisible
for role-playing LLMs. Then we built different user
intentions to align the evaluation with application
scenarios.

Implicit User Motivation Response Based on
all the information from the character and the user
profile, we generated two user motivations and
generated related multi-turn dialogues. These di-
alogues are built upon the character-related user
motivations, simulating real user intentions in the
role-playing application, as users choose to interact
with specific characters due to certain motivations,
not just "detect character information”.

User Preference Awareness and Reasoning As
shown in Figure 2, in this scenario, we designed
clear user preferences based on user profiles and



generated 3 5 rounds of corresponding utterances
to assess whether LLMs can recognize and reason
user preferences. Specifically, we: (1) Generated
candidate user-related preferences based on user
profiles, including questions with specific answer
range and expected answers. (2) Design several
rounds of user utterances based on these questions
and answers, leading to anticipated preferences. (3)
Verify if a baseline LLM (we used Qwen2.5-72B-
Instruct) can identify user preferences with only
user utterances and the final preference questions.
(4) Collected utterances for 4 questions, randomly
divided into two groups, mixing their related utter-
ances while maintaining coherence, with the last
two rounds evaluating user preferences. Each char-
acter ultimately received two dialogues with 5 to
10 user utterances.

Sensitive User Behavior Handling Based on
user profiles, we generated the user behaviors in-
volving discrimination, insult, privacy, and other
sensitive topics. We then randomly pick one topic
and generated 5 rounds of user utterances for every
sensitive topic, with increasing sensitivity levels.

3.2.4 Cross-lingual Transfer

The original dataset was constructed in Chinese,
and we used GPT-40-Latest for English translation.
To ensure transfer quality, we employed an iterative
translation check and review process. Finally, an
expert quality review was conducted on 50 utter-
ances for each scenario. The translation prompt is
designed on the basis of Zhou et al. (2024b).

3.3 Evaluation Methods

To evaluate model performance, we first conducted
human evaluations on a small subset of RMTBench.
Then, we calculated the consistency between the
automated annotators and human annotators. Each
response will receive absolute scores on multiple
dimensions.

3.3.1 Multi-turn Dialogue Collection

In the previous section, we described how user
utterances were collected. For each character, we
have eight evaluation blocks: (1) two for Character
Understanding, (2) one for Character Maintenance,
(3) two for User Motivation Response, (4) two for
User Preference Awareness, and (5) one for Sen-
sitive User Behavior. These blocks are randomly
divided into two groups and concatenated for com-
plete dialogues with about 25 30 rounds of user
utterances. In particular, blocks of the same type

are not placed in the same group to ensure the diver-
sity of implicit user intentions within the dialogues.
To assess how the model performs in realistic con-
texts, RMTBench contains only user utterances,
without any predefined character responses. For
each dialogue, the model must generate responses
from the first user utterance to the last one rather
than taking preset responses as the context.

3.3.2 Evaluated LLMs

We selected six open source and four closed source
LLMs to be evaluated, including Qwen2.5(Qwen,
2025)(Qwen2.5-Max/72B/7B-Instruct), Llama-
3(Llama, 2024)(Llama-3.3-70B-Instruct, Llama-
3.1-8B-Instruct), Mistral-Large-Instruct(Mistral Al,
2024), ChatGPT-40-Latest(OpenAl, 2023), Claude
3.5 Sonnet(Anthropic, 2024), Doubao-1.5-pro-
32k(Doubao, 2025), DeepSeek-R1(DeepSeek-Al,
2025). Details about these models are listed in
Appendix.

3.3.3 Evaluation Dimension

We define seven dimensions, Emotional Expres-
sion, Emotional Understanding, Scenario Develop-
ment, Character Understanding, Character Main-
tenance, Security, and User Preference Awareness,
to evaluate the performance of role-playing LLMs.
The first four dimensions are evaluated for all sce-
narios, and the others are specific to different sce-
narios.

* Emotional Expression (EE) Focuses on how
vividly the model conveys the emotional tone in
its responses. Mechanical or overly objective re-
sponses can give the impression of interacting with
an Al system, whereas responses imbued with au-
thentic emotions, such as joy, anger, or sorrow,
offer a more believable and engaging character ex-
perience.

* Emotional Comprehension (EC) Examines
the model’s sensitivity to and handling of user emo-
tions. An inattentive model may ignore or over-
look user’s sentiments, while a more adept one
recognizes both explicit and subtle emotional clues,
make the user feel understood and supported.

* Plot Advancement (PA) Measures the model’s
ability to steer or enrich the conversation by intro-
ducing new information, suggesting further dis-
cussion points, or creating compelling scenarios.
A successful role-playing LLM prevents the in-
teraction from stagnation and encourages deeper
interactions or ongoing dialogue development.

* Character Understanding (CU) Addresses



how effectively the model grasps and reflects char-
acter identity, background, and traits. Inconsis-
tencies or generic responses indicate a weak un-
derstanding of the character, while contextualized
and character-consistent responses demonstrate a
role-playing LLM aligned with the character.

¢ Character Maintenance (CM) The model
should not reveal Al-specific details and maintain
its character identity consistently. Avoiding Al self-
disclosure shows strong adherence to the character.

* Security (SEC) Targets how the model han-
dles sensitive user behaviors and content. The
model should detect and refuse unethical or un-
safe requests and steer users towards appropriate
dialogues. Overlooking dangerous topics or pro-
viding inappropriate responses implies insufficient
safeguards, and responsibly managing risky con-
versations demonstrates robust ethical standards.

* User Preference Awareness (UPA) Evaluates
the model’s capacity to discern and apply implicit
or explicit user preferences during long-turn dia-
logues. When users hint at specific likes or dislikes,
the model should offer suggestions or actions that
align with the user’s desires. The challenge lies in
whether the model can extract and maintain aware-
ness of user preferences in a broad context.

3.3.4 Human Annotation

It is certainly important to develop an automated
evaluation mechanism for RMTBench. We first per-
formed a human annotation of RMTBench. Specif-
ically, we take the mentioned LLMs to generate all
responses for every dialogue for every character.
Then, we randomly selected 800 dialogue rounds
from these user utterances and character responses
for manual assessment, covering all scenarios and
a wide variety of response sources.

Three annotators were employed, with an aver-
age age of 31 years. Every annotator has at least a
bachelor’s degree and has received one hour of an-
notation training. A smaller subset was used to test
the quality of the annotation, where we corrected
and explained every error to ensure that every an-
notator had a solid understanding of the evaluation
dimensions. Each response was annotated by three
different annotators to guarantee consistency and
accuracy. Annotators were paid 20$ per hour and
strictly adhered to an 8-hour work schedule for
about three days. In total, we obtained a scale of
800 rounds of human annotation.

3.3.5 Automatic Evaluation

We evaluated ChatGPT-4o-Latest, Claude 3.5
Sonnet, Qwen2.5-7B-Instruct, and Qwen2.5-72B-
Instruct as automatic evaluators. Using the same
utterances from the human annotation, we calcu-
lated the Spearman correlation between the re-
sults of automatic evaluators and human annota-
tors. With the performance of ten models across
seven dimensions, we formatted the annotated ut-
terances into vectors of length 70. These vec-
tors were then used to compute the Spearman
correlation. The Spearman correlation scores for
ChatGPT-4o-Latest, Claude 3.5 Sonnet, Qwen2.5-
7B-Instruct, and Qwen2.5-72B-Instruct were 0.530,
0.567, 0.529, and 0.540. The results show that
Claude 3.5 performs the best as an automatic eval-
vator. Qwen2.5-72B-Instruct also shows a high
correlation, making it an acceptable automatic eval-
uator. Considering the cost of the evaluation, we
chose Qwen2.5-72B-Instruct as the final automatic
evaluator.

4 Experiments

4.1 Overall Results

We conducted a comprehensive evaluation of 10
LLMs. The evaluation is conduct by Qwen2.5-72b-
Instruct, and the results are presented in Table 1.

Closed source models are better than open
source ones. Closed source models like ChatGPT-
4o-Latest and Claude 3.5 demonstrate better per-
formance than open source models in all dimen-
sions, achieving an average score of 78.5 and 82.0
in English and Chinese, while open source mod-
els only get 70.7 and 71.5. Qwen2.5-Max shows
the best performance in most dimensions in both
English and Chinese evaluations, maintaining a
gap with other models. The only competitive open
source model is Llama-3.3-70B, which represents
an average score close to DouBao-Pro in English
assessment.

Language matters. Open source models show
unstable performance in different languages. For
example, in Chinese, Qwen2.5-72B demonstrated
performance close to LLaMA-3.3, while in En-
glish, it has a score lower than LLaMA-3.3 by 8.6
points on average. A similar trend occurred with
LLaMA-3.1-8B, which performed poorly in Chi-
nese but achieved much better results in English.
Notably, closed source models exhibited better sta-
bility, except for Doubao-Pro, which has relatively
significant variance in different languages.



Model EC EE PA Cu SEC CM UPA avg
English
QWEN2.5-MAX 910 940 772 86.7 89.8 865 444 814
CHATGPT-40-LATEST 87.5 91.5 737 87.1 900 910 444 80.7
CLAUDE 3.5 SONNET 884 915 768 8.0 8.8 705 463 780
DouBAO-1.5-PRO-32K 779 825 3.6 777 825 933 38 73.7
LLAMA-3.3-70B 850 890 678 79.7 893 83.0 447 769
DEEPSEEK-R1 804 909 80.7 820 748 653 31.6 722
LLAMA-3.1-8B 78.8 831 61.8 73.0 815 830 409 717
MISTRAL-LARGE 843 779 660 735 963 535 322 69.1
QWEN2.5-72B 80.5 683 620 657 98.0 685 350 683
QWEN2.5-7B 71.6  60.7 597 602 96,5 733 38.1 657
Chinese
QWEN2.5-MAX 917 963 97.0 90.1 80.8 903 341 829
CLAUDE 3.5 SONNET 90.1 950 949 909 823 738 494 823
CHATGPT-40-LATEST 91.6 929 960 850 908 743 456 823
DOUBAO-1.5-PRO-32K 853 909 914 852 775 910 416 804
LLAMA-3.3-70B 842 852 5.6 762 835 740 472 76.6
QWEN2.5-72B 89.3 84.1 0.1 720 97.0 60.5 341 753
MISTRAL-LARGE 849 81.2 47 721 960 440 331 709
DEEPSEEK-R1 753 914 2.1 787 688 578 284 703
QWEN2.5-7B 83.6 757 45 645 933 568 263 69.2
LLAMA-3.1-8B 654 68.8 1.4 632 805 858 409 66.6

Table 1: The main results of our experiments. These models are ranked according to their average score. We
divide each score with the limit of its dimension (e.g. EC, EE, PA, and CU is 5) and multiply it by 100 for better

presentation.

Performance across different dimensions. We
further analyze the results on different dimensions.
It can be observed that no single model consis-
tently outperforms the others. Aside from the best-
performing Qwen2.5-Max, other models can show
significant advantages in specific dimensions, such
as Qwen2.5-72B in security, Claude 3.5 in user
preference awareness, and Doubao-Pro in charac-
ter maintenance. This indicates that there is still
room for improvement. Furthermore, DeepSeek-
R1 performed not as expected, we speculate this
is due to its poor system message and multi-turn
support. Furthermore, we analyzed the standard de-
viation and range for each dimension in Appendix
A.

5 Discussion

5.1 Pseudo multi-turn Evaluation

To enhance the efficiency of the evaluation,
some studies employ pseudo-multi-turn evaluation
methodologies, assessing single-turn responses
within a multi-turn context that build with preset
model responses. We took experiments under this
setup and compared these results with the model
performance under real multi-turn we used in Ta-

ble 1. The preset responses that we used are from
ChatGPT-40-Latest. Two setups revealed signif-
icant differences. As demonstrated in Figure 3,
pseudo multi-turn evaluation exhibited a tendency
to overestimate model performance. For the 5
models we took experiments on, pseudo multi-turn
evaluation brings an average "benefit" of 4. This
bias was particularly evident in small models like
Llama-3.1-8B and Qwen2.5-7B.

5.2 Single Dialogue Block Evaluation

In our previous evaluations, considering the ex-
tended nature of authentic role-playing scenarios,
we concatenated random dialogue blocks to con-
struct conversations that exceeded 25 rounds. To
gain deeper insights into model performance across
varied dialogue scenarios, we conducted indepen-
dent evaluations of single dialogue blocks. As
shown in Figure 3, the scores of single block evalua-
tion exceeded those of complete dialogues, suggest-
ing that there may be a decline of performance in
higher dialogue rounds, especially for open source
models, which aligned with the conclusion of Sec-
tion 5.3.
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of the dialogue (have been smoothed).

5.3 Performance in Different Dialogue
Rounds

Open source models performance degrade in
long dialogue rounds. In role-playing applica-
tions, the maximum round of dialogue is usually
very high. To investigate the impact of dialogue
length on model performance, we performed a
round-by-round analysis. As shown in Figure 4,
the closed source models can maintain their per-
formance in long dialogues. For Qwen2.5-Max,
ChatGPT-40-Latest, and DouBao-Pro, they even
show a slight improvement in the later rounds. In
contrast, open source models exhibit a significant
decline in performance as the dialogue progresses,
which may be due to their ability to balance char-
acter identity and user intention in long dialogues.
Table in Appendix B shows the detailed scores for
every model.

6 Conclusion

This study presents RMTBench, an innovative
benchmark designed for the comprehensive evalua-
tion of role-playing LLMs. Departing from tradi-
tional assessment methodologies focused on char-
acter, RMTBench adopts a user-centric evaluation
approach, implementing assessment scenarios that
more closely approximate real-world applications.
Through the integration of user motivation and in-
tentions, it introduces novel evaluation for role-
playing LLMs. This benchmark encompasses 80
distinct roles and over 8,000 multi-turn dialogues,
providing researchers and developers with a robust
evaluation framework while offering theoretical
foundations and practical guidelines for enhanc-
ing role-playing dialogue system interactions. As
a user-centric evaluation benchmark, RMTBench
demonstrates significant academic value and prac-
tical applicability.

7 Limitations

While RMTBench represents a significant ad-
vancement in evaluation frameworks, we must ac-
knowledge some certain limitations. Although
robust quality control mechanisms were imple-
mented, automatically generated dialogues may not
fully capture the nuanced complexities of user in-
tentions and role-playing interactions in certain sce-
narios. Furthermore, while this study explored mul-
tiple evaluation dimensions, the orrelation scores
of automated annotators is not that high. Besides,
there is some toxic data in the dataset and needs to
be used carefully.
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A Dimension Analysis

We analyze the standard deviation and the range
for each dimension, with the results shown in Ta-
ble 2. The dimension with the highest discrimina-
tive power was CM (Character Maintenance). We
found that even competitive closed-source mod-
els like Claude 3.5 may be led to expose their Al
identity, resulting in a failure in role-playing.

English Chinese
STD Range STD Range
EC 5.8 19.4 8.2 26.3

Dim

EE 11.1 333 8.9 27.5
PA 7.6 21.0 103 355
CU Ol 26.9 9.9 27.6
SEC 74 233 9.0 28.3
CM 127 398 158 47.0
UPA 54 14.7 8.0 23.1

Table 2: The STD (Standard Deviation) and Range
(Max-Min) of every dimension.

B Performance in Different Rounds

‘We show the detailed results of different models
across different rounds in Table 4. The score is the
average score of every dimension and language.

C Pseudo-Multi-Turn Evaluation

Results for pseudo multi-round evaluation, are
shown in Table 5. We used the responses from
ChatGPT-40-Latest to build context for every utter-
ance.

D Single Dialogue Block Evaluation

We show the results for the evaluation of a single
dialogue block evaluation in Table 6
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Round ChatGPT-40 Claude 3.5 DeepSeek-R1 Doubao-1.5 Llama-3.1-8B

0 77.4 83.1 77.6 76.6 71.6
1 77.8 82.2 73.6 75.5 71.2
2 78.9 80.5 72.4 76.0 69.9
3 79.4 80.2 72.3 77.6 71.2
4 74.3 83.5 72.8 71.6 74.8
5 82.7 80.6 79.2 74.3 73.0
6 81.6 82.0 78.5 77.4 71.8
7 83.1 81.6 74.1 77.8 73.5
8 81.0 85.5 70.4 80.2 67.6
9 82.9 79.9 71.5 77.1 70.7
10 83.8 81.2 68.4 74.4 72.3
11 80.7 78.4 66.5 74.9 71.6
12 81.8 78.4 68.4 78.1 70.2
13 79.4 81.6 74.1 80.2 71.9
14 79.0 72.9 68.2 76.7 64.3
15 824 77.9 68.9 77.5 66.7
16 83.2 76.5 67.8 75.4 66.0
17 81.6 79.8 70.7 79.5 66.7
18 80.2 79.7 74.4 77.5 68.6
19 81.3 79.0 69.9 71.7 68.5
20 80.7 78.2 68.2 78.6 66.4
21 84.4 79.6 70.6 80.3 66.1
22 84.4 81.2 70.9 79.0 66.2
23 86.4 81.2 70.5 79.6 69.3
24 79.8 79.3 68.9 73.3 64.5
25 81.6 77.6 68.4 76.9 66.3
26 81.7 79.5 70.2 1.7 62.6
27 79.7 74.2 65.5 75.8 65.5

Table 3: Detailed result of different models across different rounds. The score is the average score of every
dimension and language.
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Round Llama-3.3-70B Mistral-Large Qwen2.5-72B  Qwen2.5-7B Qwen2.5-Max

0 80.6 78.8 1.7 74.4 82.5
1 81.0 75.8 75.9 72.8 81.3
2 80.1 74.2 75.4 71.7 79.7
3 79.1 74.7 76.3 70.2 80.1
4 74.5 71.7 73.0 64.9 74.6
5 80.1 75.3 73.9 69.1 80.3
6 80.7 75.0 74.9 67.2 82.9
7 80.2 73.6 74.7 69.1 84.8
8 81.3 77.1 69.6 66.6 80.2
9 78.0 69.8 71.2 69.0 81.4
10 80.1 72.0 72.4 70.5 83.2
11 75.9 65.8 68.3 66.4 78.7
12 76.9 67.2 69.3 68.1 80.2
13 79.3 72.8 73.9 69.4 84.3
14 74.4 64.0 67.6 64.9 83.4
15 73.5 67.8 69.0 65.3 84.5
16 73.2 64.2 67.9 60.1 82.3
17 73.4 68.9 67.1 60.8 82.0
18 70.6 67.6 73.9 65.7 80.0
19 78.4 62.8 69.4 67.1 81.5
20 73.9 64.7 64.1 63.6 82.0
21 74.4 66.3 69.9 63.7 86.8
22 75.6 66.7 70.5 68.6 83.1
23 74.7 68.5 72.9 66.9 85.7
24 70.4 64.1 70.6 64.6 81.3
25 72.1 66.1 70.0 65.4 83.0
26 72.9 65.9 69.3 61.3 82.3
27 72.8 61.8 62.1 57.2 80.6

Table 4: Detailed result of different models across different rounds. The score is the average score of every
dimension and language.
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CM CU EC EE PA SEC UPA
English

Claude 3.5 Sonnet  78.8 838.0 884 926 756 8388 48.1
Llama-3.3-70B  86.5 83.3 853 894 70.6 89.5 438
Llama-3.1-8B 853 774 796 847 639 868 36.6
Qwen2.5-72B 815 794 859 844 682 938 41.6
Qwen2.5-7B 82.0 738 802 79.0 648 923 36.6

Chinese

Claude 3.5 Sonnet  68.8 88.7 90.2 935 953 858 58.1
Llama-3.3-70B  75.8 79.0 883 889 91.7 89.0 45.6
Llama-3.1-8B 79.0 705 79.7 804 81.6 845 444
Qwen2.5-72B 653 782 912 89.1 933 935 428
Qwen2.5-7B 66.0 720 885 848 908 935 353

Table 5: Results for pseudo multi-round evaluation, we
used the responses from ChatGPT-4o-Latest to build
context for every utterance.

CM CU EC EE PA SEC UPA
English

ChatGPT-4o0-Latest 85.7 903 71.2 858 883 91.0 43.1
Claude 3.5 Sonnet  88.1 93.3 782 88.0 828 78.8 509
Llama-3.1-8B 80.8 87.8 67.0 782 795 87.8 394
Llama-3.3-70B 854 91.0 72.1 835 863 875 434
Qwen2.5-72B 80.8 745 629 713 96.0 850 400
Qwen2.5-7B 75.8 689 614 663 953 825 413
Chinese

ChatGPT-4o0-Latest 89.7 94.7 955 915 848 86.8 43.1
Claude 3.5 Sonnet 909 96.0 959 93.6 79.5 830 550
Llama-3.1-8B 69.6 73.0 68.0 675 79.5 86.0 43.8
Llama-3.3-70B 843 874 88.1 80.7 80.8 87.0 49.1
Qwen2.5-72B 88.7 863 904 76.6 935 775 38.1
Qwen2.5-7B 83.8 787 855 69.2 90.0 723 28.1

Table 6: Results for single dialogue block evaluation.
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