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Abstract

This paper investigates the integration of response time data into human prefer-
ence learning frameworks for more effective reward model elicitation. While
binary preference data has become fundamental in fine-tuning foundation mod-
els, generative Al systems, and other large-scale models, the valuable temporal
information inherent in user decision-making remains largely unexploited. We
propose novel methodologies to incorporate response time information alongside
binary choice data, leveraging the Evidence Accumulation Drift Diffusion (EZ)
model, under which response time is informative of the preference strength. We
develop Neyman-orthogonal loss functions that achieve oracle convergence rates
for reward model learning, matching the theoretical optimal rates that would be
attained if the expected response times for each query were known a priori. Our
theoretical analysis demonstrates that for linear reward functions, conventional
preference learning suffers from error rates that scale exponentially with reward
magnitude. In contrast, our response time-augmented approach reduces this to
polynomial scaling, representing a significant improvement in sample efficiency.
We extend these guarantees to non-parametric reward function spaces, establishing
convergence properties for more complex, realistic reward models. Our extensive
set of experiments validate our theoretical findings in the context of preference
learning over images.

1 Introduction

Human preference feedback has emerged as a crucial resource for training and aligning machine
learning models with human values and intentions. Human preference learning systems—prevalent
in domains from recommender systems to robotics and natural language processing—typically
solicit binary comparisons between two options and use the chosen option to infer a user’s under-
lying utility function [BT52]]. Such binary feedback is popular because it is simple, intuitive, and
imposes a low cognitive load on users [BINT22]. This paradigm underpins a wide range of applica-
tions, including tuning recommendation engines [XAY?23], teaching robots personalized objectives
[HIS23] WLH™22], fine-tuning large language models via reinforcement learning from human feed-
back (RLHF) [BINT22, [RSM™ 24} [ZSW™ 19, |0WJ™22b], and vision model [WDR™24, WSZT23].
However, a single sample of binary choice conveys very limited information—it tells us which option
is preferred but not how strongly it is preferred [KK19]]. As a result, learning reward functions or
preference models from pairwise choices can be sample-inefficient, often requiring many queries
to accurately capture nuanced human preferences. This issue is exacerbated in scenarios where one
outcome consistently dominates, yielding nearly deterministic choices and providing minimal insight
into the degree of preference [KK19,|Cli18a, |Cli18b]. In practice, reward models are often learned
either implicitly—by integrating the reward estimation directly into the policy optimization, as in
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Direct Preference Optimization (DPO) [RSM™ 24/, which minimizes a reward-learning objective by
plugging in a closed-form expression of the reward in terms of the policy—or explicitly—by first
fitting a separate reward function to preference data and then using that function to fine-tune the
policy [KWBH24, BINT22| TSS™24]. Researchers have explored augmenting binary feedback with
more expressive inputs like numerical ratings or confidence scores [BINT22, [WBSS22], but such
explicit feedback increases user effort and interface complexity [KAS21], JCB™24].

One promising implicit signal is the time a human takes to make each choice. Response times are
essentially free to collect and do not disrupt the user’s experience [Cli18b,|/AFEN21]]. Moreover, a
rich literature in psychology and neuroscience suggests a strong link between decision response times
and the strength of underlying preferences [KK19, Tye79]. In particular, faster decisions tend to
indicate clearer or stronger preferences, whereas slower decisions often suggest the person found the
options nearly equally preferable [KK19,|AFEN21]. This inverse relationship between decision time
and preference strength has been documented in cognitive experiments and is quantitatively modeled
by drift-diffusion models (DDMs) of decision making [WvdMGO07al, [PHSOS]]. DDMs interpret binary
choices as the result of an evidence accumulation process: when one option has a much higher
subjective value, evidence accumulates quickly toward that option, leading to a fast and confident
choice; conversely, if the options are nearly tied, the accumulation is slow, resulting in a longer
deliberation time [WvdMGO07a, BKM™ 23| [PHS03]]. However, since DDMs do not admit a tractable
differentiable solution for inference, researchers have proposed differentiable approximations to the
response time likelihood to make them suitable for Gaussian process regression [SLBK24] [KLS"23]].

Recent work in preference-based linear bandits has shown that integrating response times with
choices—using a lightweight EZ-diffusion model from cognitive psychology—Ileads to substantially
more data-efficient learning compared to choice-only approaches [LZR™24]. These studies confirm
that response times can serve as a powerful additional feedback signal, providing valuable information
that boosts sample efficiency in inferring human preferences. While the prior works have broken
important new ground, their scope has been somewhat limited. [LZR™ 24| focuses on an active
preference-based linear bandit in which the algorithm controls the query distribution and assumes a
linear reward function. This setup does not cover more general human-in-the-loop settings—such
as training large generative models—where preference data are often collected passively and the
true reward function can be highly complex. In many state-of-the-art applications (e.g., RLHF for
LLMs or alignment of diffusion models), feedback is gathered on model outputs drawn from a broad
distribution, rather than by actively choosing each query, and the reward model is usually nonlinear,
implemented as a deep neural network.

Our technical innovation centers on a Neyman-orthogonal loss function that integrates binary choice
outcomes with response time observations. Neyman orthogonality ensures that small errors in
estimating the response-time model do not bias the reward learning, yielding fast convergence rates.
We prove that our method achieves the same asymptotic rate as an oracle that knows the true expected
response time for every query, and we demonstrate in experiments on image-preference benchmarks
that it significantly outperforms preference-only baselines.

Our Contributions:

* We propose a Neyman-orthogonal loss that jointly leverages response-time signals (via the
EZ diffusion model) and binary preference data to estimate reward functions. This con-
struction (i) enables integration of cognitive DDM insights into standard machine-learning-
from-human-feedback frameworks, and (ii) yields significant empirical and theoretical
improvements over classical MLE-based log-loss estimator that uses only preference data.

* For linear reward models, we derive asymptotic variance bounds showing that the estimation
error of the log-loss estimator scales exponentially with the norm of the true parameter,
whereas our orthogonal estimator’s variance grows only linearly. Moreover, unlike the
active-query method of [LZR"24], which requires carefully designed query selection,
our estimator achieves better variance scaling under passive, i.i.d. queries drawn from an
unknown distribution.

* We extend our analysis to nonparametric reward classes (e.g. RKHS and neural networks),
proving finite-sample convergence bounds in which errors in the response-time estimation
enter only as second-order terms.



* We validate our framework on synthetic and semi-synthetic benchmarks. Experiments show
that our orthogonal loss consistently outperforms both the log-loss and non-orthogonal
alternatives in estimating linear reward functions, three-layer neural network models, and an
image-based preference learning task.

Other Related Work In preference-based learning, the dueling-bandit is a common paradigm,
where an agent selects a pair of actions each round and observes a binary preference signal [YBKJ12|
YI111 [YLC™ 22| [BBFEMPH2T]|. Treating each action pair as a composite arm yields a closely related
logistic-bandit formulation, which has been studied extensively for cumulative regret guarantees
[FACF20, [AFC21}, [FAJC22} [ZS23| [DFE18], [SDBS24].

Our setting departs from these formulations along two axes: (i) sampling—we analyze a supervised
setting with i.i.d. queries rather than adaptive selection; and (ii) feedback—we leverage response
times in addition to noisy pairwise comparisons. While [LZR"24] also incorporates response-time
feedback, their focus is best-arm identification (BAI), which is typically easier than the supervised
reward-estimation problem we study. Moreover, substituting our orthogonal loss into their sequential-
elimination algorithm improves the probability of best arm identification (see[Appendix D.IJ.

Recent work by [SLBK24] uses a GP prior on rewards and develops a variational approximate
Bayesian inference approach using moment matching to refine the posterior to incorporate response
time information. In particular, the paper suffers from the standard issues with GP regression and does
not scale to high-dimensional (curse of dimensionality in GP regression [KBCF17,[BW22|(GRSH?22]))
and is not suitable for large-scale machine learning models. Our setting is motivated by large-scale
“learning from human feedback” pipelines—e.g., fine-tuning large language or vision models—where
inputs live in very high dimensions and downstream tasks require a pointwise reward estimate. We
completely bypass the use of variational approximations and moment-matching techniques as our
method avoids modeling the full likelihood altogether.

2 Notations and Preliminaries

Preference-Learning Setup We adopt the standard preference-learning framework. On each trial,
a user is presented with two alternatives, X Land X2, drawn i.i.d. from an unknown distribution D.
The user then selects one option, which we encode as a binary preference Y € {41, —1}, and we
record the response time 7'. We further assume that both the preference Y and the response time
T are governed by an underlying reward function r. The learner’s objective is to learn r from the
observed data { (X}, X2, Y;, Ti)}._,.

Numerous prior works [GADGP 24, (CLB™ 17, [RSM™24|| employ the Bradley—Terry model [BT52]
to link the binary preference Y to the latent reward function 7. In this formulation, the probability
of selecting alternative X’ is proportional to exp(r(X Z)) To capture both choice accuracy and
response-time variability, we adopt the EZ diffusion model, which extends this log-odds specification
by modeling response-time distributions alongside choice probabilities. By design, the EZ diffusion
model reduces to the Bradley—Terry model when only choice probabilities are considered. As is
common in current learning from human feedback literature [OWJ™"22al [ZJJ24] KWBH24]|, we
assume homogeneity in the samples, i.e., we assume that the reward function is uniform across
samples and the feature vectors encapsulate any user heterogeneity.

EZ diffusion model Given a query X!, X2, the EZ diffusion model [WVDMGOQ7b, BKM*23]
treats decision making as a drift-diffusion process with drift = 7(X!) — r(X?) and noise B(7) ~
N(0, 7). After an initial encoding delay t,q, evidence accumulates as E(7) = p7 + B(7) until it
first reaches one of two symmetric absorbing barriers at +a or —a. The response time 71" and the
preference Y is given by

. 1 ifE(T)=a
T = >0:FE + Y=4" . ’
min{r (1) € {£a}} {_1’ if B(T) = —a.
In most applications, one observes the total response time t,q + 7', where ¢,4, captures the non-
decision time required to perceive and encode the query. In vision-based preference tasks, ¢,q is
often treated as a constant [Clil8al [YK23|], whereas in language or more complex cognitive tasks
it may depend on the properties of the text [BSH24, [VT16]. The reward difference r(X ') — r(X?)



reflects the strength of preference for a given query, while the barrier a governs the conservativeness
inherent to both the task and individual characteristics [VT16]. For simplicity in notation, we use X
to denote the pair (X', X?) Further, we overload r and say 7(X) := 7(X!) — 7(X?) to denote the
difference of the rewards from choices X' and X?2. The EZ-diffusion model implies the following
key expressions as computed in [PHS05]:

1
1+ exp(—2a (X))

atanh(ar(X)) .
Brix]={ o o X #0
a?, otherwise

PY =1|X) = €]

In applications to machine learning, both ¢,,4 and a may be informed by extensive psychology and
economics literature [vRO09, |Cli18a, (WVDMGO7bl BSH24, [FNSS20, XCSWC24]. For clarity, we
treat these parameters as known, fixing ¢ = 1, in the main text and defer their estimation and
uncertainty analysis to Appendix A. In that appendix, we show that when «a is unknown one may
equivalently learn the scaled reward function r(X')/a with identical guarantees, and that our proposed
loss is only second-order sensitive to misspecification of ¢,4.

Note that if we ignore response times and consider only the preferences Y, the EZ-diffusion model
reduces exactly to the Bradley-Terry model. Further, combining the choice and timing expressions in
(T (and setting @ = 1) gives a convenient identity

_EV | X]
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Additional Notations: Now that the model is defined, we introduce notation to distinguish true
functions from their estimators: we write r,(X) for the true reward-difference and #(X) for its

estimate, and similarly ¢,(X) := E[T' | X] with estimate £(X). We further define norms || f (-)| 1., (p)
and || f ()|, (p) as \/Ex~p[f(X)?] and Exp[|f(X)]|] respectively. We also define the random
variable Z as the tuple Z := (X,Y,T).

Preference-Only Learning Estimating the reward function r(-) from binary preferences Y €
{—1,+1} reduces to logistic regression, since P(Y =1 | X) = (1 + exp(—27(X)))~!. One can
compute the maximum-likelihood estimate, or equivalently minimize the logistic loss:

ﬁlogloss(r) — ]E[log(l -+ exp(—2 YT(X)))] . 3)

3 Incorporating Response Time

Using the identity in (2)), a natural starting point is the “naive” squared-error loss
fronmere () — B (Y — r(X)H(X))° @)

where t(X) estimates to(X) := E[T | X|. However, this formulation suffers from a few serious
drawbacks. Estimation of 7, is highly sensitive to any error in estimating ¢,. Moreover the function
is often hard to estimate even when the reward function r,, is linear. Second, even if 7 is linear, the

mapping t,(X) = % is highly nonlinear , and the response time 7" does not admit a simple

closed-form density in terms of 7(X'). Moreover, T is also sensitive to the ¢,4 assumed in the model.
For these reasons, the loss in (d) is generally impractical.

The function ¢(-) acts as a nuisance parameter in the naive loss (@) and any error in #(-) directly
contaminates the estimate of r,(-). To address this, we design a modified loss that is Neyman-
orthogonal to t, eliminating its first-order effect on the gradient with respect to r. In the next section,
we review the Neyman-orthogonality conditions and present our orthogonal loss.

3.1 Neyman-orthogonality and Orthogonal Statistical learning.

We consider a population loss L(6, g) = E[((6, g; Z)], where 6 is the target parameter and g is a
nuisance parameter. The loss is said to be Neyman-orthogonal at the true pair (6, go) if its mixed



directional derivative [ vanishes:

Dy Dy L(6y, go)[h, k] = 0 for all directions h and k. 5)

This condition ensures that errors g — g, have zero first-order impact on the estimator of 6, so that
any error from g influences estimation of 6, only at a higher order (e.g., quadratic).

3.2 Orthogonal Loss for Preference learning

To prevent errors in estimating the decision-time function ¢ from biasing the reward estimate r, we
define the orthogonalized loss

LoFo(p e ) — [(y — (T = t(X))e(X) - MX)t(X))?} : (6)

where t is a preliminary estimator of the true reward function r,(+). In we prove that

L°7*h° gatisfies Neyman-orthogonality with respect to the nuisance pair g = (t, ). Crucially, v need

only be a rough initial estimate (e.g. via logistic loss), since first-order errors in v are automatically
corrected in £°7**°, As shown in [Section 5} this yields a final estimator for  that is robust to

substantial nuisance-estimation error.

Lemma 3.1. The population loss Lo*° is Neyman-orthogonal with respect to nuisance g = (t,t)
iie. DygDy L™ (rp;9,)[r — 70,9 — go] =0 VreR VgeQq.

Proof. Let {(-) be the pointwise evaluation of £°*®° at a data point Z = (X,Y,T). A direct

calculation gives

DyDy b(r,90: X, Y, T) [ =70, g = go] = 2(=Y + Tro(X)) (H(X) — t,(X)) (r(X) — 70(X))
+2(Tto(X) = to(X)?) (x(X) — ro(X)) (r(X) — ro(X)).

Because 7,(X) = w

E[Tto(X) — to(X)? | X]| = 0. Taking expectations of the directional derivative, therefore yields

, we have E[-Y 4 T'r,(X) | X] = 0. Similarly, by definition of ¢t,,

E[DQDTK(Ta 90; X, Y, T) [r—ro, g— go]] =0,

which establishes the claimed Neyman-orthogonality. [

We present a Meta-Algorithm to estimate the reward model using nuisance functions v(-) and ¢(-).

Input: § = {(Xi(l), XfQ), Y;, T;)}" , Goal: Estimate reward model 7(-)
1: Compute nuisance functions t and # as an initial estimate of reward model and response time.
2: Now use these functions (,¢) as nuisance to minimize the orthogonalized loss function £°7*°.

Meta-Algorithm 1: Estimate Reward Model via Orthogonal Loss

Different implementations of the Meta-Algorithm vary in how the nuisance functions t and ¢ are
estimated, following [ES23|ICNR18,IDKSM21]. In data-splitting, the data is split into two halves:
nuisances are fitted on one half, and the orthogonal loss is minimized on the other. Cross-fitting
generalizes this to K folds, training nuisances out-of-fold and evaluating on each held-out fold before
aggregating. Data-reuse fits both nuisance and target models on the full dataset. In the subsequent
sections, we specify which variant is used for each theoretical guarantee and empirical experiment.

Furthermore, since the EZ diffusion model implies identities in (I}), we may plug in ¢(-) = %

directly into £°7*h°, and the loss remains Neyman-orthogonal. This plug-in strategy offers further

flexibility: one can first train the reward model r (e.g. by minimizing the logistic loss on preference
data), then uses the fitted v as the nuisance in £°**"° to exploit response-time information 7" for faster

'The directional derivative of F': 7 — R at f in direction h is defined by Dy F(f)[h] = £ F(f + th)|,_
For a bivariate functional L(0, g), we write Dy L and DL to indicate differentiation w.r.t. each argument.

0



convergence. While our work focuses on reward estimation, this framework also supports DPO-style
objectives [RSM™24]], as discussed in Appendix A. Treating the estimation of ¢ as a black box, our
theoretical guarantees hold with only mild second-order corrections; see Appendix C for details.

In the next two sections, we present theoretical guarantees for [Meta-Algorithm 1| In[Section 4] we
focus on linear reward models and state the results that show our orthogonal estimator achieves an
exponential improvement in estimation error—as a function of the true reward magnitude—strictly
outperforming the asymptotic rates of the preference-only estimator. In we derive finite-
sample bounds for general non-linear reward classes, including non-parametric estimators. These
bounds essentially recover the oracle rates—that is, the rates one would attain if the true average
response-time function ¢,(-) were known and the naive loss £"°~°7*#° were used.

4 Asymptotic Rates for Linear Reward Function

We now restrict to the linear class R = {z > (z,6) : § € R}, so that r¢(X) = (6, X) and the true
reward, r,(X) = (0,, X). Our goal is to estimate 6,.

Preference-only estimator. Let élog minimize the empirical version of the logistic loss in (3).
Under the condition that E[o(—2(6y, X)) 0(2(fp, X)) XX "] is invertible, standard argument such
as the ones in [FK85]] (see Appendix B for derivation) yield

Vi (frog — 00) % N(o, [4E[o(—2<00,X))o(2<90,X>)XXT]}_1). @

Orthogonal estimator. Let éortho denote the resulting estimator from IMeta-Algorithm 1| (either
with cross-fitting or data-splitting).

Theorem 4.1. Let 0,pcno minimize the orthogonal loss LoF*°. If E[to(X)2X X T ] is invertible, then

\/ﬁ (éortho - 90) i N(Ov E)

2 -2 3
where ¥ = E {(W) XXT] E {(W) XXT} .

eorem 4.1|is proven in Appendix B using techniques developed in [[CNR18]|| for asymptotic statis-
tics for debiased estimators. Furthermore, the asymptotic variance of 0o ¢, i point-wise smaller

than that of élog, and this continues to hold for any barrier height a. This follows from the fact

4o0(2x)0(—2x) < (%)2 for all x > 0 (see Appendix B). Because % decays polynomi-
ally with |z| while o(z)o(—x) decays exponentially, the variance of the orthogonal estimator is

exponentially smaller than the log-loss estimator.

Our asymptotic guarantee differs fundamentally from [LZR ™24, Theorem 3.1]. Li et al. establish

point-wise convergence for a fixed query x as the number of observations of that specific query

approaches infinity, whereas our result is framed in terms of the overall sample size n accumulated

by the learner. Basing the limit on n rather than on per-query counts better reflects how data are

gathered in practical preference-learning scenarios.

Moreover, while this guarantee also covers the setting described in [LZR™24], the guarantees are sig-
-1

nificantly tighter. In particular the variance of their estimator decays with ( H)l{in W
T € Xsample o

where Xgmple denotes the set of distinct pairs of queries x. In contrast, in our case, this term is inside
expectation and thus results in stronger guarantees.

One may naturally ask how our rates depend on the accuracy of the nuisance estimates t(-) and ().

We prove that the asymptotic guarantees hold, provided

f_t0||L2(D) :O(n7ﬁ1)7 Bl 2 ia ||%_TO||L2(D) :O(niﬁ2)7 52 2 %_/61
(®)

For linear rewards, one can achieve the required “slow” convergence rates for estimating ¢ by applying
kernel ridge regression with a Sobolev kernel associated with the RKHS W*:2 [[AF03] [Wail9].




Alternatively, one may first fit ¢ via logistic-loss minimization and then set #(X) = %

t‘1nh

Linearity of » and the Lipschitz continuity of the mapping = tanh(@) hen ensure the required

slow-rate bounds (see Appendix C).

S Finite Sample Guarantees for General Reward Functions

We denote the joint nuisance pair as g = (t,t). In this section we bound the estimation error
|7 — 7ol L, (D) in terms of the population pseudo-excess risk defined as LOTEhe(pr ) — LT ()
plus higher-order terms dependlng on nuisance estimation error. We assume 7, € R and ¢, € 7, and
let G = R x T denote the joint nuisance class (and g € G). Further let star{X', '} := {(1—t)x+1a’ :
x € X;t € [0, 1]}. Further, we adopt the standard L,, norm for functions i.e.

Iflea) = VEx~p[f(X)?], Iflleio) = Ex~n[IF (O], Ifllz. = sup |f ()]

Next we define a pre-norm (R, @) (need not satisfy triangle inequality) on the nuisance function g(-)
to first present a general guarantee in term of this norm for any function class, and then further bound
it with Lo (D) norm, attaining different rates for different function classes such as RKHS balls and
finite-VC subclasses following the general theorem and in Appendix C.

. t(- V2r(+)
Olhco, 10"l N

||7"HL2(D) HTHL2(D)

[ e(
2 _
lgllir,a) = sup <

While Neyman orthogonality ensures higher-order dependence on nuisance error, defining the pre-
norm this way gives additional robustness with respect to errors in t. The product t(-)¢(+) couples the

estimation errors of t and #: even if t is poorly estimated—say, under large reward magnitudes—a
sufficiently accurate estimate of ¢ can keep the product of errors small, yielding low nuisance error in
the (R, «) norm.

Theorem 5.1. Suppose © minimizes the orthogonal population loss L°""° and satisfies
Eortho( ) Eortho(ro;g) < 6(72,57)

Let S be an absolute bound on r,. Then the two-stage |Meta-Algorithm I|guarantees

||7A'_7"o||%2('D) S 452€(f7§) + 451+a ||g go||1+“

The proof of the theorem follows by instantiating [FS23| Theorem 1]. The details can be found in
Appendix C. Now we instantiate the above theorem for specific function classes.

5.1 Nuisance estimation error ||§ — go||(,a)

Let ||7||= denote the RKHS norm of 7. First, if » € R lies in an RKHS ball of bounded radius and with
a kernel whose eigenvalues decay as j 1/, then by [MNI0] we have ||r||oo < C|r|% ||THL2(D

which in turn implies [|g||(r,q) < C\/Ht ey ey + [IE(- )2 Iz, (D

Ht”L4(D)
oy D)y —
Cauchy—Schwarz gives

d ”tHL4(D)
lellzy (D)

Second, if we have < Cy_y4 an < (C5_y4, then setting « = 0 and applying

1902 < s (Wtlac) - el ooy + NElE ) ) -

Under these two cases, any bound ¢ on ||t — t,||,(p) and ||t — r|| shows up as Clﬁ in reward
estimation error.

Remark 5.2. The finite-sample excess-risk bounds in Corollaries [5.3] and [5.4] are obtained via a
critical-radius argument and Talagrand’s concentration inequality, both of which require the loss to be
uniformly bounded point-wise. However, our original (pointwise) orthogonal loss: £°'*h° (7 g: Z) =
(Y = (T — (X)) v(X) — r(X) t(X ))2, can be unbounded when the decision time 7" is unbounded,
violating these assumptions.



To remedy this, in we introduce a simple modification where we cap the contribution

of any single decision time 7" at a large constant B. This puts an additional bias on the /5 error in
Theorem 5.1|decaying fast with threshold B. Moreover, in any real-world use case, all the recorded
response times would always be bounded; this modeling choice aligns with a real-world application

of the framework. The effect of capped-loss construction on finite-sample rates appear in Appendix [C]

5.2 Bounding excess-risk €(7, §)

We consider two nuisance estimation schemes for [Meta-Algorithm 1} data-splitting (independent
nuisance and target estimation) and data-reuse (joint estimation). We start by defining critical radius
of a function class and provide the guarantees in terms of the critical radius. Further, let £ denote
the point-wise loss version of population loss £

Critical radius. Following [WailY], define the localized Rademacher complexity of a function
class F by

We now present the rates in terms of moment function M ({) which is an upper bound on moment
of E[T¢ | X] assuming that r(X) < S for every ¢ > 1. From [WYO8], we know that every (*}
moment exists. One can choose ( to get the tightest bound.

Corollary 5.3 (Data-splitting). Let d,, be the critical radius of the star-shaped class
star{r —r,: r € R,0},
and define §3° = max{én, Ve/ n} for some constant ¢ > 0. Then under data-splitting, with
probability at least 1 — ¢y exp(—con(863%)?), [Meta-Algorithm 1|satisfies
€(7,9) < 98B |7 = 7ol Lypy + 10875 (67°)%,
for universal constants c1,ca > 0. Consequently for every ( > 1,

A~ D s\2 M C ’ ™ Tia
I# = 7oll7 0y < POly(S) (B (62%) +( ( )) ) + 45T g = goll 7%

1 n
Radn(]:v 6) = Ee,21;n Sug E Z €4 f(ZZ)
1flLymy<s =t

The critical radius 6, is the smallest § > 0 satisfying Rad,, (F,d) < &2

(Bt
holds with the same probability.
For the case of data-reuse we have,
Corollary 5.4 (Data-reuse). Let d,, be the critical radius of
star{ ortho (g ge )y —pertho(p g ) ir e R, g € G},
and define 63 = max{6,,, \/c/n} for some constant c > 0. Then under data-reuse, with probabil-
ity at least 1 — ¢; exp(—czn(égr)Q), |Meta-Alg0rithm ]|satisﬁes
e(f,g) < 986" |IF —rollLapy + 10(5,)%
for universal constants cy,cy > 0. Consequently for every ¢ > 1,

~ 2 dr\2 M(C) ? 4 ~ 1;%
17 = 7oll3,py < POly(S) | (637)% + (CéH) + 45T+ g = goll (g 0y

holds with the same probability.

The full proof of the critical-radius bounds and further discussion appear in Appendix Cﬂ Our
analysis follows [Wail9l Theorem 14.20], leveraging uniform law for Lipschitz loss functions.

The critical radius differs between data-splitting and data-reuse: with data reuse, each observation
Z = (X,Y,T) influences both the reward model 7(-) and the nuisance ¢(-), creating conditional
dependence that increases the critical radius and slows convergence, whereas under data splitting the
two estimates remain independent, yielding a smaller radius and faster rates.

?Above bounds in |C0r011ary 5.4| and |Corollary 5 .3|are loose in S and can be tightened via a careful analysis.
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Figure 1: Performance of the linear-reward model as the true parameter magnitude ||y || varies. Left:
d = b; right: d = 10.

6 Experiments

We evaluate three settings: (a) linear reward models, (b) neural network—parameterized rewards,
and (c) a semi-synthetic text-to-image preference dataset. In addition, applies our
orthogonal loss within the sequential-elimination algorithm of [LZR™24]] for best-arm identification,
where it outperforms their algorithmsﬂ

Linear rewards. We evaluate on synthetic data where each query pair (X!, X?) is drawn uniformly
from the unit-radius sphere and the true reward is ro(X) = (0,, X) with ||0,||2 = B. Preferences Y’
and response times 7" are generated via the EZ diffusion model. For each B, we draw 6, at random,
generate 10 independent datasets, and fit # by minimizing the logistic loss, non-orthogonal loss
and orthogonal loss. Further to estimate the nuisance parameter v(-) and ¢(-) for orthogonal and
non-orthogonal loss, we use logistic regression and a 3 layered neural network respectively. We
report the average error ||é — 0,||2 as we vary B in|Figure 1} Full experimental details are provided
in Appendix D. We observe that the estimation error under the logistic loss grows rapidly with B and
the orthogonal loss £°***° consistently outperforms the other two losses.

Non-linear rewards—neural networks We generate synthetic data from random three-layer neural
networks with sigmoid activations, fixed input dimension, and hidden-layer widths. For each training
size N, we sample a new network (details in Appendix D) as the true reward model and draw N query
pairs X1, X2 uniformly from the unit sphere. We evaluate all three losses—logistic, non-orthogonal,
and orthogonal—and for the orthogonal loss we compare both a simple data-split implementation
and a data-reuse implementation. [Figure 2|reports the mean squared error (and + standard error) of
the estimated reward under each of the three loss functions and the corresponding policy regret after
thresholding 7 into a binary decision. Regret measures the gap between the learned policy and the
optimal binary policy. Denoting by X; the option selected by our policy for query 7, the regret over
M new queries is

M
% % lea f(Xil) > 7 Xz2 5
Regret = ;(max{ro()(il), ro(X7)} — TO(Xi))’ Xi= {Xf, otherwise. .

Text-to-image preference learning. We evaluate our approach on a real-world text-to-image
preference dataset - Pick-a-pick [KPS™23], which contains an approx 500k text-to-image dataset
generated from several diffusion models. Furthermore, we use the PickScore model [KPS™23] as
an oracle reward function, we simulate binary preferences Y € {+1, —1} and response times T’
via the EZ-diffusion process conditioned on the PickScore difference between each image-test pair.
To learn the reward model we extract 1024-dimensional embeddings from both the text prompt
and the generated image using the CLIP model [RKH™21]]. On top of these embeddings, we train
a 4-layered feed-forward neural network with hidden layers of sizes 1024, 512, 256, under three
training objectives: our proposed orthogonal loss, a non-orthogonal response-time loss, and the
standard log-loss on binary preferences. Further experiment details are available in Appendix D. As

3The experiment code is available in
Preference-Learning-with-Response-Time!

https://github.com/sawarniayush/


https://github.com/sawarniayush/Preference-Learning-with-Response-Time
https://github.com/sawarniayush/Preference-Learning-with-Response-Time
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Figure 2: Left: mean-squared error (£ standard error); right: cumulative regret (4 standard error)
over M = 3000 new queries on randomly sampled non-linear (neural network) reward models, both
plotted against training-set size N.
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Figure 3: Left: mean-squared error (& standard deviation); right: cumulative regret (1 standard
deviation) over M = 10000 new queries on the Pick-a-Pic text-to-image task, both plotted against
training-set size V.

shown in the orthogonal loss consistently achieves significantly lower Mean squared error
and regret compared to the non-orthogonal and log-loss baselines.

7 Conclusion and future work

Our work proposes a Neyman-orthogonal loss function that jointly learns over the preferences and
response time to estimate reward functions. We show that it better estimates the reward model
theoretically and empirically in semi-synthetic setups. Possible future directions might include:

Extension to bandit setup : Dueling bandits model an online setting where the learner queries
arm pairs and observes a noisy binary preference. Extending this framework to incorporate response
time as an auxiliary feedback signal—and adapting our supervised loss to such adaptive querying for
regret minimisation —presents an interesting direction for future work.

Experiments with true response time data : Our experiments assume a homogeneous reward
model and synthetically generated response times. Evaluating on real-world response time data,
which may be noisy and population-dependent (with varying barriers a and true rewards r,(-)), could
provide valuable insights into model robustness.

DPO-style loss [RSM™24] : Beyond reward estimation, our framework can be extended to direct

policy learning via a DPO-style objective by replacing the reward model with a policy parameteriza-
tion. Adapting the orthogonal loss £°*8° for this purpose is a promising avenue (see |[Appendix A.6).
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A Discussion on Barrier ¢ and Non-Decision Time ¢, 4

A.1 Properties of the EZ Diffusion Model

Recall the EZ diffusion model for a decision between two options X1, Xo, with drift u = r(X7) —
r(X3) and symmetric absorbing barriers at £a. Writing X = (X3, X3) and overloading (X)) =
r(X1) — r(X2), the choice and response-time moments are given by [WvdMGO7al:

PY=1|X)= ﬁ E[Y | X] =tanh(ar(X)), Var(Y |X)=1-—tanh?(ar(X)),
a(eter(X) _1 - 4ar(X)62”(X))
a tanh(ar(X)) (
E[T|X]={" +x) r(X) #0, Var(T | X) = \ r(X)3 (e20m(X) +1)2
a2, r(X) =0, 2%’ H(X) =0

A.2 Loss Functions for General Barrier a

When a is known, a natural non-orthogonal baseline loss is
l:nonfortho (7,, t) - |:(Y A C.91710.9) )2:|
where t(X) ~ E[T | X]. This also results in the following orthogonal loss

L5700 (5 v, ) = B[ (¥ — (T — ¢(x)) "0 — w000 7], (10)
where t(+) is a crude estimate of the reward function r,(-) (which can be calculated by minimizing
the loss using the log loss) specified below

[logloss (1) — E[log(l +exp(—2Y a r(X)))] (11)

A.3 Reward Learning When « Is Unknown

If the barrier a is unknown, one can still estimate the scaled reward r(-) /a with identical guarantees.
Note that this suffices for any standard machine learning tasks involving learning from human
feedback. Indeed, minimizing the log-loss yields an estimate of a7,(+), and hence of r,(-) up
to scale. However, the loss (T0) cannot be applied directly because it requires the nuisance t(-)/a,
which is not identifiable without knowing a.

Instead, we introduce a new nuisance pair (y,t), where y(X) approximates E[Y | X]. We also
define the notation y,(X) := E[Y | X]. One can then define an alternative orthogonal loss,

ortho— ; - i
L2y, 1) = B[ (Y - (T - (X)) Y5 — "L00)?]. (12)

Equation (12)|is also Neyman-orthogonal with respect of (y,t) as we show in the lemma below
.1l Moreover, the error rate guarantees for[I0]and[T2]are identical for the linear case, as shown in

|Appendix B|

Lemma A.1. The population loss L°T*°~2 is Neyman-orthogonal with respect to nuisance g := (y,1)
i.e. DgD L2 (y o g,)[r — 10,9 — go)l =0 VreR Vgegq.

Proof. Let £(-) be the pointwise evaluation of £°T*8°~2 at a data point Z = (X,Y,T). A direct
calculation gives

DyDy b(r,g0; X, Y, T)[r = 1, g — go] = _72(}/ +yo(X) — QrO(X)tO(X)) (HX) — £(X)) (r(X) — ro(X)
4 27— 1,(0) (10X) = 3o (X)) (1) = (X)),
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ElY
Because T"EIX) = [

|
definition of ¢,, E[T — ¢,(X) | X] = 0. Taking expectations of the directional derivative, therefore
yields

X
) ], we have E{Yﬂ;o(X) —9TelX)y (X | X} = 0. Similarly, by

E[DgDrg(Tago;X7Ya T)[T —To, g _gO]] = 0’

which establishes the claimed Neyman-orthogonality. [

A.4 Experiment for varying a

We conduct experiments for varying barrier levels a for the case where the barrier a is unknown.
Similar the synthetic neural network experiment in the main paper, we generate synthetic data from
random three-layer neural networks with sigmoid activations, fixed input dimension (= 10), and
hidden-layer widths (32, 16). We sample a random neural network (details in Appendix D) as the
true reward model and draw 2000 query pairs X, X5 sampled from a spherical guassian distribution.
We evaluate all three losses—Ilogistic, non-orthogonal, and orthogonal £°F*#°~2 for different values
of barrier a. We find that the mean squared error of the estimated reward under each of the three
loss functions and the corresponding policy regret (after thresholding 7 into a binary decision) is
consistently better for £°7P°~2,

Table 1: Mean squared error for different losses across barrier values

Barrier Log-loss Non-orthogonal Orthogonal
a Elogloss ‘Cnonfortho Lorth072
0.5 13.1047 10.3015 9.2564
0.7 14.8284 10.8872 9.3922
0.9 16.1897 11.2413 9.2729
1.1 17.0966 11.7575 9.5093
1.3 17.8099 11.8773 9.6774
1.5 184114 12.3013 9.7517
1.7 18.9334 12.4945 9.8271
1.9 19.2903 12.6231 9.8571
2.1 19.6200 12.8721 9.8152
23 19.8787 13.1132 9.9202
2.5 20.1948 13.1526 10.1428

A.5 Second order dependence in errors in ¢, 4

[Theorem 5.1] directly implies the following corollary when ¢,,q is misspecified
Corollary A.2. Let t,q be any estimate of the non-decision time satisfying

|tnd - tnd| <e.
and nuisance 1\ is estimated using mis-specified decision times by
T = Tiotal — tnd,

and let 7€) be the reward estimator obtained by replacing T with T in the orthogonal loss. Then
under the same conditions as Theorem|5. 1

o 2 4
|7 — TOHLQ(D) = Ofe™7) + on(1),
where 0,,(1) is the estimation-error from Theorem|Theorem 5.1|and o is as in that theorem.

“Recall that the regret over M new queries is

Regret = Z(max{ro(Xil), ro(X7)} — To(Xi))7 X; =

=1

< % X'L17 f(Xz‘l) > TA'(Xzz):
X2 otherwise.
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Table 2: Regret for M = 2000 queries for different losses across different barrier values

Barrier Log-loss Non-orthogonal Orthogonal
a £logloss [:non—ortho ﬁortho—?
0.5 0.2980 0.2537 0.2538
0.7 0.3437 0.2987 0.2971
0.9 0.3635 0.3000 0.3016
1.1 0.3732 0.3152 0.3044
1.3 0.3686 0.3142 0.3120
1.5 0.3807 0.3148 0.3115
1.7 0.3787 0.3155 0.3105
1.9 0.3751 0.3216 0.3037
2.1 0.3750 0.3198 0.3082
23 0.3772 0.3203 0.3028
2.5 0.3763 0.3171 0.3085

Proof. Apply Theoremwith the nuisance pair § = (T, f(e)). Observe that:

1. The misspecification |t,q — t,q| < € induces at most an O(e) error in the estimated nuisance

function ¢(X).

2. By Neyman-orthogonality, the orthogonal loss incurs only higher-order dependence on any
nuisance error; in particular, a perturbation of order € in # contributes O(e*) to the final
reward-estimation error.

3. The debiasing term (7' — (X)) is unaffected by the shift in non-decision time, since t,,q
cancels in the difference.

Moreover, we can write
ler ()
. L(D
19 = 9ollfr.c = 0n(1) + C'sup T (13)
reR HTHLQ(D)
where C' depends only on the uniform bound S = ||7||.. Combining these observations with the

on, (1) estimation rate from Theoremyields the stated bound. O

A.6 Estimating the nuisance ¢ via a plug-in of ©

A convenient way to estimate ¢(-) is to exploit the EZ-diffusion identity
H(X) = tanh(t(X))
(X))

Substituting this directly into the orthogonal loss £°7*"° preserves Neyman-orthogonality. Concretely,
one proceeds in two stages:

1. Fit a preliminary reward model ¢ (for example by minimizing the logistic loss on preference
data).

2. Define the plug-in nuisance

i) = ),

and minimize the orthogonalized squared loss with t as the nuisance

LoThO(p ) = E (Y — Tv(X) + tanh(x(X)) — r(X) mnil((;((ff))) . (14
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This plug-in strategy retains the first-order robustness to errors in v and yields faster convergence by
leveraging response-time information 7" in the second stage.

Hence, one can extend this idea to directly learn a policy on preference data. In Direct Preference
Optimization (DPO) [RSM™24], one obtains the reward function in closed form from a learned policy
T

X1 m(X?)
(X)) = v(X1) — (X2 :c(lo X)) jog TE)
(X) = e(X7) —¢(X7) g (X B
where 7 is the reference policy and c is a constant. We can embed these into the two-stage
procedure: 1) Train 7 by minimizing the logistic-loss (DPO-loss) on the observed preferences,
yielding t(X) = log :f{% . 2) Plug v into (T4). Since r itself is a known function of 7, this directly
learns a new policy that incorporates response time. Adapting £°***° for directly learning a policy
from preference data can be an interesting direction for future work.
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B Asymptotic guarantee for the linear reward model classes

B.1 Guarantees for £!°o8tss

We now give asymptotic guarantees on the convergence of the choice-only estimator using the
idea of influence functions [Hub11,|[Ham74]. For the choice-only estimator, the logistic regression
loss function £(0, X,Y) := log (c(2aY (#, X))) as described in (LI). E] The informal lemma
shows asymptotic results on the estimator 6 minimize the loss function £(.,X,Y) over an iid
dataset. Further, we assume that this dataset is generated using a model parametrized by 6. i.e.
E [Z¢(0, X,Y)] = 0. Further, we often overload ||.||> with Ly(D) norm when operated on a

function formally, |[t|]o = /Ex [(¢(X))?].

-1
Lemma B.1. Define the IF(0, X,Y) := — ( [ 200, X, Y)D 2000, X,Y). Let the estima-

tor 0,, minimize the loss function £(.) over the dataset {X;,Y;}" . Under standard regularity
assumptions,

V0, — 80) % N (0, Var(IF(60, X, Y)))

We now compute the influence function for logistic losses £(6, X,Y) := log (o (2aY (0, X))).

Now, observe that %6(9 X,)Y) = 20(-2aY(0,X))XY. Further, 6;6(0 X,Y) =

4a’0 (2aY (0, X)) o (—2aY (9, X)) X XT. This argument is fairly standard and we restate the
derivation below for expository purposes.

Since [QE(GO,X Y)] = 0, the variance of 2¢(6p,X,Y) equals
E [ 355400, X, ) 55600, X, V)7

Now,

Var ( o £(0o, X, Y)) = 4a’E[o (—2aY (0o, X)) o (—2aY (0, X)) X X7

900
@ 460°E[o (—2a{f0, X)) o (—2a (0o, X)) o (2a{fo, X)) (15)

+ 0 (2a(fo, X)) o (2a(60, X)) 0 (—2a (60, X)) X X ] (16)

= 40’E |0 (~2a{60, X)) o(2a(0, X)) X X" | (17

(a) follows via conditioning on X and the fact that P(Y =1 | X) = 0(2aY (6,, X)). (b) follows
from the fact that o(r) + o(—7r) =1

Using similar arguments, one can show that

E {5922 (0o, X, Y)] = 40”E [0 (—2a(fo, X)) 0(2a(0o, X)) X X "] (18)

Since Var(IF(6y, X,Y)) = ( [802 000, X, Y)} ) Var ( =(6o, X, Y)) , applying [Lemma B.1
we have

Lemma B.2. \/n(Ocy — 05) 5 N (0, (4a2E [0 (—2a(00, X)) o(2a(fo, X)) X XT]) ") where the
estimator Ocy denotes the estimator obtained from logistic regression on the preference data.

Since o (r)o(—r) scales asymptotically as exp(—|r|), one can above that the variance term can scale
exponentially in S asymptotically for larger norms of 8y where .S denotes the £ bound on 6.

>The constant 2a follows from the probability P(Y | X) in (T).
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B.2 Computing Rates for Orthogonal Loss (6) and (12)

We first restate the notations from In this section, we consider the linear class R =
{x = (z,0) : € R?} so that 79(X) = (0, X) and the true reward model r,(X) = (f,, X) and the
goal is to estimate 6,. We further assume that the £5 norm of queries x satisfies ||z||2 < 1. Further
recall that Z denotes the tuple (X,Y,T).

Recall from [Section 4] that the asymptotic rates for linear function classes holds under cross-fitting
and data-splitting. We now restate cross-fitting from [[CNR 18] for expository purposes which involves
training nuisances out-of-fold and evaluating on each held-out fold before aggregating. Further we
denote £°7the and (°rtho=2 a5 the point-wise versions of orthogonal losses £°7*8° and L£°7*Bo—2,

While we state cross-fitting under the orthogonal loss £°7*#°, one can easily state it for the orthogonal
loss £°7th°=2 with the only difference in the nuisance functions computed.

Input: S = {(xV, XV, v, T},
Goal: Estimate reward model r(-)
1: Partition the training data into B equally sized folds (call it {S, },_,).

2: For each fold S;, estimate the nuisance reward function (-)(®) and time function #(-)(?) using
the out of foldAdata points.

3: Use t(+) and ¢(-) as nuisance to estimate the reward model r(-) using an orthogonal loss by
minimising £ Zle Ziesp £(r; 1P #P); Z,) over observed data points Z; = (X;,Y;, T;) for
orthogonal loss ¢ = ¢°tho

Meta-Algorithm 2: Estimate Reward Model via Orthogonal Loss and cross-fitting

Under data-reuse the nuisance is fitted on one half of the data and the orthogonalized loss is minimized
on the other.

Before we present the asymptotic rates for linear reward classes for orthogonal losses, we first state
the following theorem from [CNR18| Section 3.2]. Recall that g(+) is the nuisance function, given
by the tuple (y(-), £(-)) under the orthogonal loss £°=*2°~2 and by the tuple (x(-), ¢(-)) under the
orthogonal loss £°7th°,

B.2.1 Moment function and Neyman orthogonality setup from [CNR18, Section 3]

Further, following the notation in[Section 5 we define the nuisance function class by G and we also
assume that the nuisance estimates also belong to this class.

Define the sample moment function
m(0,9,2) = j(9.2)0 + v(g,2),
and the associated population moments

M(0,9) = Em(9,9,2)],  J(g9) = Elj(g.2)], V(g) = Ev(g, 2)].

Let 6, be the (unique) parameter solving the population moment condition
M (907 go) = 0,
where g, denotes the true nuisance function.

We refer to j(g, Z) as the sample Jacobian matrix and to its expectation J(g) as the population
Jacobian matrix.

To map to our set up where we minimize the pointwise loss £°**0° (6, g, Z) or £°7th°=2(9 ¢ 7)), we
can compute the function m(.) by taking the gradient with respect to the first component of the loss
function.

We now state assumption 3.1 from [CNRIS8|]. Because we focus on the moment function m(-),
Neyman orthogonality is defined solely with respect to the nuisance function, whereas for a loss
function £(.) it is defined with respect to both the nuisance function and the target parameter.
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Assumption B.3 (Neyman Orthogonality and continuity). The directional derivative
DyM(8,, go)[g—go) equals zero (satisfying Neymann orthogonality) and further, D, M (6, g)[9— o]
is continuous in a small neighborhood of g,. Further, the eigen values of the Jacobian matrix J(g,)
lie between constants ¢ and cs.

We now let cg > 0, c; > 0, s > 0and g > 2 be some finite constants such that cg < c1; and let d,, be
some sequences of positive constants converging to zero such that §,, > n~'/2. Recall that § denotes
the nuisance parameters estimated from the first stage.

Assumption B.4 (Score Regularity and Quality of Nuisance Estimates). The following moment
conditions hold:

* The ¢"™ order moment conditions hold ie. sup,cg (E [[|m(8,, g, Z)Hq]l/q) and
SUDyeg (]E [Hj(g,Z)||q]1/q) are bounded by constant c.

* The Jacobian J(-) satisfies ||J(§) — J(gO)H(Q)p < 4, where ||.||op denotes the operator norm.

» The moment function satisfies (|\m(90,g, Z) —m(8,, go, Z)H%)l/2 <d,.

* The second order directional derivative in direction of the nuisance error converges to zero
faster than n='/2 i.e. \/nDyyM (0,,3)[G — go] = 0p(1), ¥g = 7§ + (1 — T)go, T € [0, 1].

* The variance E [m(6,, go, Z)m(6o, go, Z) " | is lower bounded.

Under these IAssumption B.3| andIAssumption B.4| the following lemma holds on the estimate 6 under
data-splitting and cross-fitting.

Lemma B.5. Under these IAssumption B.3| and IAssumption B.4l the estimate 0 is asymptotically
linear under data-splitting and cross-fitting. :

Vi (8- 0) = —% > J(g0) " m(B0, 90, Z) + 05(1),

This implies that the following convergence holds in distribution /n(0 — 6p) A
N(0, T (g0) ~*E[m(6o, go; Z)m(b0, 903 Z) 1)

With this setup, we now compute the guarantees for orthogonal loss £°7*2° and £°7h~2,

B.3 Asymptotic Rates for orthogonal loss £°7*h°

In this notation £(.) refers to the pointwise version of orthogonalized loss £°***°. Recall that the
nuisance function g(-) denotes the tuple of nuisance functions (t, t) with §,(-) = (7., t,) denoting
their true values. Further the nuisance function § = (t,) denotes an estimate of true nuisance
function g,(-) = (r,,t,) after the first stage.

We now adopt the following notation. Recall that §, € R¢ denoted the true parameter vector. We
define the moment function by

1
m(97 Y, t; X7 Y7 T) = 5v0€(07 L) X7 Y7 T)a

which, after algebraic manipulation, can be written as

m(0, v, t; X,Y,T) = 2(0%0) H(X)? + % (T — (X)) — Yt(X))X.

In addition, the two auxiliary functions can be defined as:

Jt;X) = HX)" XXT andv(v, t; X, Y, T) == (1/a)(—Yt(X)+

H(X)H(X)
== nA)us)

(T-1(X)) )X (19)
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We also compute the expectation-based mappings:
M(9,v,t) =E [m(@, X, Y, T)] , J(t) = a*%E[t(X)2 XXT] , (20

H(X)H(X)

V(e t) = a*IE[((tD(X) — (X)) — yo(X) t(X))X]. @1

A straightforward calculation shows that
M(O,¢,t) = J()0+ V(x,1).
Claim B.6 (Orthogonality of the loss and continuity (assumption [B.3)). D,M (6,,0)[g — go] =0
and DyyM (0, 9)[g — go) is continuous in G
Proof.
Dym(bo, go, X, Y, T)[§ — go] =202 X (X, 00)to(X)(H(X) — to(X)) — 2a~*Xro(X)to(X)({(X) — to(X))
—a ' X (Y —a M Tro (X)) (H(X) — to(X)) + a2t (X)(T — to(X)) (x(X) = 10(X))
Since, 7,(X) = (X,0,) and the fact that ay,(X) = 7r,(X)t,(X), we obtain that
E [ng(007907X7 Ya T)[g - gO] ‘ X] =0
The continuity of the second order functional derivative naturally follows.
O

Recall that we have the following assumption of invertibility of J(t,) = E [t,(X)?2XX "] from

Assumption B.7 (Invertibility of the Jacobian). We assume that the Jacobian matrix satisfies

<C,

—1
1986) " lop = [E[—a~2t0(X)? X X7]
op

for some constant C' > 0. This claim is justified under mild conditions on the boundedness of the
reward and eigen values of the data matrix E[X X T].

We now prove the following claim on nuisance estimation.

Claim B.8 (Nuisance Estimation Rates). There exists a black-box learner such that its root mean
squared error (RMSE) satisfies

; 1 . 1
[t = tollLo(m) = 0<%) with B > T

and
5 1 . 1
e = rollzaim) = o(=57) with B2 > 5 — .

These conditions ensure that the nuisance estimates converge sufficiently fast as the sample size n
increases.

Proof. We show that these slow rates can be achieved under both conditions of plug-in where
() = t‘“ll(];(') with t(-) estimated via log-loss. Alternately, one could separately estimate ¢(-) as

well to obtain these slow rates. A discussion is presented in[Appendix B.3]

O

Furthermore, we assert the following claim regarding the boundedness of the nuisance function
to(X).
Claim B.9.

tanh(a(6,, X)) 5

to(X):a—<90 X) <at
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A brief inspection using the properties of the hyperbolic tangent function (notably, that tanh(x) < =
for > 0) confirms this bound.

We now show that assumptions in[Assumption B.4] hold for our loss function using the following
three claims and lemmas namely [Claim B. aim B.11]|[Cemma B.12]and [Claim B.13

Claim B.10. The jacobian J(-) satisfies J(t) — J(t,) = o(1) and the ' order moment conditions
hold i.e. i.e. sup g (E [Hm(Gmg,Z)Hq]l/q) and sup ;g (IE [||j(g,Z)Hq]1/<I) is bounded.

Proof. Write
J(t) — J(t,) = a’zE[(t(X)z —1,(X)2) XXT]
Since the operator norm is bounded by the Frobenius norm, we have

[7(t) = J(to)llop < [T (E) = J(to) ]| -

Using the Frobenius norm, we estimate

100) = Jao) I = =2 B (1007 — 1, 00%) xX7]

Using the boundedness of X (i.e. || X|| < 1), we have
IXXT)F = IX]* < 1.
Notice that
[H(X)? = to(X)?] = [H(X) — to(X)| [H(X) + to(X)]-

Both ¢ and t, are uniformly bounded (|t(X)|, |t,(X)| < @?), then [t(X) + t,(X)| < 2. Hence,
[t(X)? —t,(X)?| < 2a?|t(X) — to(X)|. Thus, we obtain

1(t) ~ Tt < 207E[2]H(X) ~ t,(X)}] = 20 E[Jt(X) ~ 1,(X)].
Finally, applying Jensen’s inequality (or noting that E[|t(X) — t,(X)|] < ||t — to|1,(p)) yields
”J(t) - J(tO)HOP < 2a_2||t - tOHLz(D)'

This concludes the proof as the nuisance estimators are consistent i.e ||§ — go||1,(p) = 0p(1)

We now check the moment condition. This naturally follows from the fact that E[T* | X] is bounded
for every o > 1 and the fact that rest all random variables are functions are bounded.

Claim B.11. Let g be a vector-valued function defined as
. t(z
9(x) = [tgxg] -
Then, for any g = 7G + (1 — 7)g, with T € [0, 1], we have
\/ﬁDggM(emg) [9 — 9o] = 0p(1).

Proof. We wish to control the second-order term in the expansion of M (6,, g) around g,. By
Taylor’s theorem in the direction § — g,, we have

2

DQQM(HOMg)[g _go] = 6 M<907 §+8(§ _go))

Ds? s=0
This term decomposes into two parts:

DggM(eo,g) [9— g0l = i (J(E—" s(t - to))ao)

52

2 o
S:O+@V(t+s(t—to),t+s(t—ro))

s=0 ’

(I) II
(22)
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First Term (I): For J(t) = a 2E[t(X)2X X 7], we have

O () + 5 ((X) ~ to(X)))?)

5 =2(H(X) — to(X))%

s=0

Thus,
P o
5w (s i=t)0)]

Since || X X 7|, is bounded (using || X || < 1) and 6, is fixed, it follows that
=0 (JIE - tl3)-

=242 E[(f(x) —1o(X))? XXT] 0.

Hm[(f(X) — t,(X))? XXT} 0,

Under |Claim B.8| we have ||t —t,[|3 = o(ﬁ), so that

ViO(JlE = to]13) = o(1).

Second Term (1I): For the function V' (¢, y), we have

%V(Pr s(E—to), J+5()— yo)) = a_QE[(QT —AH(X)) ((X) — 1o (X)) (E(X) — (X)) X]
- %]E [e(X)(f — to(X))*X]

The last equality follows via conditioning on the first term. Using the boundedness of X, ¢(X) and
t(X) and applying the Cauchy—Schwarz inequality, we obtain

[B[(t6(X) = 26(X))(EX) = (X)) #(X) = 7o(X)) X] || <C U = tolla(p) I = Tollzaco):
(24)
B[O EX) = o(3))2) || <CllE = tollZ, ) 25)

for some constant C' > 0. By |Claim B.8| the product ||t — ||, () |t — 7ol 1, (D) is o(i) and

n
it — toll2,(py is o(1/n). Therefore,

Vi [B[ () = (X)) G(X) = 70(X)) X]|| = 0(1).

Combining the two terms, we conclude that

\/ﬁDggM(eo’ g) [9 — 90| = 0p(1).
This completes the proof. O
Lemma B.12. The following holds

E[||m(907t7t; X, Y7T) - m(eovrmto; X, Y,T)H2] = O(Ht - t0||2L2(D) + Ht - 7“o||%2(D))

Given that ||l — tollr,y = o(l) and ||t — rol|lp,my = o(l), we have
E(|[m(6o, 3, Z) — m(8o, go; Z)|*] = o(1)

Proof. We have

m(0o, ¢, t; X, Y, T) — m(0o,70,t0; X, Y, T) (26)
:a*2(<00, X)(HX)? = to(X)?) + ((X)H(X) = 7o(X)to(X)T + (ro(X)to(X)? = e(X)H(X)?) + a¥ (to(X) — t(X)))X
27
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(e(X)HX) = 10 (X)t6(X))T + (ro(X)to(X)? — v(X)H(X)?)
=(e(X)t(X) = 7o (X)to(X))T — to(X)) 4 e(X)E(X)(to(X) — 1(X))
=(e(X)(HX) = to(X)) = to(X)(e(X) = 7o (X)))T — to(X)) + t(X)H(X) (o (X) — 1(X))
=t(X)(H(X) = to(X))(T = 16(X) = to(X)(e(X) = ro(X))(T = to(X)) + e(X)H(X)(to(X) — (X))

Using the fact that || X||2 < 1, we have
E(m(Bo. .t X, Y. T) = m(fo, 1010 XV, T))” = Vda™E [(wo, X)X — (X)) (UX) + to(X))
+ (X)) (X)) = to(X)N(T = to(X)) = to(X)(t(X) = 7o (X))(T' = to(X)) + e(X)H(X) (o (X) = £(X)) 4 aY (to(X) — t(X)))T
(28)

The desired result is immediate via the the identity that (a+b+c+d+e)? < 5(a®+b? +c2+d? +e?)
except for the following terms

E [t(X)?(H(X) = to(X))X(T — to(X))?] =E [E [e(X)?(H(X) — t(X))*(T — to(X))* | X]]
=E [1(X)*(t(X) = to(X))*Var(T' | X)] < Cl[t = to|[7,p)

for some constant C.
One can similarly argue that
E [to(X)?(e(X) = ro(X))*(T — t6(X))?*] < Cle—10o|7,p)
Finally this gives us
E(m(007t7t;X7 Y, T) = m(bo,70,t0; X, Y, T))j < C (It = tol | Loy + (45 + D[t = 70| |*L2D))
O

Claim B.13. Each component of the matrix j(t,, X ) satisfies

E [ jpa(to, X)2| = O(1).
Furthermore, the components of the moment function satisfy

E{mq(ﬁo,ro,to)ﬂ =0(1).

Proof. The first statement follows directly from the boundedness of ¢,(X) and the boundedness of
X . For the second statement, note that

E[mq(Qo,yo,tO)Q] < 2¢72 (IE [to(X)Q] n E[a‘2<x, 90>2t0(X)2] -E[yo(X)(T - to(X))ZD .
Since the functions 7, and ¢, are bounded and the variance of 7T is also bounded, it follows that
E{mq(eo,ro,to)z} =0(1).
O

Invoking , we conclude that the estimator § obtained via minimising orthogonal loss
L°7* ig asymptotically linear. In particular,

1 n
> IF(00,70,t0; Xi, Y3, T;) + 0p(1), (29)

\/’ﬁ(é - 90) = —%
i=1
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where the influence function is given by

IF(Hmeto; X, KT) = ]E[aizto(X)zXXT]ilm(emTmto; X, KT)

Note that by the definition of 8, we have E [m(6,, yo, to; X, Y, T)] = 0. Now

M0, 70,03 X, Y, T) = %(@ to(X)% + yo(X) (T — to(X)) — Yto(X))X (30)
= % (Yo(X)(T = to(X)) = to(X) (Y — yo(X))) 31

Thus using the fact that E[T | X] = t,(X),E[Y | X] = y,(X) and Var(Y | X) =1 — y,(X)?, we
get
Covar(m(8y, 7o, to; X, Y,T)) = ~F [(tO(X)Q(l — 5o(X)2) + Var(T|X) - yO(X)2)XXT]
a
1

=—E [to(X)?XXT]

The last step follows from the fact that (Claim B.24)). Thus, the covariance of the influence function
is given by

Covar(IF) = E[t,(X )2 X XT)2E[t,(X)*X X ']

In particular, this concludes the proof of We restate it below for clarity.
Theorem. Let O, minimize the orthogonal loss Lo, IfE[to(X)2X X "] is invertible, then

\/ﬁ(éortho - 90) i N (07 E)

where

(6o, X)

S _E l(a‘caurlh(czwo,X)))zXX-r it

_Q]E l(atanh(a(&o,X»)BXX-r] |

From claim [Claim B.25|and the fact that % < 1, one can observe that this variance X is smaller
than the variance computed in[Lemma B.2}

B.4 Guarantees for Orthogonal Loss £°th°—2

In this section, we prove the following theorem which is the analog of while minimising
the orthogonal loss £°7*#°~2, We obtain identical asymptotic rates as obtained in £°7*",

Theorem B.14. Let 0,pino minimize the orthogonal loss Lo7*°72 IfE[to(X)2X X "] is invertible,
then

\/ﬁ(éortho - 90) i> N (Oa 2)

where

{60, X)

S _E l(atanh(a(@o,X))>2XXT ot

—2 3
. Katanh(awo,m)) XXT] |

We now define the moment functions as defined in|Appendix B.2.1| Further in this setup, we use £(-)
to denote the pointwise version of orthogonal loss £°¥**°~2_ Recall that the nuisance function g(-)
denotes the tuple of nuisance functions (y, t) with §,(-) = (¥, t,) denoting their true values. Further

the nuisance function § = (7, ) denotes an estimate of true nuisance function §,(-) = (y,, t,) after
the first stage. Let §, € R? denote the true parameter vector. We define the moment function by

(6., X, Y, T) = SVoll0, 7 X,Y,T),
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which, after algebraic manipulation, can be written as

m(0,y,t: X,Y,T) = é(@ HX)? + y(X) (T — +(X)) - Y t(X))X.

In addition, we introduce the auxiliary functions:

tH(X)?

§(:X) = =5 XXT and w(y, £ X, Y, T) = (1/a) (—Y H(X) + y(X) (T — t(X)))X (32)

We also define the expectation-based mappings:

M(8,y,t) == E[m(@,y,t; X.Y, T)], J(t) = a*QIE[t(X)2 XXT],

V(1) = a B[ ((t(X) = t(X))y(X) = 5o (X) (X)) X|.
A straightforward calculation shows that
MO, y,t)=J(t) 0+ V(y,t).
Claim B.15 (Orthogonality of the loss and continuity (assumption ). DyM(85,90)[g — go] =0
and DygM (0, 9)[g — go) is continuous in G
Proof.
Dgm(8o, go. X, Y, T)[g — go] =2a~*X (X, 0o)to(X) (H(X) — to(X)) — &~ Xyo(X)(H(X) — to(X))
—a 'YX (HX) — to(X)) + a (T — to(X))(9(X) — yo(X))

DyM (8o, 90)[§ — g0 = E[Dem (6o, to, yo, X, Y, T)[t — to, § — wol]
= (1/a)E [E [X (20~ (X, f0)to(X) — 50(X) = V) (H(X) ~ to(X))|X]]
+ E[E[(T — t0(X))(9(X) — yo(X))|X]]
Note E[(T" — to(X))(9(X) — yo(X))|X] = 0 since E[T'| X] = to(X).
Also, observe that E[2(X, 00)to(X) — yo(X) — Y|X] = 0 since (X, 0p) = aga(()?()) and E[Y|X] =
Yo(X).
Thus, we can show that Dgm(6, go, X, Y, T)[G — go] =0

The continuity of the second order functional derivative naturally follows. O

The following assumption comes from the assumption in[Theorem B.14]

Assumption B.16 (Invertibility of the Jacobian). We assume that the Jacobian matrix satisfies

(t0)Hlop = [[E[ a1 (x)? XX7]| <

O]

for some constant C' > 0. This claim is justified under mild conditions on the boundedness of the
reward and eigen values of the data matrix E[X X T].

Furthermore, we assert the following claim regarding the boundedness of the nuisance function
to(X).
We now state our assumptions on the convergence rates of the nuisance function estimators.

Claim B.17 (Nuisance Estimation Rates). There exists a black-box learner such that its root mean
squared error (RMSE) satisfies

. 1 . 1
It —tollLy (D) = O(ﬁ) with 1 =

and

N 1 . 1
19— yoHLz(D) = 0(%) with 35 > 37 B1.

These conditions ensure that the nuisance estimates converge sufficiently fast as the sample size n
increases.
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A discussion on how these slow rates can be attained in provided in
Claim B.18.
tanh ((6,, X))

to(X) = X =

A brief inspection using the properties of the hyperbolic tangent function (notably, that tanh(z) < x
for x > 0) confirms this bound.

We now show that assumpt1ons in mx] hold for our loss function using the following four
claims and lemmas namely LIC B.20| [Cemma B.21|and [Claim B.22]

Claim B.19. The jacobian J(-) satisfies J(t) — J(t,) = o(1) and the ¢*" order moment conditions
hold i.e. i.e. sup,cg (E [Hm(@o,g,Z)Hq]l/q) and sup,cg (IE [||j(97Z)Hq]l/q) is bounded.

Proof. Write
J(t) — J(t,) = a—ZE[(t(X)2 — £o(X)?) XXT]

Since the operator norm is bounded by the Frobenius norm, we have

[7(#) = J(to)llop < [T (2) = J(to)| -

Using the Frobenius norm, we estimate
178) = T(to)lr = a2 |[E[ (¢(X)? ~ to(X)?) X X7]

Using the boundedness of X (i.e. || X|| < 1), we have

F

IXX"|p=[1X]? <1.
Notice that
[6(X)? — to(X)?] = [H(X) — to(X)| [H(X) + to(X)].

Both ¢ and ¢, are uniformly bounded (|¢(X)], [t,(X)| < 1), then [¢(X) + ¢,(X)| < 2. Hence,
[t(X)? —t,(X)?| < 2[t(X) — to(X)]|. Thus, we obtain

1(8) ~ Tt < a™E[2](X) — to(X)|] = 20E[JUX) ~ t,(X)]].
Finally, applying Jensen’s inequality (or noting that E[|t(X) — t,(X)|] < ||t — to||L,(p)) yields

17(t) = T (to)llop < 20721t = toll o (p)-

This concludes the proof of the first part as the nuisance estimators are consistent i.e [|§ — go|| 1, (D)
op(1)

We now check the moment condition. This naturally follows from the fact that E[7'* | X] is bounded
for every o > 1 and the fact that rest all random variables or functions are bounded.

O

Claim B.20. Let g be a vector-valued function defined as

9(x) = [t<x)] :

y(z)
Then, for any g = 79 + (1 — 7)g, with T € [0, 1], we have

\/ﬁDggM(GOag) [g - go] = Op(l)'
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Proof. We wish to control the second-order term in the expansion of M (f,, g) around g,. By
Taylor’s theorem in the direction g — g,, we have

0? _
D M(e )[Q go]_@M(emg'i's(g_go))
This term decomposes into two parts:

DygM (00,9)[g — g0] = g;(J(f-i-s(t—to))@o) 522V(t+5(t_to)g+5(y_y0))‘

(1) II

s=0.

s=0

(33
First Term (I): For J(t) = a2E[t(X)?X XT], we have

() + 5 606 — 1a(X0)%)| . = 2080X) — 1a(X))*.

s=0

Thus,

g—;(J(H 5 (t=10))0 )

Since || X X 7|, is bounded (using || X || < 1) and 6, is fixed, it follows that

= O(llt = tl13).

= 2472 E[(t(X) — to(X))? XXT] ..

s=0

H2IE[(t(X) (X)) XXT} )

Under (Claim B.17|we have ||t — t,]|3 = o(f) so that

VO (It = tol3) = o(1).

Second Term (II): For the function V' (¢, y), we have

62

sV (f+st—t) g+sy—u))| _ =a E[(H00) — (X)) (4(X) = 4o(X)) X].

Using the boundedness of X and applying the Cauchy—Schwarz inequality, we obtain

[B[6(X) = £6(3)) W(X) = 5(X) X]|| < Cllt = tollzaimy 1y = w0220

s=0

for some constant C' > 0. By (Claim B.17| the product ||t — t,|1,(p) |y — Yol L.(D) is o(%).

Therefore,
Vi [E[ (00 = £(0) (4(X) = o (X)) X] | = 0(0).

Combining the two terms, we conclude that

\/ﬁDggM(ooa g) [g - go] = Op(l)'
This completes the proof. O
Lemma B.21. The following holds

2
B[ (00, 9, X, Y, T) = 1B, Yo tos X, ¥, TP = O(11t = tol P o0 + 1y = w02 )

Given that ||t — tHLz(D) = o(l) and |t — 7ol|lr,py = o(l), we have
E([[m(00, 3, Z) — m(6o, go: Z)II*] = o(1)

Proof. We have
m(007 Y, t? X? Y7 T) - m(007 Yo, tO; Xa Y7 T)

=t (07100, X)(HX)? = o(X)?) + (5(X) = go(XN)T + yo(X)a(X) = y(X)UX) + Y (ta(X) = 1(X))) X
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We can further write the term
Yo(X)to(X) — y(X)UX) = (yo(X) — y(X))to(X) + y(X) (to(X) — t(X))
Using the fact that || X ||2 < 1, we have
2
E(m(@o,y, t; X, Y, T) — m(0o, Yo, to; X, Y, T)) =+vVda 'E

7

(a7 (00, X) () = (X)) ((X) + to(X)

+ (X)) = yo(XONNT — to(X)) + y(X)(to(X) — 1(X)) + Y (to(X) — t(X)))Q]

The desired result is immediate via the the identity that (a + b + ¢ + d)? < 4(a® + b% + % + d?)
except for the following term

— 5 |03) -~ wX) B | (7 - 000) 5]
= E [(y(X) — yo(X))*Var(T | X)] < E [(y(X) — yo(X))?]
The last inequality follows since Var(7' | X) < 1. Finally this gives us
E(m2(00,,6 X, Y, T) = 1200,y 10 X, Y, 7)) < (45 + Dt = tollP1y0y + (45 + Dy = w0l 2.0
O

Claim B.22. Each component of the matrix j(t,, X ) satisfies

E [ jpa(to, X)2| = O(1).
Furthermore, the components of the moment function satisfy

E[mq (60, 50, 1)*] = O(1).

Proof. The first statement follows directly from the boundedness of ¢,(X) and the boundedness of
X . For the second statement, note that

E[ma (00,0, t0)?] < 2072 (E[to(X)?] + E[a(X,0,)” ta(X)?] - E [0 (X)(T = to(X))*]).
Since the functions y, and ¢, are bounded and the variance of 1" is also bounded , it follows that
E {mq(eoa Yo, to)z} = 0(1)
O

Invoking obtained via minimising orthogonal loss £°7*2°~2 is asymptotically linear. In
particular,

. 1 <
\/ﬁ (eortho - 90) = _% ZIF(em yovtOQ Xia }/;a Tz) + OP(1)7 (34)
=1

where the influence function is given by

TF (00, Yo, to; Xi, Yi, T;) = Ela™%t (X)X X1 'm(00, Yo, to; Xi, Yi, T})

Note that by the definition of 6, we have E [m(6,, Yo, to; X, Y, T)] = 0. Now

it X V.T) = L (0 (302 (30 (T 1)) - V()X 69)
= L (0o(X) (T~ (X)) ~ 1 (X)(¥ ~ 5(X))) (36)
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Thus using the fact that E[T | X] = t,(X),E[Y | X] = y,(X) and Var(Y | X) =1 — ,(X)?, we
get

Covar(m (0, o, t0: X, V. 7)) = 5 [ (1(X)?(1 — yo(X)?) + Var(T(X) - ,(X)*) X X7 |

a2
(37)
= %]E [to(X)2XXT] (38)

The last step follows from the fact that (Claim B.24). Thus, the covariance of the influence function
is given by

Covar(IF) = E[t,(X )2 X XT)2E[t,(X)>X X ']
This completes the proof of theorem [B.T4]

B.5 Estimation of nuisance functions in first stage

Plug-in loss:
In this setup, one can first estimate t(-) by minimizing the log-loss as described in|[Appendix B|and

thus obtain |[t(-) — r(-)||z,p) = O (%) Now plug in this to estimate #(-) = %, we can get

[ = to||po(p) = O (%) using Lipschitzness.

For orthogonal loss £°7*%°~2, a similar plug-in would give |[§ — yo||,(p) = O (%)

n

This provides the slow rates that we desire in|{Claim B.8|and [Claim B.17|for orthogonal losses £°F*"°
and £°7*8°~2 respectively.

Separate nuisance estimation:

In this setup, we separately estimate the nuisance function ¢(-) and t(-). The reward nuisance function
t(-) can be estimated by minimizing the log-loss as described above to obtain |[t(-) —7(-)||z,p) =

eS
().
To estimate time, we get first argue that the W o Sobolev norm [AFO3] (with s > 1) of ¢,, is bounded
using the composition theorem [Mos66]]. More specifically, one can show that W, 2 Sobolev norm

of t,(-) is given by O (Ss!) as the s'" order derivative of 2% scales as s!. Now applying kernel
ridge regression with a Sobolev kernel associated with the RKHS W*2 [AF03, [Wail9] to get the

desired slow rate i.e. ||t —t,]| La(p) = O (s!Sn_Z’fﬁ). One can choose the value of s appropriately

to obtain the desired rates. Choosing s sufficiently high can give us faster decay with number of
samples n but the pre-muliptlier s! would be higher.

NG
We thus get the desired slow rates to satisfy [Claim B.8|and [Claim B.17

For L£°7*°~2 one can bound ||§ — .|| = O (i) via plug-in.

B.6 Inequalities used in asymptotic results

We now prove two inequalities that have been used in the main paper. However, we restrict ourselves
to the case where a = 1 and t,ongec = 0.

Claim B.23. Var(T | X) < (E[T'| X])?

Proof. Now consider the expression of Var(7' | X) from|Appendix A.1| Now denoting r(X) by r,
we have

e4ar —1= 4@7’62‘” a2(62ar _ 1)2
dE[T|X])? = =
P(ear 412 (E[T | X]) r2(e2ar 4 1)2

Var(T | X) = a (39)
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Observe that it is sufficient to consider » > 0 as both functions are symmetric. Thus, it is sufficient to
show that ar(e?e" — 1)2 > e*%" — 1 — 4are?e” Vr > 0. Now define v = ra and we now define the
function f(v) as follows and argue that it is non-negative.

fv) = v(e* - 1)2 —e? -1 —4ve = (v —1)e* + 20e* 4 v+ 1 (40)
= (e + D) = (™ =1)) (™ +1) @D

Since e2? 4+ 1 > 0, it suffices to show
g(v) = v(e* +1)—(e* —1) > 0.
Differentiating w.r.t. v gives
g () = (2v —1)e*" + 1, g’ (v) = 4ve* > 0.

Hence ¢'(v) is monotonically increasing, so

g'(v) = ¢'(0) =0,
which in turn implies

g(v) = g(0)=0
Thus the desired result follows.

O
Claim B.24. Define y,(X) = E[T | X] and t,(X) = E[T | X]. We then have
to(X)3
1o(X)2(1— 3o(X)?) + Var(T | Xy (x)? = 200

Proof. This follows from the expressions in|Appendix A.1} For brevity, we refer to (X ) by r in this
proof.

Z?;V(;S(Ills?e;mx )?) + \;ar(T | X)yo(X)? (42) 2
a (exp(Qar) - 1) (( dexp(2ar) )+ % (exp(4ar) ~1 —4arexp(2ar)> (exp(2a7‘) - 1)

r2 \ exp(2ar) + 1 exp(2ar) + 1)2 (exp(2ar) +1)2 exp(2ar) + 1
(43)
_a (exp(dar) — 1)(exp(2ar) — 1)?  t,(X)3 44
R (exp(2ar) + 1)4 a2 @4
O

The following claim would be useful to lower bound 4a2c(2ar,(X))o(—27r,(X)) by to(aié”z

2
Claim B.25. 4a%0(2az)o(—2az) < (tanL};M) forevery x,a > 0 where o(.) denotes the sigmoid

xr
function.

Proof. Since both functions are symmetric, it is sufficient to consider the case where ¢ > 0. Observe
that

o(202)0/(~2az) = — 3 and (ta“h(”)>2 - (6“_1))2 (45)

(e20w 41 ax a?x?(e?e® + 1
Now substitute y = az and thus, to prove the desired result, it is sufficient to show that e —1>

2ye¥ < e¥ —e Y — 2y > 0. Now define g(y) = e¥ —e ¥ — 2y and thus, ¢'(y) = eV +e ¥ —-2>0
from AM-GM inequality. This implies g(y) > ¢(0) = 0 proving the desired result.

O
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C Finite sample rates for General reward functions

Given a set of n samples {z;}? ,, each drawn i.i.d from D, consider the empirical distribution
P, (z) := L 3" | 6,,(x) which places point mass X at each sample. Thus, the emperical mean is
denoted by P, (f) = £ "7 | f(x;) and the population mean Pf = Ex .p[f(X)].

n

As noted in Section our critical-radius argument for bounding the excess risk €(7, §) requires the
per-sample loss to be uniformly bounded. In the EZ-diffusion model, however, the response time

loss by a truncated version. This truncation both restores the boundedness needed for the theory and
reflects the fact that, in practice, decision times are effectively bounded.

By Markov’s inequality and the boundedness of higher moments, for any ¢ > 1 we have
BT _ M(Q)

B¢ T B¢
Here M (¢) = E[T¢] denotes the ¢-th moment of the decision time 7" [WYO0S]]. One selects B to
meet a desired error tolerance, ensuring the tail probability in @I} is sufficiently small. Finally, define

the truncated response time T = min{7, B } and substitute T for T in the loss function £7t2,

P(T>B|X) < (46)

C.1 Bounding the loss function £°*"° with bounded decision time

We now introduce some new notations with respect to the decision time. Let B denote the bound at
which the decision time is capped. Let f,(X) = E[T | X]. Further, let f denote the nuisance function

corresponding the the capped decision time and let ¢ denote an estimate of #,. We further overwrite
Z to denote the tuple of random variables (X, Y, T'). The joint nuisance pair is denoted by g = (, )
and let g, = (t, fo). Now, assume that £, € 7 and G denotes the joint nuisance class R x T with

g € G. Before, we start the analysis we state the following bound on ¢, — &,. To bound, we use the
following result i.e. E[X] = [ P(X > x)dx for a non-negative random variable X .

Recall that S denotes an absolute bound on the reward function 7(-) which we assume to be larger
than 4.

S M(Q)
[t — Lollz. = /z:é P(T > z)dz < (BT (47)

The first equality follows as 7" — T>z implies 7' > B+ z for every positive z.

Thus the orthogonalized loss function from (6)) is redefined as

forto (e ¢ ) = E [(Y (T —#(X))e(X) — r(X)t“(X))Q} 48)

Next, we verify that each of the four assumptions in [FS23] Section 3] holds for the new loss Lortho

Observe that the first assumption of neyman-orthogonality satisfied approximately here with a bias
decaying with the threshold B that is characterized by ||t,(-) — £,(-)||z.. (Equation (47)).
Lemma C.1 (Approximately Orthogonal loss). Forallr € R and g € G, we have

|DgD’r'£uortho(7‘o7go)[r —To,g — go]‘ S 52Ht0 - Eo||Lw|‘E_ tuo||L2(D)H7‘ - TO||L2(D) (49)

Proof. Consider
‘DgDTE“tho (0 9o)[r = 70,9 = 90]

v 9

<SZE [|(to(X) — £6(X)) (EH(X) — 1o(X)) (r(X) — ro(X))]]
<S5 [t — Lol | Lo lIE = Lol Loy |7 = Tol| LoDy

34

[(T — 1o(X))o(X) (r(X) — 1o(X)) (x(X) — ro(X))} = 2B [(Y — f6(X)ro(X))(H(X) — £o(X)) (r(X) = 16(X))]



Observe that the first term in (a) goes to zero via conditioning on X as E[T' | X] = £,(X). The
second term in (a) is simplified using Cauchy-Schwarz.

O

Lemma C.2 (First order condition). ‘Drﬁu“th"(ro, 9o)[r — 7o) < 28|to — Lol Loy |17 = Toll 1o (D)

Proof. Now consider the following functional derivative

Drzortho (To, 90) [T - 7"0]

= 2 [V = (T = £0(X))ra(X) = (X)X DEo(X)(r(X) = 7o (X))

v

< 2SE [] (1) — £,(X))(r(X) — 1o(X))]]
<28||t, — fo||L2(D)H7” —Tol|L,(D)

(a) follows via conditioning on X and the fact that E[Y'|X] = ¢,(X)r,(X). .
O

We now prove the smoothness condition from [ES23] Assumption 3]. In this setup, ||.||g is defined
from (9) (denoted by (R, @)).

Lemma C.3 (Higher-Order Smoothness of £°7%°), Let 81 = 2 and (3, = 4S. Then L™ satisfies:
1. Second-order smoothness w.r.t. target. For all r € R and all ¥ € star(R,r,),

D2Lo™ (7 g0) [r—ro,r—10] < Bullr— 7“0H2L2(D)'

2. Higher-order smoothness. There exists ¢ € [0, 1] such that for all r € star(R,r,), g € G,
and g € star(G, go),

| D3 DL (1, ) [r = 70y g = 90, 9 = g0] | < B2 llr = 7ol (py l9 = 0ll2-

Proof. In this proof, £(-) denotes the pointwise version of the orthogonal loss Lortho,

First, observe that D2((T, g,, X, Y, T)[r — 10,7 — 1,] = 2t2(X)(r(X) — ro(X))?. Thus,
E [D2U(7, go, X, Y, T)[r — ro,7 — 15)] < 2[|0 — 6,||3 where ro(2) = (0,, ) for every z € R
The last inequality follows from the fact that ¢,( X7, X3) < 1.

E [DEDTE(TO,Q,X, Y» T)[T — 70,9 = 90,9 — go]]
=E 216 (X) (t(X) — £o(X))*(r(X) = 1o(X) — 4to(X) (E(X) — £o(X)) (t(X) = 7(X))(r(X) — 70(X)]

(50
<4819 = golltr,a I = 7ol () (51)
(52)

The last statement follows from the definition.
O

Lemma C.4 (Strong Convexity of Lo, The population risk is strongly convex w.r.t. the target

2
parameter. There exist constant 0 < A < (%) such that for all r € R, g € G and all
7 € star(R,1,),

DfLD(F,g)[T—TO,T‘—To] > /\”T_TOH%Q(’D)

where r € [0,1] is as in Assumption
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Proof. First observe that D2((7, g, X, Y, T)[r — 10,7 — o] = 2t2(X)(r(X) — ro,(X))?. Thus,
E [DY(r,g, XY, T)[r — 1o, —1o]] = 2E[t*(X)(r(X) = ro(X))?] (53)
Now considering a lower bound of % on every function in ¢t € 7, we prove the lemma. O

With this, we now prove the main theorem below using [FS23| Theorem 1].

Theorem C.5. Suppose v minimizes the orthogonal loss LT g satisfies
iortho(,,q7g) _ éortho(TO,f]) < 6(72,,@)
With S denoting an absolute bound on r,. Then the two stage|meta-algorithm I|with orthogonal loss

LoT gyarantees

“ A v 4, =
17 =70l 7, p) < COS? (e(7,9) + |lto — olI2) +4ST=g — gol| 25w (54)

Further, the error term ||t, — t,|| .. can be bounded in @&1) in terms of bound B. One can choose
moment ( > 1 to get the largest bound.

Proof. Applying [ES23] EL we observe that

|7 *ToH%Z(D)
<482 (e(,9) + 2Slto — ol o) [IF = Toll Loy + St — Lol Lo I = Lol o) [IF = 7ol Lo (D))

4 . e
rasTElg - glliE, 69)

Applying the AM-GM inequality, we have for some constant C'

5 5 A Y vy 4. A
17 = 7ol 2 iy SCS?€(7,3) + S21lt0 — ol 3. (L4 [ = oll3, (o) + 45T 119 = gul Ty (56)
Lo y 4. =
<OS? (e(,g) + [lto — Ll[3.) + 4577 13 — g0l 27 (57)
O

We now prove the following corollaries from[Section 3] As we discussed above, we cannot instantiate
directly to obtain error rates using critical radius as the critical radius crucially invokes

Talagrand’s inequality which requires the loss functions to be point-wise bounded. We thus invoke
Theorem C.5|with bounded loss function £°7*2° by capping the decision time T’ by a threshold B5.
C.2 Proof of[Corollary 5.3 and [Corollary 5.4

Corollary 5.3 (Data-splitting). Let d,, be the critical radius of the star-shaped class
star{r —To:i T € R,O},

and define §3° = max{én, e/ n} for some constant ¢ > 0. Then under data-splitting, with
probability at least 1 — c; exp(—czn((Sgs)?), |Meta-Alg0rithm 1 |satisﬁes

€(7,§) < 95 BSS (| — 1|l L,y + 10528 (68)2,
for universal constants c1,cp > 0. Consequently for every ( > 1,

i o an? L (MO Ao T
I = roll2m) < DOIy(S) (B o) + CBH) + 45T g — g | TiT

holds with the same probability.

8Although [FS23]| assumes exact orthogonality of the loss, any remaining bias contributes only an additive
term—which we account for here. This immediately follows from the proof of [FS23| Theorem 1].
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Proof. Let £°7%°(.) denote the population loss and let £2°(-) be the empirical loss evaluated on
the sample S = {Z1,. .., Z, }. Further, write £°*"° for the pointwise version of the loss Lot

It suffices to show that for every r € R,
|£"?Srtho(7,’ 9) _ L"%rthO(ro’g) _ (ﬁortho(r’ g) _ zortho(rmg)”
<9SBEY |Ir = rollLap) + 10B(55°)%. (58)

Once (38) holds, the fact that #* minimizes the empirical loss (so LZ™° (7, §) — LZ®(r,, §) < 0)
immediately yields the desired corollary.

The proof of this analysis follows standard techniques [Wail9, Theorem 14.20]. Let %, := star({r —
ro 1 7 € R},0) be the star-convex hull. Further, let

ZH(C) = sup HPﬂ(Eortho(,r,’g’_)_Zortho(,ro’g’.))_P(Zortho(r’g7')_lﬁortho(,rmg,.))”.
[lr=7ollLy(p)<¢
(59)
We now define two events as function of nuisance g(.). Let
Eo = {2a(63) 2 105 (53)’}

and

51 _ {El reR ’Pn (‘gortho(,r’g7 ) _ gortho(ro’g’ )) _ ]P>(gortho(7,7g7 ) _ gortho(rmg’ ))

> 98 B6&||r — rol|pypy and ||r — 70|| 1,
(60)

D) Z 6(15}.

n

—~

If the bound in (58)) does not hold, then either event &, or event £&; must be true. The probability of
the event £; can be bounded using same peeling arguments from [Wail9l Theorem 14.1].

To bound the probability of £,, we first employ Talagrand’s concentration for empirical processes to
obtain for every nuisance estimate § -

2

P(2,(0) 2 2B12,(O] + ) < cresp (-5 ) 1)

We shall now crucially use the fact that nuisance function ¢(.) is conditionally independent of the
data-set Z1, ... Z,.

(4) 1
E[Zn(¢)] <2E sup =1 e (0, g, Zi) — £ (r0, 3, Z3)) (62)
TER:||T7T0||L2(D)SC n i
(i) 1 o
<2E sup - SBe;(r —15) (63)
reR:|Ir=rollL, ) <¢ ™ |
(@ii) o
< CSBRad, (%,,¢) < 4SBré% valid for all ¢ > §9 (64)
The step (i) follows from symmetrization argument, step (ii) follows from the independence of g with
respect to data-set 21, . . ., Z,, and bound B on decision time 7" and step (iii) follows from our choice
of 595,

Now apply the Talagrand’s concentration lemma to bound the probability of event £, and conclude
the proof.

The corollary statement follows by applying the bound ¢(7, §) to[Theorem C.5|and bounding the rate
|[to — to||L. using|[Equation (47)

O
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Next, we prove the corollary for data-reuse for LTt Observe that the critical radius is computed
over a bigger class for the case of data-reuse as the independence of nuisance estimate § and the
data-set Z1, ..., Z, cannot be assumed.

Corollary 5.4 (Data-reuse). Let d,, be the critical radius of
Star{ gortho(T,’g; ) - éortho(?ﬂo’g; ) HEAES Rv g€ g}a

and define 6% = max{6,,, \/c/n} for some constant c > 0. Then under data-reuse, with probabil-
ity at least 1 — ¢ exp(—czn(égr)2), lMeta-Algorithm ]I satisfies

€(f7g) < 956gr ||7A’7TOHL2(’D) + 10 (551;)27

for universal constants c1, co > 0. Consequently for every ¢ > 1,

e a2 (M) N o o T
17 = roll7,py < pPoly(S) | (637) +<¢é<1> + 451 [|g = goll (% ay

holds with the same probability.

Proof. We denote figrth°(.) as the sample loss evaluated on a set of n data points with S =
{Z;....,Z,}. Further, denote £°"** as the point-wise loss version of £°7*°.

Observe that it is sufficient to show that the following bound is satisfied. This proves the corollary as
minimizing the empirical loss ensures L™ (7, g) — LEF*™°(r,, g)) > 0 for some g € G.

(L5722 (r,g) = L3 (r,,9)) = £72(r, 9) = L7 (1, 9))|

< 96| Lo (1 g) — LT (1 - )| +10(697)2 Vr € Rand g € G. (65)

The proof of this analysis follows standard techniques [Wail9, Theorem 14.20]. Let .# denote the
star convex hull defined in the corollary:

F = star ({Z — [T (g Z) — TRy g 7Y Vr e R, g € g}70> (66)

In the notation below, f denotes any element in F.

Zn(r) = TR [P (f) = P

Now we define two events
Eo = {Za(08%) > 9 (537)*}
and
& ={3f € Z | Pu(f) — P(f) = 1065 [| f|| o0y and || f| Lo () = 657}

If that the bound in (63)) does not hold true, either event & or event £; must hold true. The probability
of & can be bounded by same peeling arguments as done in [Wail9l Theorem 14.1].

To bound the probability of &, we first employ Talagrand’s concentration for empirical processes to
obtain

conu?
P(Z.(¢) > 2E[Z,(¢)] + u) < crexp | —— (67)
¢C+u
In particular, the expectation can be bounded as follows.
(&) 1
E[Z,(¢)] <2E sup > ef(z) (68)
nginHLQ(D)SCn i
(@)
<4Rad, (.Z,¢) < 4¢6% valid for all ¢ > §d° (69)
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The step (i) follows from symmetrization argument, step (ii) follows from our choice of §9*.

Thus, we get the desired bound on the event £, which completes the proof.

C.3 Instantiating Critical Radius Guarantees for Data-Splitting case

We now provide standard critical radius rates 62 for some standard function classes R.

For RKHS classes with eigen vales of kernel K decaying as j*§ (eg. Sobolev spaces), the critical
radius can be bounded as O(n~ 2@+D ) assuming a bound of unity on the RKHS norm [Wail9].

For VC sub-classes R (star-shaped at r,) with an absolute bound S on the reward model class,
dlogn

n

we can bound the critical radius §,, =
[Wail9, [CNSS24].

where d denotes the VC-subgraph dimension

C.4 Estimation of nuisance parameters
C.4.1 Plug-in estimates for preference and time

In this case, since the functions tanh(z)/x is 1-Lipschitz, one can argue that ||t — t,|| < ||t — ||
where £ = t2nh(®)
T

One can thus estimate t(-) by minimizing the log-loss (3)) and since log-loss is strongly convex with

parameter e~ [Wail9, Example 14.18] we argue that rate |[t — 7,|[1,,(p) = O (e962) where §,, is

the critical radius of the function class R. Via plugging in i.e. estimating £ = tmf(ll;(') , We can argue

from Lipschitzness that the same rate holds for ||£ —t,]| 1, (p). However, the estimate H)? —1,|| would
suffer from a small bias bounded by ||Z, — %,||.. which decays with the bound B as discussed in

@7).
C.4.2 Separate estimation of preference and time

One can get bounds on the rate ||f — £, || based on the critical radius d,, of the class 7 post centering

at f,. We can get standard rates for RKHS and VC sub-classes. Estimation of nuisance t(-) can be
performed using log-loss.

C.5 Proof of[Theorem 5.1
We can prove very similar to the proof of by instantiating [FS23, Theorem

1] to our case.

Assumption 1 (Neymann orthogonality) in [[ES23] Section 3.2] for the loss function £°7*2° has been
already proven in Assumptions 3 (Higher-order smoothness) and 4 (strong-convexity)
from [[FS23]] can be proven very similar to the proof in[Lemma C.3|and [Lemma C.4]

D Experimentation Details
Below we provide the experiment detailﬂ

Linear Rewards We work with a linear reward model defined by 79 (X!) = (, X1) and r¢(X?) =
(6, X?) for each query pair (X', X?), and denote the ground-truth parameter by ,. All queries are
restricted to lie on the unit-radius shell: we sample each coordinate independently and then rescale the
resulting vector so that || X ||o = 1. Preferences Y and response times 7" are generated synthetically

according to the EZ diffusion model, producing the dataset {X L X2 Y, T, }:':1 Experiments are
performed for various values of the norm B = ||6,|2.

"The anonymized code can be found at
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The ground-truth parameter 6, € R? is itself drawn at random, sampling each coordinate indepen-
dently; every draw therefore yields a new dataset. Our aim is to recover 6, using the three losses
introduced earlier: the logistic loss £1°8, the non-orthogonal loss £°"°**"° and the orthogonal
loss £°T*° defined in and For each loss we compute the /5 estimation error
6 — 6,]|2 as a function of the true-parameter norm B = ||6, |2, averaged over 10 datasets generated
from different random draws of 6,. In the orthogonal and non-orthogonal settings the nuisance
functions—the reward model #(-) and the time model #(-)—are learned on a held-out split and then
plugged into the second-stage optimization. Because E[T" | X] is non-linear, we approximate it with

a three-layer neural network. For the logistic baseline, the entire dataset is instead used to fit the
reward model via standard logistic regression.

Non-linear rewards—neural networks. We generate synthetic data from random three-layer
neural networks with sigmoid activations in the two hidden layers (widths 64 and 32) and a final linear
output layer, fixed input dimension d = 10. For each training size N, we sample three independent
“true” reward networks by drawing each hidden-layer weight matrix and the final-layer vector i.i.d.
from NV(0, 1), then for each network generate N training pairs and 3000 test pairs of queries (X1, X3)
as i.i.d. Gaussian vectors; each reward model is trained four times to assess variability. We evaluate
all three losses—logistic, non-orthogonal, and orthogonal—and for the orthogonal loss compare
both a simple data-split implementation and a data-reuse implementation. Using this synthetic data,
we first learn the nuisance v by minimizing the logistic loss with a three-layer network of widths
(10,32, 16, 1), and learn the ¢-nuisance by minimizing squared error on 7" with a three-layer network
of widths (20, 32,16, 1) taking (X7, X3) concatenated as input. Finally, for each repetition we fit
the reward model (same architecture as t) by minimizing each candidate loss. Figure [2]reports the
mean squared error of the estimated reward under each loss and the corresponding policy regret after
thresholding 7 into a binary decision.

Text-to-image preference learning. We evaluate our approach on a real-world text-to-image
preference dataset - Pick-a-pick [KPST23], which contains an approx 500k text-to-image dataset
generated from several diffusion models. Furthermore, we use the PickScore model [KPS™23] as
an oracle reward function, we simulate binary preferences Y € {41, —1} and response times 7" via
the EZ-diffusion process conditioned on the PickScore difference between each image-test pair. To
learn the reward model we extract 1024-dimensional embeddings from both the text prompt and
the generated image using the CLIP model [RKH™21]. On top of these embeddings, we train a 4-
layered feed-forward neural network with hidden layers of sizes 1024, 512, 256, under three training
objectives: our proposed orthogonal loss, a non-orthogonal response-time loss, and the standard
log-loss on binary preferences. The time nuisance model ¢ uses the same four-layer architecture, and
the initial reward nuisance v matches the architecture of r. For each training size N, we draw N
random image—text pairs for training and an additional 10000 for testing (from the remaining dataset).
For each IV we repeat the training process 3 times with different seeds.

D.1 Additional experiments comparing with [LZR 24|

Our primary focus is supervised reward estimation under passive (i.i.d.) queries, which is often more
challenging than adaptive best-arm identification (BAI). To demonstrate improved performance in
the adaptive setting as well, we embed our estimator into the BAI pipeline of [LZR ™24, Algorithm
1] and compare directly.

Setup. We use the real-world food-preference dataset [SK18], which provides pairwise choices and
response times (RT) from 42 participants. Following [LZR™24], we construct bandit tasks for each
participant and adhere to their sequential-elimination protocol (Algorithm 1 in [LZR™24]).

Protocol. We replace their RT estimator with our orthogonal-loss estimator while keeping all other
components unchanged. For each participant, we run 70 independent trials at total sample budgets
500, 1000, and 1500. As in Fig. 4 of [LZR™24]], we summarize the probability of correct selection
across participants by reporting the 25th percentile (Q1), median, and 75th percentile (Q3).

Findings. Across budgets, our estimator achieves higher probability of correctly identifying the best
arm, with the largest gains appearing at smaller budgets; the gap narrows as the budget increases.
Full quartile summaries for each budget are reported in [Table 3|
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Budget = 500 Budget = 1000

Method Ql Median Q3 Method Ql Median Q3
Preference Only 0.50  0.67 0.83 Preference Only 0.37 0.56  0.64
LZR+24 025 043 057 LZR+24 0.03 0.10 0.37
Ours 0.03 027 039 Ours 0.00 0.10 0.26

Budget = 1500

Method Ql Median Q3
Preference Only 0.21 039  0.50
LZR+24 0.00 0.06 0.21
Ours 0.00 0.05 0.36

Table 3: Probability of correctly incorrectly identifying the best arm summarized across participants
(Q1/Median/Q3) for the three total sample budgets.

NeurlIPS Paper Checklist

1. Claims
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paper’s contributions and scope?

Answer: [Yes]
Justification: [Yes]
Guidelines:
* The answer NA means that the abstract and introduction do not include the claims
made in the paper.
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to reproduce that algorithm.
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Answer: [Yes]
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* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.
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versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
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Answer: [Yes]
Justification: [NA|
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* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
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the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
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run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
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* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: [NA|
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: [Yes]
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts
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12.

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This work is primarily theoretical in nature and has no societal impact.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: [NA]
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: [NA |
Guidelines:

* The answer NA means that the paper does not use existing assets.
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14.
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* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: [NA]
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [NA|
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Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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