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You're kidding! Did you
tell her I wasn't?

No. No, it's just 'cause,
uh, I kinda wanted to
go out with her too, so
...

Well, this is fascinating.
So, uh, what is it about
me?

I dont know, 'cause
you're smart, you're
funny...

Ross is smart and
funny, you ever think
that about him?

Figure 1: An overview of Friends-MMSI, a multi-modal multi-party speaker identification dataset. The goal
is to find out the speaker of every utterance from characters that appear in the visual context (i.e., dotted arrows), by
considering the entire dialogue as a whole and leveraging multi-modal information. Best viewed in color.

Abstract

Multi-modal multi-party dialogue understand-001
ing is a less studied yet important topic of re-002
search due to that it well fits real-world scenar-003
ios and thus potentially has more widely-used004
applications. In this paper, we pay attention to005
an important prerequisite of knowing whom is006
speaking for better understanding multi-modal007
multi-party dialogues, and thus propose this008
new format of task: Multi-modal Multi-party009
Speaker Identification (MMSI), where the sys-010
tem is required to identify the speaker of each011
utterance given the dialogue contents and cor-012
responding visual context within a session. We013
construct Friends-MMSI, the first dataset of014
MMSI, which contains 24,000+ unique utter-015
ances annotated with speakers and faces in cor-016
responding frames collected from TV Series017
Friends. We also propose a simple yet effective018
baseline method for MMSI, with results indi-019
cating that our proposed task and benchmark020
are still challenging, and we provide insightful021
knowledge to well understand this task. The022
code and dataset will be publicly available.023

1 Introduction024

Multi-modal dialogue systems have attracted exten-025

sive attention in recent studies (Zang et al., 2021;026

Zheng et al., 2022; Feng et al., 2023; Zhu et al., 027

2023; Liu et al., 2023; Li et al., 2023). How- 028

ever, there are two main deficiencies of existing 029

work: (1) As most multi-modal datasets are col- 030

lected from human annotations or chat history on 031

social media, these dialogues are designed between 032

human and system, instead of among several hu- 033

man interlocutors; (2) human interlocutors are by- 034

standers (Das et al., 2016) and discuss the given 035

visual content such as an image, instead of really 036

being situated into the visual context. In addition, 037

those dialogue datasets are mostly presented in 038

Question-Answer format (AlAmri et al., 2019). 039

However, in real-world conversations, the in- 040

terlocutors are often situated into the visual con- 041

texts, which means conversations can change the 042

visual content. And real conversations can be much 043

more diverse than merely responding to human- 044

annotated questions, i.e., QA. Therefore, we em- 045

phasize that multi-modal multi-party dialogue, es- 046

pecially when interlocutors are really situated in 047

the visual context, is a more important for real ap- 048

plication yet less studied topic. 049

To better study this topic, we first focus on an 050

important prerequisite of it: Multi-modal Multi- 051

party Speaker Identification (MMSI). Apparently, 052
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for multi-party dialogue sessions that include many053

interlocutors, identifying the speaker of each ut-054

terance is crucial for dialogue understanding. In055

particular, for multi-modal dialogue sessions, it056

is also important to connect the utterance and its057

speaker to the person from the visual context. How-058

ever, such annotations are often expensive and re-059

quire tedious manual efforts, which indicates the060

necessity to study how to automatically perform061

speaker identification, and thus better supports the062

understanding of multi-party dialogues.063

Currently, there are two tasks related to speaker064

identification: 1) multi-party speaker identifica-065

tion for text-only dialogues. Given a dialogue of066

m utterances and the speakers of the first m− 1 ut-067

terances, this speaker identification aims to choose068

one from the previously appeared speakers for the069

last utterance. However, it is very limited since070

it requires previous utterances of a dialogue to be071

labelled with speakers, while only the last utter-072

ance is not. This largely hinders its application in073

most real-world scenarios where all speakers are074

unknown. Besides, this task does not take multi-075

modal contexts into account. 2) Active speaker076

detection for videos, on another hand, is to judge077

whether each track of face is speaking or not, given078

a video clip of a high frame rate. Recent works079

(Tao et al., 2021; Wuerkaixi et al., 2022; Datta et al.,080

2022) of this task focuses on facial movements, ne-081

glecting other information such as dialogue content082

and history. Moreover, this task setting relies much083

on high-quality videos. The model performance084

is largely affected if the frame rate of video is low085

(e.g., only very few or even one frame is available),086

or when the speaker does not even appear in the087

current visual frame.088

To address existing issues and better meet real-089

world needs, we propose the new task MMSI090

(Multi-modal Multi-party Speaker Identification):091

identifying the speaker of each utterance in a dia-092

logue given the dialogue content and visual con-093

text of each utterance. Formally, a dataset of094

multi-modal multi-party speaker identification D095

consists of n sessions: D = {e1, · · · , en}, and096

each session ei consists of m consecutive utter-097

ances u, and each utterance is paired with a frame098

v: ei = {(ui1, vi1), · · · , (uim, vim)}. Each ut-099

terance uij contains a dialogue content xij and100

speaker yij , each frame vij contains an image101

imgij , and is labeled with f faces (f = 0 if there102

are no faces in the frame), where each face con-103

tains a bounding box b and a character name c: 104

vij = imgij , {(bij1, cij1), · · · , (bijf , cijf )}. To 105

foster this newly proposed task, we build Friends- 106

MMSI, a multi-modal multi-party speaker identifi- 107

cation dataset collected from the famous TV series 108

Friends. An overview of Friends-MMSI is shown 109

in 1. Compared to the two described tasks, our task 110

of MMSI, and our proposed dataset Friends-MMSI, 111

have some traits worth emphasizing: 112

a) Modalities of available data are more diverse, 113

including but not limited to: texts in utterance con- 114

tent, visual contexts in frames, face feature includ- 115

ing the appearances, bounding boxes and character 116

names, etc. Utilizing all of these modalities can 117

be challenging for existing multi-modal models; b) 118

Reasoning can be very complex. In our scenarios, 119

a speaker can not appear in the given frame. There- 120

fore, the preceding or succeeding textual and visual 121

contexts, as well as their temporal relations, should 122

be taken into account to infer the speaker, which is 123

quite difficult to solve even for humans in our ex- 124

periments. c) Conversations are taken from daily 125

life such as TV series, which are more natural and 126

diverse compared to existing multi-party datasets 127

(Ouchi and Tsuboi, 2016; Hu et al., 2019) that are 128

collected from chats only about computers. 129

We present a baseline method, which consists 130

of a CNN-based for speaking face recognition, 131

a transformer-encoder-based for modelling multi- 132

turn speaker relation, and a speaker identification 133

problem solver to assign speakers to utterances by 134

optimizing outputs of these two models. We ver- 135

ify its performance on Friends-MMSI, and find 136

that though basically effective, our method is still 137

far from satisfactory and this new MMSI task is 138

indeed challenging. In summary, our contribu- 139

tions are three-fold: (1) We propose MMSI, a 140

new task of identifying speakers of each utterance 141

given multi-modal contexts; (2) We build Friends- 142

MMSI, a benchmark of multi-modal multi-party 143

speaker identification; (3) We design a baseline 144

for the MMSI task, validate its performance on 145

Friends-MMSI, and provide insightful results to 146

well understand this task. 147

2 Related Work 148

2.1 Multi-party Conversations 149

Multi-party conversations (MPC), as opposed to 150

two-party conversations, is a more practical and 151

challenging scenario of conversation that involves 152

more than two interlocutors. Research on MPC 153
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understanding consists of three sub-topics: speaker154

prediction, utterance prediction, and addressee pre-155

diction. Ouchi and Tsuboi (2016) construct an156

MPC dataset from Ubuntu IRC Logs, and propose157

an RNN-based dual encoder model for addressee158

and utterance selection. Hu et al. (2019) also con-159

struct an MPC dataset from Ubuntu Dialogue Cor-160

pus, and use a graph-based model to understand161

the structure of dialogue history and generate re-162

sponse. Recently, studies on MPC usually train163

and evaluate models jointly on those three objec-164

tives. Gu et al. (2021) propose MPC-BERT, which165

fine-tunes BERT (Devlin et al., 2019) on several166

self-supervised tasks , and achieve state-of-the-art167

results on the above MPC tasks. GIFT (Gu et al.,168

2023) revises the model structure of transformer169

encoders to make the self-attention layer be aware170

of the information flow of MPC. Details regarding171

MPC can be found in works (Le et al., 2019; Gu172

et al., 2020) and this survey (Gu et al., 2022).173

2.2 Active Speaker Detection174

Active speaker detection (ASD) aims to detect175

which face is speaking in a video consisting of176

multiple speakers. The most widely-used dataset177

of ASD is AVAActiveSpeaker (Roth et al., 2019),178

where many video clips from movies are pro-179

vided, and candidate models are required to label180

whether each face in each frame is speaking or181

not. ASC (Alcazar et al., 2020) and MAAS (Le’on-182

Alc’azar et al., 2021) first exploit the temporal and183

relational information from multiple speakers in184

consecutive frames, and more methods (Köpüklü185

et al., 2021; Min et al., 2022) further improve186

its performance. TalkNet (Tao et al., 2021) pro-187

poses to use cross-attention to aggregate video188

and audio features and achieve good performance.189

SyncTalkNet (Wuerkaixi et al., 2022), ADE-Net190

(Xiong et al., 2022) and ASD-Transformer (Datta191

et al., 2022) further improves this idea of video-192

audio aggregation by introducing novel structures193

like attention module, layer normalization, and po-194

sition encoding. SPELL (Min et al., 2022) intro-195

duces graph structure to model spatial and temporal196

relations of speaker faces from a video, and then197

formalize ASD as a node classification task.198

However, to the best of our knowledge, none of199

the existing works attempt to use semantic informa-200

tion in visual or textual dialogue contexts. More im-201

portantly, our motivation is not to replicate the tra-202

ditional ASD task in a more tricky setting. We can203

simply improve ASD by leveraging more modali- 204

ties, such as the high-rate frames and voice of each 205

speaker. We aim to propose a new format of task 206

that reflects how our existing multi-modal models 207

can really understand aspects of multi-modal multi- 208

party conversations, and we believe one of the most 209

important aspects should be speaker identification. 210

2.3 Multi-Modal Dialogue Datasets 211

There have been a number of works on constructing 212

multi-modal dialogue datasets. Das et al. (2016) 213

introduce Visual Dialog, in which task an agent 214

is asked to hold a natural and meaningful dialog 215

with humans about a given image. Similar datasets 216

include IGC (Mostafazadeh et al., 2017) and Im- 217

ageChat (Shuster et al., 2020). AlAmri et al. (2019) 218

propose AVSD, a dialogue dataset using videos as 219

visual context. However, as these datasets are col- 220

lected by asking crowd-sourced workers to discuss 221

a given image/video, utterances are usually strongly 222

grounded by the visual context, which is inconsis- 223

tent with daily conversations. To address this issue, 224

MMChat (Zheng et al., 2022) is a multi-modal dia- 225

logue corpus collected from Chinese social media, 226

where dialogues are more in line with real-world 227

scenarios, and each dialogue may correspond to 228

one or multiple images. In PhotoChat (Zang et al., 229

2021) and MMDialog (Feng et al., 2023), images 230

are not provided initially as visual context, but sent 231

during the conversation. Despite the diversity in the 232

position of images and videos, the above datasets 233

are limited as the interlocutors are outside the vi- 234

sual contexts rather than “situated” inside them. 235

Dialogue in movie/TV series is a typical data 236

source with “situated” visual context. Recently 237

proposed large-scale movie dialogue datasets in- 238

clude OpenViDial (Meng et al., 2020; Wang et al., 239

2021) and VSTAR (Wang et al., 2023). However, 240

these datasets do not consider modeling speaker 241

information, which hinders a deeper-level under- 242

standing and utilization of the dialogue content. 243

Perhaps the data most similar to ours is MELD 244

(Poria et al., 2018), which is also a speaker-aware 245

multi-modal multi-party dialogue dataset collected 246

from Friends but focuses on emotion recognition, 247

and does not annotate faces in the visual context. 248

3 The Friends-MMSI Dataset 249

In this section, we describe the dataset collection 250

and annotation procedure we followed for con- 251

structing the Friends-MMSI dataset, which covers 252

3



all the 220 episodes from 10 seasons of the TV253

show Friends. The reasons we use Friends are: (1)254

it is a sitcom series, which has numerous conver-255

sations that contain diverse topics of daily life; (2)256

Though having as many as 220 episodes, it has a257

relatively small number of main characters, which258

is convenient for automatic face labelling and data259

cleaning; and (3) It’s easy to get publicly avail-260

able resources like high-quality subtitles that are261

often manually revised and paired perfectly with262

the video by a large group of TV fans, which greatly263

reduces manual labour during the data construction264

process as well as guarantees the data quality.265

Content and speaker of each utterance are ex-266

tracted from transcripts and subtitles 1. Faces and267

their character names in each frame are automati-268

cally detected and labelled for the train set (Season269

1, 2, 4-10), and are manually labelled for the test270

set (Season 3) to ensure its accuracy.271

3.1 Construction Process272

Figure 2 shows the overall construction process of273

the dataset. Now we introduce every step in details:274

Frame Selection. Each utterance is paired with275

one frame as the visual context. For all frames of276

the video clip corresponding to one utterance, we277

detect all faces per frame using an off-the-shelf face278

detector (Zha, 2017). Following Kalogeiton and279

Zisserman (2020), we merge the faces in adjacent280

frames into face tracks and thus remove the faces281

that are not in any track to clean out false positive282

detection. Finally, we select the frame with the283

most detected faces as the paired visual context of284

this utterance.285

Character Face Prototype Construction. C1C286

(Kalogeiton and Zisserman, 2020) is a dataset with287

human-labelled face tracks for season 3 of Friends.288

We choose a set of 18 main characters, manually289

select 20 faces in different viewing angles for each290

main character, and encode them using Facenet-291

512 (Schroff et al., 2015) to get facial representa-292

tion prototypes for each character.293

Automatic Face Labelling. Then we automati-294

cally label the detected faces with character names295

by finding their nearest neighbour in the encoded296

embedding space. For each detected face per frame,297

we encode it with Facenet-512 and calculate the298

1https://my-subs.co/showlistsubtitles-610-friends;
https://fangj.github.io/friends

cosine similarity between its feature and all pro- 299

totypes. If the largest cosine similarity is greater 300

than a threshold t = 0.5 (this threshold is set to 301

maximize accuracy described in the following para- 302

graph), we label this face with the corresponding 303

character name, otherwise we think this face does 304

not belong to any of the main characters and dis- 305

card it from the detected faces list. 306

To verify the accuracy of the automatic face la- 307

belling process, we use the same method to detect 308

and label faces in season 3 and compare the results 309

with human-annotated ones from C1C. The rule 310

of verification is as follows: if the IoU of bound- 311

ing boxes of an automatically labelled face and a 312

human-annotated face is greater than 0.5, we iden- 313

tify them as a pair of identical faces. Given this 314

threshold, 95% of all pairs of identical faces are 315

labelled with correct names, which verifies the ef- 316

fectiveness of our automatic face labelling method. 317

For the test set, we directly use the human- 318

annotated faces in C1C to ensure the accuracy of 319

face labelling, serving as a high-quality ground- 320

truths for this test set. Moreover, in order to comply 321

with the setting of imperfect face recognition re- 322

sults in real-world applications and stay consistent 323

with the training set, we also created a test-hard set 324

by randomly removing 20% labelled faces. 325

Session Selection with Sliding Windows. We 326

use a sliding window of size m to select m adjacent 327

utterances if the following conditions are met: (1) 328

all speakers are in the main character set; (2) the 329

time intervals between all adjacent utterances are 330

shorter than 8 seconds, which is a heuristic rule to 331

prevent selecting utterances from different scenes. 332

Therefore, we use m = {5, 8} to create 2 datasets 333

with different context lengths. Note that different 334

dialogue sessions may contain the same utterances, 335

as they belong to different contexts and thus the 336

preceding or succeeding textual and visual contents 337

differ. We use the accuracy of each turn in each 338

session as the evaluation metric. 339

3.2 Dataset Statistics 340

Dataset statistics are shown in Table 1. Apart from 341

the basic statistics, we also count the proportion 342

of speakers whose faces are not detected in the 343

corresponding frame or the entire session with m 344

faces. Note that the test-hard set includes a sig- 345

nificantly larger number of speakers not in current 346

frame (24.31 for 5 turns, 25.32 for 8 turns) than 347

the test-easy set (6.52 for 5 turns, 6.43 for 8 turns). 348
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1. Frame Selection

2. Face
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Construction
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4. Data Selection
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Figure 2: An overview of the construction process of Friends-MMSI dataset.

This situation is more difficult for speaker identi-349

fication task, as the candidate model needs to find350

out more clues from the context rather than only351

the corresponding frame to infer who is the real352

speaker.353

In addition, the test-hard set includes signifi-354

cantly more numbers (2.91 for 5 turns, 1.59 for355

8 turns) where the speaker is not even appearing356

in all frames of a session, than that of the test-easy357

set (1.01 for 5 turns, 0.42 for 8 turns). It perfectly358

matches the real-world scenarios where a speaker359

is talking outside the camera, or like the voice-over360

technique. We believe this dataset thus can serve361

as a better simulation of the real situated conversa-362

tions and a valuable evaluation even for the indus-363

trial use. More detailed data distribution regarding364

the number of unique speakers, labelled faces, and365

the main characters are shown in Figure 3. Note366

that the test-hard set includes slightly fewer faces367

per frame, since we remove 20% labelled faces.368

4 Model369

Our proposed benchmark dataset raises an in-370

creased demand on how to leverage both visual371

and context contexts to address this multi-modal372

multi-party speaker identification problem. In this373

section, we describe our baseline method, which374

consists of a CNN-based face recognition model to375

recognize speaking faces, a Transformer-encoder376

based model to analyse multi-speaker relations377

based on dialogue contexts, and a quadratic bi-378

nary optimization problem solver to combine their379

results and thus identify the speaker of each utter-380

ance. Figure 4 shows the overview of our proposed381

baseline method, and we introduce each module in382

the following sections.383
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(b) Number of labelled faces in each frame cate-
gorized by data splits
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others1.8%
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Phoebe 11.3%
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12.6%

Ross

15.3% others
15.9%

(d) Distribution of the main
characters in face labels

Figure 3: Detailed data distribution of Friends-MMSI.

4.1 CNN-based Speaking Face Recognition 384

Visual Model 385

We fine-tune a CNN model M1 to predict the prob- 386

ability of each face in each frame belongs to the 387

speaker of the corresponding utterance: pface = 388

M1(face) ∈ (0, 1), where face is an image re- 389

gion acquired by cropping the image img using 390

the bounding box b. The speaking label of this 391

face yface is set to 1 if the character name c of this 392

face is identical to the speaker name y, and 0 other- 393

wise: yface = 1[c = y]. We use the cross-entropy 394
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5 turns 8 turns
train test-easy test-hard train test-easy test-hard

# session 13584 2017 2017 8730 1325 1325
# frames 21092 3069 3069 16990 2480 2480

# words in utterance 18.87 20.28 20.28 18.71 20.42 20.42
# faces per frame 1.73 2.19 1.76 1.73 2.20 1.78

# speakers in each session 2.83 2.85 2.85 3.43 3.47 3.47
% speakers not in current frame 24.07 6.52 24.31 23.69 6.43 25.32

% speakers not in all frames 6.53 1.01 2.91 3.39 0.42 1.59

Table 1: Dataset Statistics of Friends-MMSI.

CNN

<bos> turn1 <bos> turn2 <bos> ···

Transformer Encoder

Solver

Vision  Reward
Matrix (B)

Text
Reward

Matrix (A)

Speaker
Predictions (X)

Frames and Faces

Figure 4: Model Overview.

classification loss as the training objective.395

4.2 Transformer-Encoder Based Speaker396

Relation Text Model397

We fine-tune a transformer encoder model M2 to398

predict whether every two utterances in a dialogue399

are spoken by the same speaker. The intuitive rea-400

son behind it is that for some utterances, it is hard to401

identify the speaker solely from the corresponding402

frame by M1. We thus try to conjecture its speaker403

by finding whether it likely shares the same speaker404

with another utterance, for which we have confi-405

dences or prior knowledge to infer its speaker.406

Given a dailogue session consists of m ut-407

terances, we prepend an <eos> token to408

each utterance as the input of M2 as like:409

<eos>u1 · · ·<eos>um. We use the last hidden410

state of each <eos> hi as the representation of411

each utterance, and use a head layer to calculate412

the similarity of every two representations:413

pijsim = σ(W2GeLU(W1[hi;hj; |hi − hj|] +414

b1) + b2)415

where i, j = 1, · · · ,m, and (W1, b1,W2, b2) are416

learnable parameters. σ is the sigmoid activation417

function, and pijsim ∈ (0, 1) is a scalar that denotes418

the probability of two utterances spoken by the419

same person. The loss function is defined as:420

LM2 = MSE(psim, ysim)+MSE(psim, pTsim)421

where ysim ∈ {0, 1}m×m is the ground truth422

label of whether any two utterances are from the423

same speaker, and MSE denotes mean squared 424

error loss. 425

4.3 Speaker Identification Problem Solver 426

In order to leverage both visual and context con- 427

texts, we need to integrate the outputs of both mod- 428

els for speaker identification. For each dialogue 429

session in the dataset, we first obtain a candidate 430

speaker set by recording all faces appeared in every 431

frame: C = {c1, · · · , cl}. We construct a reward 432

matrix B ∈ Rl×m of selecting a character ci as the 433

speaker of the utterance uj . If the face of ci appears 434

in the frame vj , bij is set to the probability of that 435

face as a speaking face predicted by M1, otherwise 436

bij = 0. However, B can only express those situa- 437

tions that the speaker appears in the corresponding 438

frame. It is indeed a limitation of visual models 439

since it can only view what can be viewed. To ad- 440

dress those problems, the dialogue context is nec- 441

essary to conjecture the speaker, we then construct 442

another reward matrix A ∈ Rm×m of measuring 443

the probability of assigning the same speaker to two 444

utterances ui and uj . We first pass all utterances 445

into the model M2 as described in the previous 446

subsection to get the similarity matrix psim. How- 447

ever, if we simply use this similarity matrix psim 448

as the reward matrix A, since all elements in psim 449

are larger than 0, the optimization solver tends to 450

assign the same speaker to every utterance in order 451

to get the maximum rewards. To avoid which, we 452

subtract the similarity matrix with the mean value 453

of its elements, i.e., A = psim − mean(psim). 454

With A and B in hand, the task of multi-modal 455

multi-party speaker identification can be repre- 456

sented by a quadratic binary optimization problem: 457

Maximize f(X) = (1− α)XTAX + αXB 458

s.t. X ∈ {0, 1}m×l, 459

l∑
j=1

Xij = 1, i = 1, 2, . . . ,m 460
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where α is a hyperparameter to control the461

weight of two rewards and is selected according462

to the performance on validation set. By now, this463

problem can be easily solved using optimization464

problem solvers like Gurobi (Gurobi Optimization,465

LLC, 2023), which adaptively makes decisions466

based on the output of M1 and M2. As discussed467

in Section 5, the reason we use an optimization468

solver instead of an end-to-end pre-trained model is469

that this task of MMSI still remains challenging to470

use the general attention mechanism of pre-trained471

models like Violet (Fu et al., 2021) to fuse different472

modalities. Therefore, we have to design a bet-473

ter task-specific method than existing pre-trained474

multi-modal or single-modal models.475

5 Experiment476

5.1 Implementation477

We use an Inception model (Szegedy et al., 2014)478

pre-trained on VGGFace2 (Cao et al., 2017) as M1,479

and a DeBERTa-v3-large (He et al., 2021) as M2.480

M2 is first fine-tuned on Ubuntu Dialogue Corpus481

(Hu et al., 2019) and then on Friends-MMSI. Re-482

ward matrix weight α is set to 0.8. Both training483

and inference are conducted on a single GeForce484

RTX 3090 GPU and 5 CPUs in a few hours.485

We conduct experiments in three different set-486

tings: (1) only using visual context; (2) only us-487

ing textual context; and (3) using visual-text multi-488

modal context. In the visual only setting (1), we489

only use the model M1 to predict one face from490

all detected faces in a frame as the speaker of the491

utterance. If there are no faces in the frame, we492

randomly choose a character from the candidate493

speaker list. We also report M †
1 , which means the494

speaking face is always correctly identified as long495

as it appears in the frame, as an upper bound per-496

formance of using visual information only.497

In the text only setting (2), we evaluate the per-498

formance of model M2 and 3-shot ChatGPT 2 with499

in-context learning. For model M2, although it is500

good at judging whether two utterances are said501

by the same speaker, it is not trained to identify502

the speaker for a single utterance. Therefore, it503

can only make guesses according to the relations504

between sentences. ChatGPT, however, possesses505

some ability to understand the candidate speaker506

list and identifying names from utterances, so it507

can make full use of the contextual information to508

2https://chat.openai.com

provide more accurate reasoning. See appendix for 509

details of the experiments using ChatGPT. 510

In the visual-text multi-modal setting (3), the 511

entire M1 + M2 model is used together with 512

a quadratic binary optimization solver, and we 513

also try to replace the output of M1 or M2 with 514

ground truth labels (i.e., M †
1 for M1 model 515

and M †
2 for M2 model) to explore bottlenecks 516

and possible improvement directions. We also 517

fine-tune a strong baseline of video-text multi- 518

modal pre-trained model Violet (Fu et al., 2021), 519

by constructing the below sequence of tokens 520

as input: [frame patches, candidate 521

speakers, [CLS], utterance 1, 522

[CLS], utterance 2, ...], and calculate 523

the cosine similarity between the representation 524

of each utterance (i.e., the last hidden state of the 525

[CLS] before it) and each speaker (i.e., the last 526

hidden state of the speaker name in candidate 527

speakers). 528

We also report the human performance of this 529

task. For the human experiment, we randomly 530

sample 80 dialogue sessions from each (5 turns / 531

8 turns) test-easy set, provide dialogue contents, 532

frames, face bounding boxes & labels to partici- 533

pants, and ask them to select a speaker for each 534

utterance from the candidate speaker set (i.e., the 535

characters that appear in all frames). All partic- 536

ipants are recruited from Chinese undergraduate 537

and graduate students who are proficient in English 538

and not familiar with Friends. This prerequisite 539

is to guarantee the fair experimental results, since 540

they have no prior knowledge with Friends. This 541

process requires intensive efforts from humans, ac- 542

cording to their post-interview, as the task of se- 543

lecting speakers requires careful observation and 544

a thorough understanding of the dialogue contents. 545

We thus only perform the human studies on the test- 546

easy set, since we believe the human performance 547

on the test-hard set should be apparently worse. 548

5.2 Main Results 549

According to the listed results in Table 2, we obtain 550

the following observations: (1) visual information 551

acquired by the vision model, including which face 552

appears in the frame and looks like a speaking face, 553

provides the most critical clues, shown by the per- 554

formance of M1 and M †
1 . It can be concluded that 555

this speaker identification task is still vision dom- 556

inant. (2) Speaker relations acquired by the text 557

model also play a vital supporting role to make an 558
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5 turns 8 turns
easy hard easy hard

0
random 31.82 32.61 28.54 29.03

(std.dev.) (0.25) (0.47) (0.49) (0.27)
Visual Information Only
1 M1 72.88 63.72 72.90 62.51
2 M †

1 94.97 82.09 94.96 81.70
Text Information Only
3 M2 33.24 33.85 29.09 29.33
4 ChatGPT 37.21 37.24 33.35 32.81
Multi-Modal Information
5 Violet 32.66 33.16 27.73 28.86
6 M1 + M2 75.81 68.61 74.53 67.21
7 Human 82.25 - 84.49 -
8 M1 + M †

2 84.90 78.01 90.80 83.93
9 M †

1 + M2 96.40 87.46 96.86 87.34

Table 2: Accuracy on the test-easy and test-hard set of
Friends-MMSI. † indicates that we use ground truths in-
stead of outputs by that model, to serve as upper bounds.

improvement of 3% ∼ 5% from M1 to M1 + M2.559

The textual contexts benefit this task not only by560

understanding dialogue contents, but also for more561

real scenarios where the speaker does not appear in562

the frame; (3) Comparing the difference from M †
1563

to M †
1 + M2, and from M1 to M1 + M2, we notice564

that the speaker relation benefits our model more565

when the paired visual model turns more accurate.566

Logically, it has to accurately identify speakers of567

some utterances before it is able to identify other568

utterances using this speaker relation information.569

(4) Comparing M1 + M2 with human performance570

(line 7) and models with ground truths (lines 8 and571

9) as upper bounds, we find that both the visual572

and text model still have room for improvement.573

(5) Directly fine-tuning a multi-modal pre-trained574

model (line 5) may not even reach convergence575

even if many attempts were made to choose the576

best input format or training objectives, as the het-577

erogeneous aspects that are essential to solve this578

problem remain difficult to be understood by the579

model. It also may be due to the reason that this580

speaker identification task is difficult to be format-581

ted as the proper and shorten input of the model582

and thus to be easily learned. (6) The strong LLM583

model ChatGPT only has slightly better few-shot584

performance than random, indicating that it is non-585

trivial to apply pre-trained language models to this586

task, thus task-specific techniques needs to be de-587

veloped, especially with the help of visual modality.588

It indicates that our proposed task and benchmark589

0.6
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0.3
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(a) Test set performance on 5 turns dataset.
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(b) Test set performance on 8 turns dataset.

Figure 5: The change of accuracy with respect to α. The
dotted horizontal line shows the performance of only
using the visual model.

are still challenging and far away from a solution. 590

5.3 Analysis of Reward Weights α 591

Figure 5 shows the change of accuracy with respect 592

to α. Note that when α = 0, the task reduces to 593

using only the text model M2, and when α = 1, 594

the task reduces to using only the visual model M1. 595

In a considerable range of α values, introducing 596

the results of M2 improves the overall accuracy, 597

compared with using M1 only. It verifies that tex- 598

tual contexts certainly contribute to this speaker 599

identification task. 600

6 Conclusion 601

In this paper, we propose multi-modal multi-party 602

speaker identification (MMSI), an important pre- 603

requisite of multi-modal multi-party dialogue un- 604

derstanding, and discuss the definition and appli- 605

cation of this task. We construct Friends-MMSI, 606

the first benchmark for MMSI, from the famous 607

TV Series Friends. We propose a simple yet effec- 608

tive baseline method, consisting of a CNN-based 609

visual model, a transformer-based text model, and 610

an optimization problem solver. We conduct exten- 611

sive experiments on Friends-MMSI with various 612

models for validation. Results indicate our newly 613

proposed task and benchmark are still challenging 614

and require more elaborate solutions from the com- 615

munity and industry. Finally, we discuss limitations 616

and possible future directions of this work. 617
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7 Limitations618

In this section, we discuss the limitations, as well619

as possible future directions:620

Increasing the diversity of speakers. In real-621

world application scenarios, such as conversational622

agents or understanding meeting recordings, in-623

terlocutors may not be limited to a specified set624

of main characters like Friends-MMSI do. There-625

fore, we wish the model to be person-agnostic: it626

should be able to identify speakers directly from627

the dialogue structure and their expressions or be-628

haviours in the visual context, rather than learning629

from shortcuts such as characters’ speaking habits.630

Although our dataset has already included the com-631

plicated scenario where speakers may not appear632

in the frame, we are still considering constructing633

benchmarks with more speakers, or even with open-634

ended ones (e.g., a pre-defined character list is not635

presented).636

Utilizing more multi-modal information for637

speaker identification. The baseline model we638

introduced in Section 4 only makes use of facial ap-639

pearance and dialogue content, and neglects other640

potential information such as face bounding boxes,641

gestures, background in the visual context, etc. Uti-642

lizing those visual information requires ingenious643

model structure and training methods, which are644

non-trivial to design. We leave this exploration to645

the future work, as well as welcoming more contri-646

butions from the community.647

8 Ethical Concerns648

Since the proposed dataset Friend-MMSI is col-649

lected from Friends, an English-language TV se-650

ries filmed in the United States, and most of the651

actors/actresses are white, models trained on this652

dataset may contain bias and are not representative653

of scenes with other languages, races, and cultural654

backgrounds. Readers should be aware of this ethi-655

cal concern when analyzing or quoting the findings656

of this work.657
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A Experiments of ChatGPT853

We use in-context learning to perform 3-shot infer-854

ence with ChatGPT. Instruction, input and expected855

target we use is as follows:856

You are listening to a conversation among a857

group of people. You will be provided with a858

name list and the content of conversation, and859

need to guess which people in the name list speaks860

each turn of the conversation. Answer one name861

for each turn in the dialogue, [num turns]862

comma-seperated names in all.863

Name list: [candidate 1], [candidate864

2], . . .865

Conversation (one turn per line):866

[turn1]867

[turn2]868

. . .869

Answer: [speaker 1], [speaker 2], . . .870

871

[several more examples]872

873

Name list: [candidate 1], [candidate874

2], . . .875

Conversation (one turn per line):876

[turn1]877

[turn2]878

. . . 879

Answer: [speaker 1], [speaker 2], . . . 880

If ChatGPT generates more than [num 881

turns] names, we only keep the first [num 882

turns] names as its predictions. If ChatGPT 883

generates less than [num turns] names, or gen- 884

erates names not in the candidate list, we pad its 885

prediction / replace the name not in the candidates 886

list with names randomly selected from the candi- 887

date list. 888
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