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Abstract—Accurate estimation of physiological biomark-
ers using raw waveform data from non-invasive wearable
devices requires extensive data preprocessing. An auto-
matic noise detection method would offer significant utility
for various domains. As data labeling is onerous, having
a minimally supervised abnormality detection method for
input data, as well as an estimation of the severity of the
signal corruptness, is essential. We propose a model-free,
time-series biomedical waveform noise detection frame-
work using a Variational Autoencoder coupled with Gaus-
sian Mixture Models, which can detect a range of wave-
form abnormalities without annotation, providing a confi-
dence metric for each segment. Our technique operates
on biomedical signals that exhibit periodicity of heart ac-
tivities. This framework can be applied to any machine
learning or deep learning model as an initial signal valida-
tor component. Moreover, the confidence score generated
by the proposed framework can be incorporated into dif-
ferent models’ optimization to construct confidence-aware
modeling. The result confirms that our approach removes
noisy cardiac cycles and the remaining signals, classified
as clean, exhibit a 59.92% reduction in the standard devia-
tion of DTW distances. Using a dataset of bio-impedance
data of 97885 cardiac cycles, we further demonstrate a
significant improvement in the downstream task of cuffless
blood pressure estimation, with an average reduction of
2.67 mmHg root mean square error (RMSE) of Diastolic
Blood pressure and 2.13 mmHg RMSE of systolic blood
pressure, with increases of average Pearson correlation of
0.28 and 0.08, with a statistically significant improvement of
signal-to-noise ratio respectively in the presence of differ-
ent synthetic noise sources.

Index Terms—Biomarker estimation, biomedical signal
processing, deep learning, Gaussian mixture models,
variational autoencoder.
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[. INTRODUCTION

ITH the ubiquity of wearable devices and Internet

of Medical Things (IoMT), digital health monitoring
paradigms are proliferating. The pervasiveness of these devices
has improved capturing of clinical data, which may lead to
personalized prevention of adverse outcomes [1]. Biomedical
wearable sensors are electronic devices that can be connected
to the human body to collect biomedical signals and monitor
activities [2], enabling continuous observation of physiological
biomarkers, including in free-living environments. This remote
capture can be used for personalized, remote health diagnosis
and treatment. For example, non-invasive biomedical signals,
such as electrocardiogram (ECG) and photoplethysmogram
(PPG), collected from aforementioned devices, provide vital
information about the cardiovascular system to be utilized for
diagnosis and monitoring of cardiovascular diseases and risk fac-
tors [3]. Another biomedical signal modality that can be acquired
to analyze cardiovascular function by blood pulsatile sensing
with less fallibility to skin color and thickness is bio-impedance
(Bio-Z) waveform data [4]. However, most biomedical wave-
form data modalities are vulnerable to various sources of noise
(e.g., ambient noise or motion noise) [5]. As the volume of
medical data captured from [oMT devices increases, the quality
of data needs to be verified before extracting clinical biomarkers
and being used for clinical monitoring. Any reduction in data
quality may result in either difficulty in model training and
tuning or generate overconfident models, all which lead to pre-
dicting incorrect labels [6], [7], [8], [9]. Most advanced methods
for data processing and modeling have been implemented using
supervised machine learning methods [10]. However, collecting
adequate high-quality data for feature extraction and modeling
can be expensive, time-consuming and challenging [11], [12].
More importantly, in the healthcare domain, incorrect prediction
can result in serious damage to the patients (e.g., prescribing
wrong treatment or not predicting a malignant tumor using
radiology images) [13]. Therefore, it is essential to have a frame-
work for quantification of the noise in the input data, without
extensive data validation or manual engineering, as part of data
preprocessing to enable reliable (IoMT) data modeling. There is
a crucial need for an unsupervised model that detects corrupted
sequences of biomedical signals with periodic pattern, aiding
in noise quantification and preprocessing for data validation as
signal volume increases. Data validation is needed to eliminate
noise and abnormalities that can lead to a potential decrease
in the model’s accuracy and reliability [14]. For example, a
noisy ECG signal can incorrectly detect/classify heartbeats [15].
Supervised machine learning models can be trained to extract
features and assess signal quality [16]. However, labeling noise
in the data can be a challenging task. Moreover, classification

2168-2194 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Texas A M University. Downloaded on July 15,2024 at 17:07:43 UTC from |IEEE Xplore. Restrictions apply.


https://orcid.org/0000-0002-9608-8312
https://orcid.org/0000-0002-2655-2095
https://orcid.org/0000-0002-6358-0458
mailto:zhale@tamu.edu
mailto:bobakm@tamu.edu
mailto:rjafari@tamu.edu

170 IEEE JOURNAL OF BIOMEDICAL AND HEALTH INFORMATICS, VOL. 28, NO. 1, JANUARY 2024

methods for noise detection do not quantify noise unlike classical
approaches like the Signal-to-Noise ratio. While extensive ar-
chitecture modification and hyperparameter tuning can improve
deep learning models for extracting features and learning new
relationships in medical data, due to distinct physiological dif-
ferences between individuals in the various cohorts or inherent
variation in population demographics, deep learning models
can be biased to the observed training data without sufficient
generalizability [17]. As a result, there is a need to validate
the quality of input data before being fed into such models.
Moreover, these data validator frameworks should be compatible
with different data modalities and should be easily incorporated
into different downstream prediction models for detecting the
data points, as out-of-distribution samples, either as noisy data or
as distributions shift. In this work, we developed an unsupervised
method to both distinguish between noisy and clean segments in
biomedical signals, with underlying periodicity, and provide a
metric for the quality (degree of corruptness) using Variational
Autoencoders (VAE), Gaussian Mixture Models (GMM) and
Dynamic Time Warping (DTW). We demonstrate the application
of the proposed signal quality model using two biomedical
signal modalities with a periodic pattern: bioimpedance signals
collected internally and ECG signals captured in the MIT-BIH
dataset available from PhysioNet [18]. Finally, to show the
application of this framework in an end-to-end bio-marker pre-
diction, we demonstrated the impact of this method on a model
to estimate blood pressure from cuffless (non-invasive) signals,
through increased Pearson correlation and reduced root mean
square error (RMSE). The contributions of this work are:
® Providing an unsupervised method for noise detection
without the need for any extensive data labeling and vali-
dation by domain experts.
¢ Introduction of a model-free technique that can be applied
to any time-series signal modality (e.g., ECG, PPG, Bio-
impedance) irrespective of the underlying morphological
models for early noise detection.
® Presenting an explainable visualization tool for assessing
the quality of biomedical time-series data.
® Providing a probabilistic framework to quantify signal
quality.

The remainder of this article is organized as follows. Section I
reviews key related works, Section III introduces the framework
and our methods, while Section IV discusses the experiments
and results. Finally, Section V discusses limitations and future
work while Section VI concludes this work.

Il. RELATED WORK

Time-series biomedical Noise Detection: Noise and artifacts
in time-series biomedical signals occur from many different
sources, including contact noise, baseline drift, or hardware
electronic noise, which reduces the ability to extract meaningful
information from the data [19]. As a result, noise detection
and removal are essential parts of biomedical signal process-
ing which have been explored intensively to find an optimum
solution for different data modalities, utilizing techniques such
as extended Kalman filter (EKF) [20], [21]. However, these
approaches (e.g., methods based on ECG dynamic models
(EDM) [22]) do not work if there is a variation in the morphology
of ECG segments, such as in patients with arrhythmia, limiting
the usability of KF-based approaches [23]. Band-pass filters

and Wiener filters are other techniques used for the elimination
of different sources of noise with the drawback of not being
able to eliminate non-stationary noise [24]. As a result, one
would need a comprehensive approach that can deal with various
sources of noise and data modalities and hence a data-driven and
model-agnostic method which can work flexibly with different
physiological waveform characteristics is preferred.

Deep learning based time-series “similarity”: The goal of
anomaly detection is to analyze the data to extract meaning-
ful information and further to identify data samples that are
representative of valid data points. These methods can then
detect outliers deviating from normal observations, likely to
represent noise and error in the data [25], [26], [27], [28], [29].
Chauhan et al. utilized a similar approach for ECG anomaly
detection where an LSTM (Long Short Term Memory) based
model outputted the probability distribution of the prediction
error, which was used to detect abnormal behavior [30]. Other
types of deep neural networks such as, convolutional neural
network-based frameworks, have also been explored for detect-
ing abnormalities in the time-series data [31]. More recently,
Deng et al. also used Graph Neural Network to compute the
deviation of patterns between different sensors to detect anoma-
lies [32]. Finally, autoencoder-based approaches with different
architectures such as a combination of CNN, RNN and fully
connected layers, have been proposed in order to identify anoma-
lies [33], [34], [35], [36], [37] where the reconstruction error was
used as a proxy for anomaly score. Methods using raw waveform
data seek to detect anomalies by clustering morphologies, such
as DTW have also been used [38], [39]. As different time points
in the time-series can be treated as individual feature, the di-
mension of this data modality can easily increase throughout the
time which makes this approach more susceptible to noise and
variation in different data morphology. Thus, other approaches
have been proposed to reduce data dimensionality and therefore,
better clustering result such as features based on component
analysis [40], convolutional and recurrent neural network-based
models for feature extraction [41] and integration of tempo-
ral reconstruction with k-means clustering [42]. Although the
aforementioned frameworks can obtain high accuracy where the
data is labeled, there is a need to provide a framework where
noisy labels are not present. Additionally, as the time-series
data can be high dimensional, running the approaches based
on DTW distances is time-consuming and not efficient. As a
result, the goal of this article is to provide a unique pipeline
for biomedical waveform processing which can be combined
with any additional model for either regression or classification
analysis.

[ll. METHODOLOGY

Our proposed framework, comprised of multiple modules,
leverages the periodicity of biomedical signals in a minimally
supervised validation pipeline to eliminate noise and increase
confidence in the quality of biomedical signals for biomarker
estimation. Using this framework, the data segments are passed
into a convolutional variational autoencoder model that learns
the underlying variation of signal morphologies and further
translates signals into a lower dimensional space. Using Gaus-
sian Mixture Models, we then find prototypes of different seg-
ment morphologies. These prototypes represent differences in
clean segments as well as noisy ones. Intuitively, the noisy pro-
totypes have the highest difference in morphology compared to
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avalidated template. As a result, we need to distinguish between
these prototypes to remove the cluster containing corrupted
segments. Therefore, we utilize DTW to find the closest and
farthest prototypes to the validated template. Using this complete
framework, we validate a subset of data without labeling and
domain expert analysis and remove the corrupted segments.
The proposed framework is presented in Fig. 1. This technique
creates a validated subset of data that can be further passed to any
deep learning methods for additional biomarker estimation and
prediction. In this article, we demonstrate the effect of using this
end-to-end framework on a downstream task of cuffless blood
pressure estimation where noisy data easily impedes the model
for robust prediction. This section describes the development
of each component of the framework to develop the end-to-end
signal quality and translation module.

A. Data Segmentation

Fiducial points are the key points on the biomedical waveform
data which correspond to the periodic pattern. In the context
of cardiac waveform data, this cardiac pattern captures heart
activity. As a result, to segment the waveform data into distinct
cardiac cycles, we used the maximum slope points of the Bio-
Z waveform data. Similarly, we used QRS complex points of
ECG data to segment the data and prepare the input for the data
validator framework.

B. Variational Autoencoder Architecture

The primary component of our end-to-end framework is the
VAE which provides unsupervised embedding of the signals. An
autoencoder is a type of generative model which is comprised of
three main components, an encoder, an encoded layer that rep-
resents a latent distribution, and the decoder. The encoder’s task
is to encode the training data into the dimension-reduced latent
space. Subsequently, the decoder uses the latent distribution to
decode it to the original signal space. The loss function of the
autoencoder is defined as follows

LReconstruction = ||.’E - :%” (1)

where the model learns to reconstruct () the original input data
() very closely to minimize the loss. A variational autoencoder
combines Bayesian inference with an autoencoder by using a
probabilistic measure for the loss function instead of solely
relying on the reconstruction error [43]. As aresult, VAEs can be
considered stochastic generative models, whilst an autoencoder
is deterministic. This makes VAE a better solution for anomaly
detection, as it is more principled for detecting abnormal dis-
tribution in the data [44]. The loss function used in our VAE
framework consisted of two components: the reconstruction loss
and a regularization term. Using the regularization term, we
aimed to satisfy two important properties: 1) continuity, where

Variational Autoencoder-based framework for periodic biomedical signal validation.

two close data points in the latent space had similar morphology
in the input space accordingly; 2) completeness, where using a
chosen distribution, decoded sampled points were close to real
values, i.e., meaningful. The VAE implemented in this work is
illustrated in Fig. 2. The architectural components of the VAE
include 1D convolutional layers as the waveform data used in
this article is 1-Dimensional data. The 1D convolutional layers
are coupled with batch normalization layers in order to make
the training faster and more stable. Three convolutional layers
create the encoder to extract the higher-level, medium-level
and lower-level embedded features for creating the latent space
which can be used further for the noise detection algorithm
as shown in Fig. 2. The decoder also uses the latent space to
reconstruct the original waveforms using the three convolutional
layers in the reverse order compared to the encoder. Furthermore,
as the reason for the VAE framework is to understand the mor-
phology of each normalized segment, i.e., there is no temporal
information about the relation of consecutive cycles, we only
use convolutional layers.

C. VAE Formulation

This section presents the formulation of the VAE and how
the formulation fits a broader framework. The input data, rep-

resented as a set, X = [x1,29,..., zn]T, contained n number
of independent and identically distributed samples (e.g., in this
article, the cardiac cycles from each biomedical waveform can be
considered as one individual sample). # parameters of the model,
the latent Z-space was generated from the prior distribution
pe(z). The model then sought to learn the joint distribution
po(x, z) = po(x|2)pe(z). In other words, the model learned this
joint distribution with a prior distribution py(x|z) where the
encoder learns the py(z|z). To learn the joint distribution, we
needed to maximize the following likelihood:

po(X) = / po(z]2)po (2)dz @)

Variational inference is then used to find an alternative posterior
distribution gg(z|z), which approximated the pp(X) to make
the above integral tractable [45]. To find an approximation as
close as possible to the true distribution, the KL-divergence
(Kullback—Leibler divergence) of these two distributions then
needed to be:

Drcr(q0(2|2)||po(2|2)) ©)

As aresult, the variational parameters ¢ were then estimated as:

logpe(x) = Eq,(zx)(logpe(z)) “)
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Fig. 2. Variational Autoencoder-based framework architecture.
Using Bayes’ rule, we replaced py () by Z ZEZ;; , which resulted
in the following:
; =K loa ((Pe(@:2) 5
ogpe(z) = Eq, (210 | log Po(2lz) ) °
po(z|x
After multiplying and divining the above equation by g4 (2|z),
we have: ®e

logpe(z) = Ey, (z1z) (log (MM» (6)

qo(2|2) po(z|z)
Finally, the above equation can be written as follows:

po(x, 2) qe(z|x)
l =E log————~ + E log————=
ogpe(x) = Eq, (2)) (09 +Eqy (ol [09p9(2|x

q0(z|2)

where the first term is Ly 4(x) (also called Evidence Lower
Bound (ELBO)) and the second term is the KL-divergence. As
a result, we have the following:

Lo,¢(x) = logpe(x) — Drer(gs(2[2)llpe(2|2))  (8)

By maximizing the Lg 4(x) or more conventionally minimizing
the following loss function:

Lyge = _L9,¢>($) = DKL(q¢(Z|Z’)Hp9(Z|.’L')) - logp@(x)(g)
we both maximize the likelihood py(x) and minimize the KL
divergence, making the two distributions as similar as possible.
A common choice for the approximation of the posterior dis-
tribution is a Gaussian distribution which results in a Gaussian
encoder with a common choice of standard normal distribution
N (0, I) for the prior distribution. In other words:

p(2lz) = N(z;p,07%) (10)

Finally, in order to use stochastic gradient descent for model
optimization, we need to ensure the objective function is dif-
ferentiable. As variable z is a random variable, we need to
reparametrize it to be deterministic with an additional random
variable € ~ N(0, 1). Consequently,

z=u+o0e (11)

Second Encoded Variable

(@)

1000 " 200 400 600 800
sample number

0 200 400 600 800
sample number

(b) ©

1000

Fig. 3. (a) Latent representation example. (b) Morphologies of orange
annotated points. (c) Morphologies of green annotated points.

LVAE = LReconstruction + LRegularization (12)
This final loss function (12) was then optimized to train the
VAE such that the reconstruction error between the reconstructed
waveform and the original waveform is minimized while the
distribution of reconstructed segments follows the predefined
Gaussian distribution.

D. VAE for Noisy and Clean Waveform Identification

Fig. 3(a) illustrates an example of encoded points presented
in a 2D latent space. Each point represents a single input,
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where in this setting, such input represents a single cardiac
cycle. From this encoded space, we sought to define a distance
metric, to identify similar signals and dissimilar signals from
their Euclidean distance in the encoded space. We define the
distance between two points of p and ¢ in an n-dimensional
latent space using Euclidean distance.

Applying that distance to our illustrative example above, we
can observe two different examples where the points highlighted
in green have similar morphology while the points highlighted in
orange, because of relatively higher distance in the latent space,
have different distinguishable morphology in the input space as
well. The morphology for the orange points in Fig. 3(b) and the
green points is presented in Fig. 3(c).

E. Gaussian Mixture Models for Latent Space Clustering

A complication with the distance metric, however, is that
individual cycles may also be far apart because they represent
different physiological stages (e.g., different blood pressures and
heart rates captured by wearable [oMT devices). Therefore, the
next step of our signal denoising framework is to differentiate
distance for noise versus different morphologies/physiologies.
We sought to cluster the latent space in order to find the seg-
ments which belong to a cluster where the morphologies are
mostly uncorrupted, while the points which are further from all
clusters would then be identified as be contaminated/noisy in
terms of morphology. As the latent space of the autoencoder
creates different probability distributions based on the encoded
morphologies, Gaussian Mixture Models (GMM) was selected
as the clustering method for this work as it distinguishes different
Gaussian distributions available in the data. An alternative to
the GMM method is K-Means clustering. However, K-Means
clusters the data only based on the Euclidean distance of the
points in the latent space while GMM provides a probabilis-
tic assignment when selecting the points and assigning them
to each cluster which makes this clustering technique more
suitable for the problem we are solving in this work. Using
GMMs, the latent space was grouped into different clusters,
with the idea of having cardiac cycles with different morpholo-
gies in different clusters. Furthermore, we defined the closest
point to the centroid of each cluster as a representation of that
group of cardiac cycles, respectively as the centroid of each
cluster is not essentially an actual point in the dataset. As a
result, we needed to find the closest point to the centroid (here
shown as R;), as there is a need to map the point back to
the raw waveform space: Vili € k : R; = argminD}_,(z;, c;)
where D is the distance metric defined before, x’s are the data
points in the latent space and c’s are the centroids of all the
clusters.

F. Determining the Number of Clusters

To automatically and accurately define the number of clusters
of valid representations and to be able to identify clean and
noisy cluster prototypes, we compared different scoring criteria.
First, the Silhouette method was used to interpret and validate
the consistency of the data within each cluster and across the
subsequent ones [46]. The Silhouette score is a metric between
-1 and 1 that measures how similar a point is to the other data
points in the current cluster (cohesion) and different it is to the
points in other clusters (separation). A higher silhouette score

Algorithm 1: VAE-Based Framework Algorithm.
1: function Validation(C[ |, M, G\S)
M+ Size()
: N« Size(C)

2
3
4: fori< 1to N do

5: L+ VAE(C))

6: end for

70 Q<+ GMM(C)

8: P <« centroid(Q))

9: fork «+ 1to M do

10: dy + DTW (P, GS)
11:  end for

12:  noisylabel < where(dr, = max(d))
13: end function

demonstrates better clustering results. The Silhouette score is
used to define the range of the candidate number of clusters.
Secondly, Bayesian Information Criterion (BIC) score was used
to detect the exact number of clusters K, through the maximum
likelihood of the n number of data points belonging to K different
clusters [47]. Detecting the best number of clusters is crucial as
a higher number of clusters usually provides better scores while
reducing the size of each cluster, which is not optimal. Addi-
tionally, clean segments can also vary in temporal morphology.
Therefore, the optimal number of clusters should be controlled
to avoid data overfitting as the goal of clean cluster detection
is to keep an adequate number of clean segments with natural
morphology variation to then be used in the robust biomarker
prediction. After identifying the appropriate clustering, we val-
idated segments from the clean clusters with variation in terms
of waveform morphology.

G. Cluster Noise Level Detection

While the distance metric provided allows for clustering in
the latent space, it does not differentiate clusters of clean signals
from clusters with noisy morphologies. In order to automatically
find the clusters that contain clean segments, we measured the
DTW distance between each cluster’s representative cardiac
cycle (closest to the centroid) to a single selected clean template,
as defined in prior work [39]. This distinguished clusters and the
amount of noise each cluster contained.

H. Confidence Metric for Signal Inclusion

The DTW metric provides a method to distinguish validated
clusters; however, there is a need for a metric by which we
assign a confidence score to each single waveform within the
kept cluster. Therefore, we sought to define a confidence met-
ric for keeping signals, the final stage in filtering our signals
before providing them to end-to-end prediction frameworks.
We sorted all samples within each cluster by their Euclidean
distance from the representative of that cluster and normalized
these distances between 0 and 1. We defined a weight met-
ric w when the jth segment is the representative of the clean

cluster:
w; = 1 — normalized(D(x;, x;)) (13)

where the importance of each sample is provided by their simi-
larity to the clean cluster prototype.
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I. Data Processing Pipeline and End-to-End Framework

Algorithm 1 defines our end-to-end pipeline implementation
for biomarker estimation using the validated gold standard
cardiac cycle, where C; corresponds to each cardiac cycle, L;
corresponds to the latent representation of the cardiac cycle C;,
Qi corresponds to the GMM label of the cardiac cycle C;, P
contains the prototypes for all the clusters, GS' corresponds to
the gold standard cardiac cycle template and d contains the DTW
distances between the protypes and the G'S. The raw waveform
data is the input of VAE-based framework for further verifica-
tion. Using the algorithm explained in the previous section, a
subset of cardiac cycles from the validated cluster is used for
the blood pressure estimation module. Using this end-to-end
framework, we aim to reduce the uncertainty in the data as well
as increase the confidence in the robust cuffless BP estimation.

IV. EXPERIMENTS AND RESULTS

We present interpretable visualization based on the proposed
framework as well as demonstrate the effect of using the signal
validator framework and its generalizability for reducing the
variance of DTW distance of signal morphologies to a validated
template and improvement in biomarker estimation problems.
We used two downstream tasks: cuffless blood pressure estima-
tion as a regression problem and a noise detection model for a
labeled dataset as a classification task. To do so, two different
datasets were used in this work. The Bio-Z dataset is used to
validate the improvement of biomarker estimation using the
proposed framework where the data is used to accurately predict
blood pressure and the MIT-BIH ECG dataset is used to illustrate
high accuracy where the dataset is labeled with different noise
ratios. We train and test the model for each subject individually
where the data is split to 64% for training, 16% for validation
and 20% for the test set.

A. Datasets

Wearable sensors are prone to generate noisy biomedical
signal in certain conditions (e.g., movement or loose sensor
connection). This will easily impact the downstream task for
which we use the physiological signal. Therefore, it is impor-
tant to validate the data for a robust prediction. An important
advantage of the proposed framework is its ability to distinguish
the noisy segments in a fully unlabeled dataset using a single
validated segment. However, it is equally important to demon-
strate the robustness of this model in a setting where the data
is labeled with specific noise metric (e.g., signal to noise ratio).
Therefore, we used the two datasets listed below to demonstrate
the application of the end-to-end data validator in a real-world
setting.

1) Bio-Z Dataset: The first dataset used in this study com-
prised of Bio-impedance signal collected in an IRB-approved
research study at Texas A&M University (IRB2020-0090F).
Bio-impedance (Bio-Z) is an electrical signal which can be
measured by injecting current to skin and capturing the voltage
difference. The variation in Bio-Z corresponds to changes in
blood pressure over time at the position where the sensor is
placed [48]. We use the Bio-Z signals which were measured
from the radial arteries. To capture a higher range of blood
pressure, participants were asked to do physical activities during
successive trials. Each trial contains a total of 8 minutes, 30
seconds of an initial resting period followed by 210 seconds

of hand gripping exercise to elevate the blood pressure and a
recovery period for 4 minutes in the end. A Finapres NOVA
device was used at to measure beat-to-beat diastolic and systolic
blood pressure as ground truth reference measurements. More
than 150 complete 8-minute trials from 14 different participants
were used for the BP estimation experiment. The data from
5 participants were removed due to large amount of noise
where the DTW distance between all cluster representatives
and clean template was significantly high. This shows that the
data validator framework distinguished all the clusters as noisy.
Therefore, the data from those participants were not included in
the experiments. All the signals were downsampled to 1 k Hz
and the amplitude was normalized between 0 and 1 for the data
validator subnetwork. However, the original amplitude range
was kept intact for the BP estimation task.

2) MIT-BIH ECG Dataset: MIT-BIH Noise Dataset is com-
prised of 12.5 hours ECG recording data where 3.5 hours
of the recording contains common noise in ambulatory ECG
waveforms including baseline wander (BW), muscle artifact
(MA), electrode motion artifact (EM). The electrode motion
artifact source of noise is the most challenging among all noise
variations as it cannot be removed by filtering, unlike other
noise groups [49], [18]. The clean subset of this dataset was
constructed using two samples of 118 and 119 from the MIT-BHI
Arrhythmia Database [50] where noisy segments are contami-
nated with various ranges of noise which resulted in a range of
Signal-to-Noise (SNR) ratios [—6, 24].

B. Time-Series Validation

Segmented data samples were validated in the data prepro-
cessing pipeline, where a confidence score is generated for each
segment (e.g., each cardiac cycle of Bio-Z or ECG). As we can
see in Fig. 5, validated cardiac cycles are correctly distinguished
from the noisy segments (annotated in red) using the proposed
framework. Furthermore, Fig. 4 demonstrates the color-coded
Bio-Z time-series data where the blue segments demonstrated
high confidence while the red segments demonstrate lower con-
fidence. The validated data points, i.e., the points which belong
to the clean cluster, are further used for biomarker estimation
(e.g., BP estimation) and noisy segments from the noisy cluster
are discarded in the biomarker estimation task in order to ensure
high-quality data.

C. Validated Cardiac Cycles

After the aforementioned steps, the segments are passed into
the framework and only a subset of segments or more specif-
ically, cardiac cycles with validated morphology are kept for
further biomarker estimation. Fig. 7 demonstrates such a subset
where the corresponding morphology is validated. The purple
line illustrates the mean of all the validated cardiac cycles and
the dashed lines demonstrate the range of morphology variation
within one standard deviation from the average morphology in
the validated cluster.

D. DTW Distance for Noisy Cluster Detection

The cluster representatives, when color-coded by the nor-
malized DTW distance from the verified template, can be seen
in Fig. 6. As we can clearly see, the dark blue cardiac cycle
represents the clean cluster representative, while the red cardiac
cycle represents the noisy cluster where the normalized DTW
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Fig. 7. Visualization of validated cardiac cycles extracted from the

cluster containing clean segments.

distance to the clean template is the highest. Furthermore, Fig. 8
illustrates the latent space where each point is color-coded by
the normalized DTW distance to the verified cardiac cycle. As
we can see the points with larger distances to the clean cluster
centroid explained in the previous section, also have higher
DTW distances to the verified cluster centroid.

E. GMM Clustering

Fig. 9 illustrates an example of clustering with GMMs in the
latent space, where we can see the variation of morphologies of
the waveform closest to the representative of each cluster. Lastly,

we can see the variation in the Gaussian distributions of these
clusters. As we can see, the distribution of the first cluster is
significantly different compared to the other two clusters which
contain relatively clean segments.

F. Noise Removal Quantification

As the main application of the proposed framework is to
distinguish the corrupted morphologies of cardiac cycles and
remove them, it is necessary to evaluate this individual com-
ponent of the end-to-end framework. Fig. 7 shows an example
of validated subset of cardiac cycles. As we can see, the vali-
dated cardiac cycles follow similar morphology with minimal
amount of corruptness, hence a low amount of variation in the
morphology of the validated cardiac cycles. As a result, in order
to evaluate the result of noise removal framework, we compare
the variation in morphology before and after using the noise
removal framework. To do so, we compute the standard deviation
of the DTW distance of cardiac cycles to the verified template
in the original dataset and compare it to the distribution of the
DTW distance of cardiac cycles to the verified template in the
validated subset. Fig. 10 shows the impact of noise removal of
the framework on the reduction DTW distance to the verified
morphology. The result shows a 59.92% reduction in the stan-
dard deviation of DTW distance to the template when using the
proposed framework. Moreover, for the data with relatively high
noise rate (i.e., with a value more than 3 standard deviations of
the mean), the noise removal module reduced the variation by
84.4%. This explains the fact that the proposed framework is
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able to reduce the corrupted morphology in different settings
with low and high noise rates.

G. Latent Space Dimensionality Selection

One of the most important steps in the proposed end-to-end
framework is to define the number of dimensions of the latent
space. In order to select the best option for the latent space
dimension, we use different clustering metrics to assess the
result of clustering using a different number of clusters. For
example, the Silhouette score measures the similarity of points
belonging to the same cluster with a range from —1 to 1. In
Fig. 12, we observe the result of having different number of
clusters when changing the dimensionality of the VAE latent
space. Itis clear that lower latent spaces result in better clustering
performance which yields to better detection of noisy and clean
cardiac cycles. Furthermore, Fig. 13 demonstrates the effect of
changing number of clusters on the Silhouette score.

It should be noted that using two other metrics, AIC (Akaike’s
Information Criteria) and BIC (Bayesian Information Criteria)
resulted in a similar trend as shown above. As the dataset used
in this work was segmented to normalized cardiac cycles, the
detection of variation in their morphology can be done using
lower dimensional latent spaces.

H. Latent Space Visualization Techniques

As shown in the previous section, lower dimensional latent
spaces resulted in better clustering results for noisy segment
detection. However, it is important to illustrate the visualization
of different latent spaces with higher dimensions. As a result,
we compared the result of visualizing higher dimensional la-
tent spaces using three different methods, t-SNE (t-distributed
stochastic neighbor embedding) [51], UMAP (Uniform Mani-
fold Approximation) [52] and PCA (Principal Component Anal-
ysis). In this experiment, a VAE with an 8-dimensional latent
space was trained and used in the end-to-end framework. Fig. 11
shows the result of using t-SNE, UMAP and PCA accordingly,
where green points correspond to the validated cardiac cycles
while the red points correspond to the noisy cardiac cycles.
As we can see, the noisy segments are isolated compared to
clean(green) cardiac cycles in all the plots.

I. Training Configuration

The variational autoencoder framework used in this work is
implemented in PyTorch and trained using 4 GTX 1080ti GPUs
using Adam optimizer with a learning rate of 1073, a weight
decay factor of 10~° and over 200 number of epochs.

J. Noise Classification in MIT-BIH Dataset

The MIT-BIH noise dataset was used in an unsupervised
fashion to assess the accuracy of noise detection using the pro-
posed framework. Fig. 14 demonstrates the latent space where
the data is contaminated with two extreme cases, i.e., SNR =
24 where the contaminated segments were relatively less noisy
(a,b) and SNR = —6, which means the contaminated segments
were extremely noisy (c,d). It is obvious that where the noisy
segments are closer to the clean ones in terms of morphology
(SNR = 24), there is less distinction between the clusters in
the latent space versus where the contaminated segments are
easily distinguishable in the case of SNR = —6. The Gaussian
distributions of these two extreme cases are demonstrated in
Fig. 14(b), (d). As we can clearly see, the Gaussian distribution of
signals with alow SNR value is considerably different compared
to the Gaussian distribution with a high SNR value. In other
words, the cardiac cycles with significantly low SNR values can
be discarded where the cardiac cycles with high SNR values
can be kept for any further biomarker estimation relative to the
generated confidence metric. Using the proposed framework,
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we were able to obtain 92% accuracy in detecting low SNR
segments.

K. Blood Pressure Estimation Using Bio-Impedance
Waveform Data

The validated subset of Bio-Z cardiac cycles was used to
estimate the systolic and diastolic blood pressure. Table I sum-
marizes the result of using validated cardiac cycles for BP
estimation when using three baseline models, XGBoost, a deep

learning model comprised of 3 convolutional layers and a deep
learning model with two layers of convolutional layers as well
as three layers of the bi-directional recurrent network. As we
can see, using the proposed framework to validate signal quality
resulted in significant improvement in the result of cuffless blood
pressure estimation by an average of 2.67 mmHg reduction
in root mean square error (RMSE) of Diastolic Blood pres-
sure (DBP), an average of 2.13 mmHg reduction in RMSE of
systolic blood pressure (SBP), an average of 0.28 increase in
Pearson correlation of DBP estimation and an average of 0.08
increase in Pearson correlation of SBP estimation. Furthermore,
the validator method was compared against different filtering
techniques for a comprehensive comparison. As Table II shows,
the proposed framework achieved the best performance com-
pared to other filtering techniques. Fig. 15 demonstrates the
Bland-Altman plots of the systolic and diastolic blood pressure
estimation when the XGBoost model used the validated data by
the proposed framework.

(0]

g 020 . V. FUTURE DIRECTIONS

%]

8 025 . % Using the proposed framework, we demonstrated a systematic
go20 - - 12 method to quantify the variation between different biomedical
2o1s o signal morphologies to detect noisy segments without having
(%]

the labeled noisy cardiac cycles in a periodic biomedical sig-
nal. However, there is a lack of understanding of the variation
of feature space where subject-dependent and time-dependent
morphology variations exist. Therefore, a chief direction of
this work in the future is to provide tools for understanding
the aforementioned variations using the mapped latent distribu-
tions. Moreover, generalizability for a fair biomarker estimation
method remains a challenge. this framework can be utilized to
find the right training set with overlapping feature distribution
and with a high value of mutual information for adapting to
an unseen subject in a generalizable setting. Another limitation
of the presented work is the lack of multi-dimensional feature
space with different data modalities in each training set. Thus,
we plan to expand the proposed framework for multidimensional
waveform data. To do so, we plan to explore having multiple
validated templates in a multimodal setting where different types
of noise can be eliminated. Additionally, the proposed algorithm
will be explored to detect uncertainties of the ground truth
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TABLE |
BLOOD PRESSURE ESTIMATION RESULT

DBP SBP

Data Model RMSE(mmHg) RMSE Reduction r(% increase) RMSE(mmHg) RMSE Reduction r(% increase)

Raw Bio-Z waveform XGBoost 9.17 £ 13.01 - 0.51 11.31 £ 11.72 - 0.74
Validated Bio-Z Waveform VAE + XGBoost 6.64 + 1.78* 27.60% 0.80 (56.9%)* 8.82 + 2.34* 22% 0.85 (14.9%)*

Raw Bio-Z Waveform CNN 9.21 + 10.32 - 0.51 10.21 £ 9.64 - 0.76
Validated Bio-Z Waveform VAE + CNN 6.79 + 1.97* 26.30% 0.78 (52.9%)* 8.92 + 2.7* 12.60 % 0.84 (9.5%)*

Raw Bio-Z Waveform CNN+Bi-GRU+Attn 9.58 + 14.24 - 0.49 11.59 + 12.63 - 0.79
Validated Bio-Z Waveform  VAE + CNN+Bi-GRU+Attn 6.49 + 1.94* 32.20% 0.78 (59.1%)* 8.87 + 2.6* 23.50% 0.84 (6.3%)*

In order to assess if the impact of adding data validator component on the result of BP estimation is statistically significant, we conduct a paired left-tail t-test on the RMSE and a paired right-tail t-test on the Correlation
values of each model with and without using validated data accordingly. The corresponding p-value for the reduction in RMSE and improvement in correlation was < 0.05* which demonstrates the significant impact of
adding the data validator component for all the models. The improved results using data validator component all met ISO standard (error <10 mmHg).

TABLE I
COMPARISON OF BLOOD PRESSURE ESTIMATION RESULT WHEN UTILIZING DIFFERENT FILTERING TECHNIQUES AGAINST THE PROPOSED FRAMEWORK

DBP SBP
Data Model RMSE(mmHg) T RMSE(mmHg) r
Bio-Z Waveform + Band-Pass Filter XGBoost 10.21 £ 15.97 0.35 12.27 £ 14.27 0.52
Bio-Z Waveform + Savitzky-Golay XGBoost 9.57 £ 12.7 0.62 13.64 + 11.32 0.54
Bio-Z Waveform + Median Filter XGBoost 8.73 £ 7.64 0.42 10.28 £9.8 0.31
Validated Bio-Z Waveform VAE + XGBoost 6.64 + 1.78 0.80 8.82 + 2.34 0.85
TABLE Il

THE COMPARISON OF SIGNAL TO NOISE RATIO VALUES AND STANDARD DEVIATION OF DTW DISTANCES BEFORE AND AFTER APPLYING THE NOISE
DETECTION FRAMEWORK IN THE PRESENCE OF DIFFERENT NOISE SOURCES

Data DTW SD Before Noise Removal

DTW SD After Noise Removal*

SNR Before Noise Removal

SNR After Noise Removal*

Raw Bio-Z waveform
Bio-Z Waveform + Gaussian Noise
Bio-Z Waveform + Powerline Noise

Bio-Z Waveform + White Noise
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Fig. 15.  Bland-Altman plots for the BP prediction task.

biomarker output space in order to increase the confidence in
label prediction, where the correlation between variation in the
feature space and output space will be analyzed. By using these
approaches, we aim to continue progressing toward a robust
and generalizable modeling for biomarker estimation as well as
providing higher quality data for the implementation of precise
algorithms, especially in the healthcare field where integration
of Al-based pipelines into clinical workflows for promoting fair
and equitable healthcare solutions is more challenging.

VI. CONCLUSION

In this work, we presented a method to detect anomalies in
the biomedical waveform data using a Variational Autoencoder,
Gaussian Mixture Models and minimal utilization of Dynamic
Time Warping which allows for an effective quantification of
the amount of data corruptness and confidence in the data
usability. The proposed architecture consists of convolutional
neural network layers to extract spatial information to further
detect variation in waveform morphology. The model has been
extensively validated on two different biomedical data modali-
ties, bio-impedance and ECG. In conclusion, our model has the
following advantages:

® Data Flexibility: The proposed method uses a fully un-
supervised mechanism for the training which does not
require any previous domain expert to label the data points
in advance.

® Model Flexibility: The proposed distance metric can be
incorporated into the loss function of any deep learning
model to reduce the uncertainty in the prediction tasks
and improve the metrics used to assess the outcome.

® Generalizability: The proposed framework can detect un-
certainties in different biomedical data modalities across
time.

® Data explainability: Using the generated distance metric,
one can use the confidence metric to assess data quality
and visualize various parts of time-series data to validate
which input sequences to use for label prediction with high
certainty.
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